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ixth Semester B.E. Degree Examlnatlomy , June/July 2019
Artificial Neural Networks

\\ﬂiﬁgmm //3 hrs. Max. Marks: 80

~ Note: Answer any FIVE full questions, choosmg ONE full question from each module.

Module—l
E 1 a. Draw the explain the artificial neuron model Explam how actlvatlons ‘measure similarity.
9 ' (08 Marks)
% b. What is meant by an activation funt lon? List and explain any three activation functions.
E (08 Marks)
2 A or :
S 2 a. Explain feed forward and feedback architecture for neural networks (06 Marks)
g;;} 2 b. Define and explain the fo]lowmg 1) Convex sets it). Convex hulls iii) Linear seperability
B3 iv) XOR problem v) M""m‘lplayer neural network. - (10 Marks)
§ = ‘ Module-2 -
[ 1) 3 a.  What is perceptron learnmg algorithm? Explain with the iterative algorithm. (08 Marks)
= § b. Discuss o — MLS algorithm. Explain the eomputatlonal steps. (08 Marks)
=i
é; 2 4 a. Discuss steepest descent search algquthm with respect to weight updation. (04 Marks)
o E b. Provethat steepest descent algorithm converges to the wiener solution. (06 Marks)
£ § c. Discuss square error performance function Wlth vect to back ‘propagation learning
é % algorithm. PR “ (06 Marks)
EE Module-3
52 5 a. What are the design objectlves of SVM? D 1ve an exprebsmn for fhe total margin in two
S 5 class SVM. ) (08 Marks)
§ E b. Discuss apphcatlon of Radial Basis Function Neural Netwo (RBFNM) in face recognition.
T B ‘ (08 Marks)
= (9]
E ‘OR
=
;cl & 6 a. Discuss K-mean clustering algorithm in RBFNN. y (08 Marks)
8 = b. Explam the application of SV’\/[”m image cla551ﬁcat10n (08 Marks)
y © W s
§ g (% Module-4
g ‘*;—;? 7 a. Discuss on associative:memory model. (04 Marks)
53 b. “Explain the principle of Hopfield networ with its architecture. (04 Marks)
2% ¢ Explam Brain- St In-A-Box neural network, provide the algorithm. (08 Marks)
o 0
55 . OR
g s 8 a. Explain simulated annealing. Proyide the basic steps used in simulated annealing. (08 Marks)
2 5 b. Write the similarities and differences between Hopfield network and Boltzman machine.
Q < (08 Marks)
v . Module-5
2 9 a. Explain the concept of vector quantization. (04 Marks)
g b. Explain the dlmensmnahty reduction method using principal component analysis (PCA).
5 (08 Marks)
g c. Write any one apphcatlon of self organizing map. (04 Marks)
OR
10 a. Explain the growing neural gas algorithm. (08 Marks)
b.

Explain the concept of Kohonen self organizing feature maps. (08 Marks)
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