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Abstract  Wireless sensor networks are used in a wide variety of applications in our day to day life, these networks 
consists of small electronic devices called node or motes. These nodes will be deployed in large numbers, which are self 
powered, gather information or detect the required events and communicate it to the base station in a wireless mode. Sensor 
networks provide more number of opportunities, but at the same time pose challenge like scarcity of energy, as they have 
non-rechargeable batteries. As the nodes are deployed in the random fashion, due to high density of nodes, more than one 
node may fall in a very close proximity or in other words, two or more nodes which are very closely situated will be sensing 
a similar data. In this paper, we present an energy efficient routing protocol based on the closeness factor. In this approach, as 
soon as the deployment of the nodes is made, the base station will be grouping the set of nodes deployed in to two disjoint sets 
based on the closeness factor of the nodes and keep one set of nodes inactive till the other node’s energy gets depleted. 
Simulation results prove that lifetime of the entire network can be improved by the proposed method. 
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1. Introduction  
Possible applications of sensor networks are of interest to 

the most diverse fields. Environmental monitoring, war-fare, 
child education, surveillance, micro-surgery, and agriculture 
are only a few examples. In ad hoc networks, wireless nodes 
self-organize into an infrastructure less network with a 
dynamic topology. Sensor networks share these traits, but 
also have several distinguishing features. The number of 
nodes in a typical sensor network is much higher than in a 
typical ad hoc network and dense deployments are often 
desired to ensure sensor area coverage and connectivity; for 
these reasons, sensor network hardware must be cheap. 
Nodes typically have less energy. Even though we assume 
that network will be having fixed topology, because of 
frequent break down of nodes, the network will be having 
varied topology. Life time is the critical factor for most of the 
applications, and energy is a major constraint in WSN’s, 
since a lion’s share of the energy is consumed by the 
operations like transmission, sensing, processing and even 
the hardware operation in standby mode consumes a 
significant amount of power as well [1]. 

When the nodes are deployed in a geographical area, the 
node density may be varied from application to application,  
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for example, the density may be as high as 20 nodes/m3 [2] or 
more. The redundancy of the nodes might increase the 
reliability level of the entire network and increase the energy 
consumption also. This drawback of higher density of node 
seen in the deployment stage can be exploited for achieving 
energy efficiency. To achieve the energy efficiency, it is 
necessary to make one set of redundant nodes to remain in 
energy conservation mode while the other set is in active or 
full power mode. 

In this approach, base station is responsible for separating 
the deployed node in to two or more disjoint sets. As soon as 
the deployment is done the base station will find out, which 
are all the nodes, which are closed to each other and it will 
try to separate them in to two disjoint sets. Afterwards it 
keeps one set of node in energy saving mode. These set of 
nodes remain passive until the energy of the other set nodes 
go down below some threshold value. Hence, the whole field 
will be efficiently represented by a subset of active nodes, 
which perform the task well. i.e. The job of sensing the data 
and transmitting the sensed information from the  part of the 
geographic area is done by these subset of nodes one after the 
other. The experiment is conducted to study the effectiveness 
of the proposed mechanism. 

The remainder of the paper is organized as follows. 
Section 2 provides an overview of the existing approaches 
exploiting correlation. Section 3 explains the energy 
fundamentals of WSN. Section 4 gives proposed method. 
Section 5 discusses the experimental set up and results. 
Section 6 gives the conclusion. 
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2. Related Work  
In this section, we discuss some of the existing approaches 

for achieving the energy efficiency in WSNs and improving 
their network lifetime [8-13]. The energy–aware immune 
system [3] method selects the minimum number of 
designated nodes that can send its data to the sink and 
significantly reduce the energy consumption. In addition, 
considering the remaining energy of the designated nodes, 
their energy is balanced. Hence, selecting appropriate 
sensors has an important effect on reducing network energy 
consumption and increasing its life period. By minimizing 
the error function, the most proper sensors for sending the 
data will be identified and redundancy in data sending will be 
eliminated. 

In [4], a mechanism to exploit the spatial correlation of 
sensor data at the link layer for event-driven WSNs is 
discussed and a hybrid TDMA/CSMA protocol is proposed. 
The protocol has three major features. First, the TDMA part 
is triggered only when sensors detect an event. By doing so, 
the protocol enjoys the benefits of collision-free 
transmission of TDMA and low latency transmission of 
CSMA. Second, the slot assignment strategy associated with 
the TDMA part takes the spatial correlation of sensor data 
into consideration. By intentionally allowing one-hop 
neighbors to share the same time slot, the number of slots 
required is significantly reduced. Thus, the transmission 
latency is also reduced. Third, by intentionally enlarging the 
slot size, packets are separated spatially and thus the 
interference problem in the non-event area is alleviated. 

In [5], since energy conservation is a key issue for WSNs, 
spatial correlation has been exploited; an energy aware 
spatial correlation based on clustering protocol is discussed. 
Cluster head divides the cluster in to correlation   regions 
and in turn selects a representative node in each region. In 
each cycle, it chooses a representative node and only this 
node will be active till the end of the round, other nodes in 
that region will be inactive during that period. But the 
drawback of this method is cluster head has to waste its 
energy for choosing the representative node and this happens 
in each round. 

In [6], the data density correlation factor is proposed. The 
proposed correlation degree is a spatial correlation 
measurement that measures the correlation between a sensor 
node’s data and its neighboring sensor node’s data. With the 
DDCD clustering method, the sensor nodes that have high 
correlation are divided into the same cluster, allowing more 
accurate aggregated data can be obtained in cluster-based 
data aggregation networks produced by the DDCD clustering 
method. Also, the amount of data conveyed to the sink node 
can decrease. 

3. Energy Fundamentals of WSN 
The performance measure of network lifetime is 

particularly relevant to sensor networks where 
battery-powered, dispensable sensors are deployed to 

collectively perform a certain task. For a communication 
network, which is generally designed to support individual 
users, network lifetime is subject to interpretation; a 
communication network may be considered dead by one user 
while continuing to provide required quality of service (QoS) 
for others [7]. 

In contrast, a sensor network is not deployed for individual 
nodes, but for a specific collaborative task at the network 
level. The lifetime of a sensor network thus has an 
unambiguous definition: it is the time span from the 
deployment to the instant when the network can no longer 
perform the task. Given that network lifetime depends on 
network architectures, specific applications, and various 
parameters across the entire protocol stack, existing 
techniques tend to rely on either a specific network setup or 
the use of upper bounds on lifetime. As such, it is difficult to 
develop a general design principle.  

Major network characteristics that affect network lifetime 
include network architecture, energy consumption model of 
sensor nodes, and data collection mode and lifetime 
definition determined by the underlying application [7].  

Three types of sensor network architecture have been 
considered in the literature: flat ad hoc, hierarchical, and 
Sensor Network with Mobile Access (SENMA). Under the 
flat ad hoc architecture, sensors collaboratively relay their 
data to access points (in other words base stations or sinks). 
In hierarchical networks, sensors are organized into clusters, 
and cluster heads (in other words relay nodes) are 
responsible for collecting and aggregating data from sensors 
and then reporting to Access Points (APs). In SENMA, 
sensors communicate directly with mobile APs moving 
around the sensor field. Transmissions from sensors to APs 
are typically multi-hop in the flat ad hoc networks, 
single-hop in SENMA, single-hop within clusters and 
multi-hop between clusters in the hierarchical networks. 

The energy consumption model [7], characterizes the 
sources of energy consumption in a network. According to 
the rate of energy expenditure, the network energy 
consumption can be classified in to two general categories: 
the continuous energy consumption and the reporting energy 
consumption. The continuous energy consumption is the 
minimum energy needed to sustain the network during its 
lifetime without data collection. It includes, some of the 
factors like battery leakage and the energy consumed in 
sleeping, transition from one mode to other, sensing, and 
signal processing. 

The reporting energy consumption is the additional energy 
consumed in a data collection process. It depends on the 
channel model as well as the network architecture and 
protocols. In particular, the reporting energy consumption 
includes the energy consumed in transmission, reception, 
channels acquisition, collision etc. 

Network lifetime can be defined as the time span from the 
deployment to the instant when the network is considered no 
longer working. The decision of considering a network as 
nonfunctional is however, application-specific. It can be, for 
example, the instant when a certain fraction of sensors die, 
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loss of coverage occurs (i.e., a certain portion of the desired 
area can no longer be monitored by any sensor), loss of 
connectivity occurs (i.e., sensors can no longer communicate 
with APs), or the detection probability drops below a certain 
threshold [7]. 

For a highly sensitive or a critical application, the network 
is considered as nonfunctional soon after any one node 
depletes its energy. For a less sensitive application, the 
network is considered as functional till major set of nodes or 
all the nodes depletes their battery energy.  

Since channel states are independent of residual energies 
(the sensor with the better channel may have less residual 
energy), a lifetime-maximizing protocol needs to strike a 
balance between these two often conflicting objectives. 

4. Proposed Method 
In this section we propose a technique, in which the 

lifetime is improved when it is compared to a normal flat 
routing protocol namely DSDV. In the proposed technique, 
as soon as the nodes are deployed; the base station will 
initially gather the geographical position of every individual 
node. Based on the closeness factor, the nodes which are 
deployed are grouped in to two separate disjoint sets. The 
first set of nodes will be active initially during which the 
second set of nodes will be in the energy saving mode or in 
sleep mode. The reason for separating the nodes in to two 
disjoint sets is, when the nodes are randomly deployed, they 
can be anywhere in the chosen geographical area. When two 
or more nodes are lying nearby (very close to each other), 
they sense almost same information. In such cases the 
information will be redundant. To exploit this for energy 
benefit, we will find out the closeness factor between the 
nodes (calculate the distance between the nodes). Based on 
this closeness factor, divide the deployed nodes into disjoint 
sets. If this closeness factor is less than the threshold value, 
separate such nodes and maintain them in a different set. 

The selection of threshold value for the closeness factor is 
application specific and should be carefully chosen. For a 
highly sensitive application, for example, seismic 
environment, closeness factor threshold chosen must be low. 
But in some applications like temperature monitoring, the 
closeness factor threshold may be high. In other words, these 
nodes are more tolerant to the farthest node reporting. The 
closeness factor will be varying from application to 
application. In the simulation done, we have chosen the 
closeness factor threshold as 10 m. For a higher sensitive 
application the threshold chosen will be less than 10m.   

When the nodes of first set (List A) are active, the base 
station will monitor all the events of the sensors. The rate of 
data sensing of the nodes and data transmission are 
monitored by the Base station to track the energy level of 
active set of nodes. The instant at which the second set of 
nodes (List B) are to be activated is determined by the Base 
Station and in turn generates an appropriate control signal to 

“Turn on” the nodes of List B. 

4.1. Algorithm of Proposed Method 

The algorithm for grouping the deployed nodes (LTN) in 
to set of two disjoint sets (List A and List B) based on the 
closeness factor ᶿ is given below. 

1. Deploy the ‘n’ nodes in the specified geographic area 
(List of total nodes LTN), the nodes are deployed in 
random fashion. 

2. Each node is represented by its X and Y coordinate e.g. 
ith node is represented as Ni(Xi, Yi) and all the nodes 
are initially active. 

3. Get the geographical position of each individual node in 
to the Base Station and copy the list of the total nodes 
LTN in to List A. 

4. For i= 1 to n-1 
           For j= 2 to n 
                   If i≠j then 
                  D ij = sqrt((Xi-Xj)2 +(Yi-Yj)2)  

                      If   D ij < theta  then List B = {Nj} 
                      /* Copy the node Nj (Xj,Yj) in to 

List B.*/ 
                      End if 
                   End if 
           End for 
      End for 
  
5. All the nodes of list B are set to power saving mode or 

turned off, keeping the nodes of list A in the active 
state. 

5. Experimental Set up and Results 
The performance of the above proposed model is 

evaluated by using ns-2 simulator. The performance result of 
the proposed mechanism is compared with the normal flat 
routing protocol. In the simulation, node deployment area 
was considered as an area of 100 m X 100 m. Initial energy 
of every node is assumed as 10 Joules. The closeness factor 
threshold theta is assumed as 10 m. The simulation 
parameters assumed are given in the Table 1. 

Table 1.  Simulation parameters 

Variables Values 

RX Power 0.00175W 

TX Power 0.00175W 

Initial energy of every node 10 J 

Sleep Power 0.0005W 

Transition Power 0.002W 

To analyze the performance of the proposed method, we 
have considered two issues namely Coverage and Network 
lifetime. 
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Figure 1.  Plot showing the position of all the nodes deployed for scenario 
1  

 

Figure 2.  Plot showing the position of List A the nodes deployed for 
Scenario 1 

 

Figure 3.  Plot showing the position of List B nodes deployed for Scenario 
1 

Initially, all 100 nodes were set in normal mode ‘on’, and 
performance is evaluated. Even though, it is felt that, the 
proposed method is going to utilize the resources efficiently, 
if the set of some nodes did not cover the entire network area 
then it is of no use if the resources are saved. So, the area 
coverage by the nodes of the normal flat routing protocol is 
compared with the proposed method. Figure 1 shows the 
deployment of nodes in list LTN. The deployment of the 

node is in random fashion. After applying the proposed 
method the LTN is grouped in to two sets. Distribution of the 
List A nodes in the simulation area is shown in Figure 2. 
Similarly List B nodes distribution is shown in Figure 3. 

One of the parameter chosen to find out the effectiveness 
of the proposed mechanism is the coverage of the area by the 
nodes deployed. The coverage of the area by the nodes in 
normal flat routing protocol is considered as 100%. In the 
proposed mechanism, the total deployed nodes are grouped 
in to two separate lists. The coverage of the area by the 
distribution pattern of the nodes of List A and List B are 
determined and normalized to the area coverage of normal 
flat routing protocol.  

In Figure 4, the network area coverage for 100 nodes for 
five different scenarios is shown. From figure 4, it is 
observed that, area coverage using normal flat routing 
protocol is 100%, for the List A nodes, coverage area is 93%. 
From the List B nodes 91% coverage is seen. Simulation is 
done for five different scenarios and results are included in 
figure 4. On an average of 94% coverage can be seen with 
the proposed method. By this a conclusion can be made, even 
though a set of nodes are turned off, the coverage is almost 
equal to the normal flat routing protocol. Table 2 and Table 3 
shows the number of nodes which are in List A and List B. 
Similarly Figure 5 shows the area coverage by total 150 
nodes for five different scenarios. 

Table 2.  Number of Nodes which fall in to List A & B out of 100 

Nodes list *Sc 1 Sc 2 Sc 3 Sc 4 Sc 5 

LTN 100 100 100 100 100 

LIST A 60 56 54 60 54 

LIST B 40 44 46 40 46 

*Sc 1 : Scenario 1 

Table 3.  Number of nodes which fall into List A & B out of 150 

Nodes list Sc1 Sc2 Sc3 Sc 4 Sc5 
LTN 150 150 150 150 150 

LIST A 106 100 103 102 103 
LIST B 44 50 47 48 49 

Another parameter chosen to prove the effectiveness of 
the proposed mechanism is the network life time. The 
network life time was measured and is compared with the 
normal flat routing protocol. In this experiment, we have 
considered network lifetime as time span from the start till 
any node losses its battery power completely. In Figure 6, the 
network lifetime using flat routing protocol and the proposed 
mechanism for five different scenarios is shown. For the first 
scenario, the network life time for normal flat routing 
protocol is 11.716s, i.e. the time at which the first node died. 
In the proposed method, when the List A nodes were ‘on’, 
the lifetime was measured as 10.94 s, i.e, when the first node 
died and the instant at which the second set of nodes(List B) 
were turned ‘on’. The lifetime of the List B nodes was 
measured as 11.637s after the first node of List A died. 
Together if it is considered, the total life time in proposed 
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method is 22.557s for the first scenario. For the proposed 
mechanism, the average network lifetime for five different 

scenarios is 21s. In the Figure 7, results are shown for 150 
nodes. 

 

Figure 4.  Coverage of simulation area for 100 nodes 

 

Figure 5.  Coverage of simulation area for 150 nodes 

 

Figure 6.  Lifetime for 100 nodes 
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Figure 7.  Lifetime for 150 nodes 

The network lifetime measured was almost doubled in the 
proposed method. 

6. Conclusions 
As the energy is the major resource constraint in WSN, 

energy efficient routing protocols are to be designed. The 
aim of designing routing protocols is to be saving the energy 
and improving the network lifetime. In this proposed 
technique a method to improve the network lifetime is 
discussed. Among the deployed nodes, the nodes will be 
divided in to two different sets based on the closeness factor. 
The first set nodes will be turned on initially, and when the 
energy of the any one node in the first set is nearing to zero, 
we turn on the second set of nodes, which were earlier in the 
sleeping mode. The proposed method is compared with 
existing method; the network lifetime is increased nearing to 
100%. With the proposed method, the coverage is also 
maintained to the average to 94%. As a future work, the same 
technique can be extended to hierarchical routing protocols 
also. 
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