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ABSTRACT: in today’s world, browsing for exact information has become very tedious job as the number of 
electronic documents on the Internet has grown big and large. It is necessary to classify the documents into categories 
so that retrieval of documents becomes easy and more efficient. We try to overcome this difficulty by efficiently 
organizing, the documents into set of related topics or categories, which enable the user query process, to be precise 
and optimized. Main goal of this paper is to classify documents into a certain number of predefined categories. We 
have used k-means clustering algorithm, tf-idf feature extraction for indexing and SVM classifier. 
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I.INTRODUCTION 
 

Basically document classification can be defined as content based assignment of one or more predefined categories or 
topics to documents i.e., collection of words determine the best fit category for this collection of words. The goal of all 
document classifiers is to assign documents into one or more content categories such as technology, entertainment, sports, 
politics, etc., Classification of any type of text document is possible, including traditional documents such as memos and 
reports as well as e-mails, web pages, etc. Text Classification is also called Text Categorization or Document 
Classification. Document classifications are of two approaches manual classification and automatic classification. 
   Text classification effort involuntarily to decide whether a document or part of a document has exacting distinctiveness 
typically predestined on whether the document enclose a convinced type of topic or not. Uniquely, the topic of 
fascination is not defined absolutely or more accurately by the users and as a substitute they are arranged with a set of 
documents that comprise the enthrallment of both (positive and negative training set). The decision-making procedure 
despotically hauls out the features of text documents and helps to discriminate positive from negatives. It also 
administers those appearances inevitably to sample documents with the help of text classification systems. The k-nearest 
neighbor rule is a simple and effective classifier for document classification. In this technique, a document is fashionable 
into an exacting category if the category has utmost diversity pertaining to the k nearest neighbors of the documents in 
the training set. The k nearest neighbors of a test document is ordered based on their content similarity with the 
documents in the training set. 
Automatic text classification has several useful applications such as classifying text documents in electronic format; 
spam filtering; improving search results of search engines; opinion detection and opinion mining from online reviews of 
products, movies or political situations and text sentiment mining. Blogging has become a popular means of 
communication over the Internet. New abbreviations, slang terms etc are added on a daily basis on blogs, which are in 
turn quickly accepted by the blog users. In order to implement text classification applications like opinion mining or 
sentiment classification, it is required to keep track of such newly emerging terms (not found in standard language 
dictionaries). The nature of blog entries is such that additional content is added on a daily basis. Moreover, text posts on 
a blog do not strictly adhere to the blog topic. This introduces the need to develop incremental and multi-topic text 
classification techniques. There is also the need to develop automated, sophisticated text classification and 
summarization tools for many regional languages as several blogs and newspaper sites in these languages have become 
popular. 
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II. RELATED WORK 
 

Xiaoyan Cai et .al [1] have discussed reinforcement after relevance propagation (RARP) i.e. manifold ranking 
based relevance propagation with mutual reinforcement between sentences and clusters. They ranked a sentence higher if 
it is contained in the theme cluster which is more relevant to the given query while a theme cluster ranked higher if it 
contains many sentences which are more relevant to the given query. Different from the traditional query-focused 
summarization approaches, which were either the simple extensions of generic summarizers and did not uniformly fuse 
the information in the query and the documents, or based on semi-supervised learning methods and/or supervised 
learning methods. 

Kogilavani et al. [6] have considered the feature profile for sentences. Feature profile is generated by considering 
word weight, sentence position, sentence length, and sentence centrality, proper noun in the sentence and numerical data 
in sentence. 

Zha [9] proposed a mutual reinforcement principle that was capable of extracting significant sentences and key 
phrases at the same time. In his work, a weighted bipartite document graph was constructed by linking together the 
sentences in a document and the terms appearing in those sentences. The mutual reinforcement was reduced to a solution 
for the singular vectors of the transition matrix of the bipartite graph. The relevance of each text unit to the given query 
was calculated by the cosine similarity and characterized by the corresponding text vertex in a three-layer text graph. 

Basu et.al [10] assigned a document to a predefined class for a large value of k when the margin of majority voting 
is one or when a tie occurs. The majority voting method discriminates the criterion to prune the actual search space of the 
test document. This rule has enhanced the confidence of the voting process and it makes no prior assumption about the 
number of nearest neighbors. 

 
III. PROPOSED SYSTEM 

 
Figure1 shows the block diagram of our proposed system. It includes training and testing phase. In training phase, few 
text files are considered and include pre-processing, feature extraction, indexing and SVM classifier. In testing phase text 
classification is made to the user given text file as the input. 

Input Data: Text files are taken as the input to our proposed system. 
Pre-Processing: The system takes all types of text documents i.e. .txt, .pdf, .rtf, .doc, .html etc. and query as input. 

Firstly it converts all documents in .txt files. Then it tokenizes the text documents in order to find the individual terms. 
Then filtering of the text is done by removing the stop words and remaining words are stemmed using Porter Stemmer 
algorithm. The term weight is calculated as follows, Term Weight = tf * idf where, tf – term frequency idf - inverse 
document frequency, after this the documents are grouped according to entered query. After grouping the documents, the 
next job is of scoring of sentences based on feature profile. 

Tokenization: Tokenization [2] is the method of splitting a stream of text input into meaningful elements. These 
meaningful elements are called tokens like symbols, phrases, words so on. The extracted group of tokens acts as an input 
for further processes like parsing and text mining. Usually, the tokenization process occurs at the word level. Yet to 
define what is meant by a "word" is sometimes difficult to deal with, often tokenizes relies on some simple heuristics. 
This can be made clear with some examples such as:  
• All adjacent strings of alphabetic characters are always a part of one token. The same is the case numbers.  
• Tokens may be separated by whitespace characters. These may include punctuation characters, a line break or space.  
• The resulting list of tokens may or may not include Punctuation and whitespace. 

Stopwords [5]: The next process in this step is to reduce the size of the list created by the parsing process, 
generally using methods of stop words removal and stemming. Stop words are removed from each of the document by 
comparing the one with the stop word list. This process reduces the number of words in the document significantly since 
these stop words are insignificant for search keywords. Stop words can be pre-specified list of words or they can depend 
on the context of the corpus. 
 Stemming: The next process in phase one after stop word removal is stemming[4]. Stemming is a process of 
linguistic  
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Figure 1: Shows the Block Diagram of proposed system. 

 
Normalization in which the variant forms of a word is reduced to a common form. 

 
a) Grouping the data into Layers: 

Here we are using K-means algorithm to partition group of data into 3 layers or clusters. Initially Partitioning 
methods[8]  work by dividing a group of n elements into 3 clusters such that 3 is less than or equal to n and each cluster 
contains at least one element. Partitioning methods conduct one level partitioning on data sets. It iteratively improves the 
clusters by relocating objects from one group to a more relevant one. It continues this process until the clusters stabilize 
and no more migration of data from one cluster to another takes place.  Partitioning method used is k-means  

 
  K-Means Algorithm  
In this algorithm the data is divided into a pre-specified k clusters. The result obtained is such that there is at least one 
item in each cluster all of which does not overlap and are non-hierarchical. The algorithm works as follows:  
 

1. First divide the given data set into k partitions assigning each partition roughly the same number of elements. 
2. Next, find the mean of the elements of each partition. 
3. Check whether each element in each partition is closer distance wise to the mean of the current cluster or to 

the mean of another cluster. In an event where the element is closer to the mean of another cluster, relocate the 
element to that cluster. Perform this check for every element in each partition. 

4. Repeat process 3 until a set of stable clusters has been obtained and further relocation of elements is not 
possible. This method, however, is sensitive to outliers as it takes into consideration, the mean of each cluster. 

 
b)  Creating Indexing Using Feature extraction 

  A feature selection[7] method only selects a subset of meaningful or useful dimensions specific to applications from 
the original set of dimensions. The text mining domain, attribute feature selection methods include Document 
Frequency (DF), Term Frequency (TF), Inverse Document Frequency (IDF) etc. These methods fort requisites based on 
numerical procedures computed for each document in the text corpus. The presence of terms in documents needs to be 
recorded in the index, a term can also be assigned a weight that expresses its importance for a particular document. A 
commonly used term weighting method is tf-idf, which assigns a high weight to a term, if it occurs frequently in the 
document but rarely in the whole document collection. Contrarily, a term that occurs in nearly all documents has hardly 
any discriminative power and is given a low weight, which is usually true for stopwords like determiners, but also for 
collection-specific terms; thinks of apparatus, method or claim in a corpus of patent documents. For calculating the tf-
idf weight of a term in a particular document, it is necessary to know two things: how often does it occur in the 
document (term frequency = tf), and in how many documents of the collection does it appear (document frequency = 
df) and the total number of documents = N. Take the inverse of the document frequency (= idf) and you have both 
components to calculate the weight by multiplying tf by idf. 

݂݅݀ = ݃݋݈
ܰ
݂݀ 

After performing the feature extraction process, the extracted features are used to classify the input text data.  
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After feature selection, the text document is represented as a document vector, and an appropriate machine learning 
algorithm is used to train the text classifier. The trained classifier is tested using a test set of text documents. If the 
classification accuracy of the trained classifier is found to be acceptable for the test set, then this model is used to 
classify new instances of text documents. 
 

c) SVM  Classifier 
Support Vector Machine is an advanced supervised modeling technique for classifying both linear and nonlinear 
data[3]. SVM has become a more recent default approach to classification problems since it is well suited to very high-
dimensional spaces and extremely big datasets. In machine learning, support vector machines are supervised learning 
models with associated learning algorithms. They perform actions such as analyze data and recognize patterns. They 
are used for regression analysis and classification. The simple SVM takes a set of input data. Then for each given input, 
it predicts, which of two possible classes forms the output which makes it a non-probabilistic binary linear classifier.   
First the support vector machine is trained using the training value sets prepared according to our relevant domain and 
their texts. After training, the trained machine is used to classify or predict a new input text data. 
 
In testing phase, when a User inputs the query text to search three main steps are performed. Firstly data pre- 
processing is performed which involves tokenizing and stemming of the input text. Secondly, Feature extraction is 
performed. Thirdly, after extracting the features classification is done. SVM classifier can be chosen to identify the 
relevant domain names for the query is shown. 
 

IV. RESULTS AND DISCUSSION 
 

a) Data reduction: is the process of minimizing the amount of data. In our proposed system we are using k-
means Clustering technique to reduce the amount of data for classification purpose. Data reduction can 
increase storage efficiency and reduce costs. Figure 2 shows the comparison graph for reduction rate vs. 
training load. 

b) Execution time is the time during which a program is running. How fast the task is completed by our proposed 
system i.e., time taken for classification of text file. Figure 3 shows the graph of execution time taken for our 
proposed system to existing system. 

 

 
Figure 2: Graph for Reduction Rate 
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Figure 3: Graph for Execution Time. 

 
V. CONCLUSION 

 
An Automated text classification system is attractive because it frees organizations from the need of manually 
organizing documents that can be too expensive, which otherwise may not be feasible with the given time constraints of 
the application when more number of documents are involved. In this paper we have proposed a text classification 
system using support vector machine, k-means cluster and tf-idf feature. Our results gave good execution time when 
compared to existing methods and also less data reduction rate. 
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