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Preface
Technology development on the microscale and nanoscale has 
transitioned from laboratory curiosity to the realization of 
products in the health, automotive, aerospace, communication 
fields, and numerous other arenas. As technology developers, 
the editors saw a need to bring together a multidisciplinary 
team to develop a handbook for product development man-
agers, technology researchers, and systems engineers. This 
handbook is a first step in exploring the application of systems 
engineering to small-scale systems. The editors understand 
that MNT has multiple meanings. Here we use it to repre-
sent micro- and nanoscale technologies and not the often-
used molecular nanotechnology. Also, it is intentional that we 
have not spent a great deal of time discussing microcircuits 
but rather have concentrated our efforts on MNTs as a less 
mature and advanced field.

Developing systems engineering methodologies that inte-
grate stand-alone, small-scale technologies and interface 
them with macrotechnologies to build useful systems is criti-
cal to realizing the potential of micro- and nanoscale devices. 
A barrier to the infusion of the micro- and nanotechnologies 
into systems is a lack of insight into how to apply systems 
engineering principles and management processes to the 
integration of small-scale technologies. The result of this 
first-step book is the provision of practical guidance for sys-
tems engineers in the development of micro- and nanotech-
nologies. For nonconventional micro- and nanoscale systems, 
the systems engineer must also be knowledgeable about 
the roles of nonconventional disciplines, such as quantum 
mechanics, quantum chemistry, solid-state physics, materi-
als science, and chemistry, in the development of small-scale 
systems. The results are also targeted toward small-scale 
technology developers who need to take into account sys-
tems engineering processes, such as requirements definition, 
product verification and validation, interface management, 
and risk management, in the concept phase of technology 
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x Preface

development to maximize the likelihood of successful, cost-
effective micro- and nanotechnology to increase the capabil-
ity of emerging deployed systems and long-term growth and 
profits. Contributors in this introductory first step include 
nanotechnologists, physicists, systems engineers, material 
scientists, chemists, electrical engineers, and futurists.
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P A R T  1

Systems Engineering 
Methodologies

A System Is …
Simply stated, a system is an integrated composite of people, prod-
ucts, and processes that provide a capability to satisfy a stated need 
or objective.

Part 1 introduces the basic concepts of systems engineering 
in the context of enabling micro- and nanotechnology devel-
opments for systems. The systems engineering process is 
reviewed focusing on life-cycle stages and functions (Chart 
I.1) that are applicable to advanced technology developments. 
This part includes a comprehensive discussion on the special 
considerations that must be taken into account when incorpo-
rating new technologies (Chart I.2) and explores other system 
engineering methodologies that are applicable to developing 
and integrating micro- and nanotechnologies. Several systems 
engineering methodologies are reviewed, including traditional 
waterfall methodology and agile methods. Configuration man-
agement and risk management (Chart I.3) are discussed.

Chapter 1:  Systems Engineering for Micro- and Nanoscale 
Technologies, Janet L. Barth and M. Ann 
Garrison Darrin

Chapter 2:  Introduction to Systems Engineering, Elinor 
Fong

Chapter 3:  Systems Engineering in Technology 
Development Phases, D.Y. Kusnierkiewicz

Chapter 4:  Agile Systems Engineering, 
Timothy G. McGee and Bethany M. McGee



2 Systems Engineering Methodologies

CHART I.1
Life-Cycle Functions

Life-cycle functions are the characteristic actions associated with the 
system life cycle. They are development, production and construction, 
deployment (fielding), operation, support, disposal, training, and 
verification. These activities cover the cradle-to-grave life-cycle process and 
are associated with major functional groups that provide essential support 
to the life-cycle process. These key life-cycle functions are commonly 
referred to as the eight primary functions of systems engineering. The 
customers of the systems engineer perform the life-cycle functions. The 
system user’s needs are emphasized because their needs generate 
the requirement for the system, but it must be remembered that all of the 
life-cycle functional areas generate requirements for the systems 
engineering process once the user has established the basic need.

Concept

Systems engineering process
(system architecture developed)

Advanced concept technology
demonstration

Decision
review

MilestoneRequirements document

Concept and Technology Development

Continued concept exploration
activities activities as appropriate

System architecture
developed

Component technology
demonstrated

Chart I.2 Advanced Technology Development
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3Systems Engineering Methodologies

CHART I.3
System Level Risk Assessment

Low Risk Moderate Risk High Risk

Consequences Insignificant 
cost, schedule, 
or technical 
impact

Affects program 
objectives, cost, 
or schedule; 
however, cost, 
schedule, and 
performance 
are achievable

Significant 
impact, 
requiring 
reserve or 
alternate 
courses of action 
to recover

Probability of 
Occurrence

Little or no 
estimated 
likelihood

Probability 
sufficiently 
high to be of 
concern to 
management

High likelihood 
of occurrence

Extent of 
Demonstration

Full-scale, 
integrated 
technology has 
been 
demonstrated 
previously

Has been 
demonstrated, 
but design 
changes, tests 
in relevant 
environments 
required

Significant design 
changes 
required in order 
to achieve 
required/desired 
results

Existence of 
Capability

Capability exists 
in known 
products; 
requires 
integration into 
new system

Capability 
exists, but not 
at performance 
levels required 
for new system

Capability does 
not currently 
exist
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1
Systems Engineering 

for Micro- and 
Nanoscale Technologies

Janet L. Barth
M. Ann Garrison Darrin

When mini meets macro.



6 Systems Engineering for Microscale and Nanoscale Technologies

Introduction

Applying systems engineering principles to the realm of micro- 
and nanoscale technology (MNT) development has been recog-
nized as key to solving the challenge of increasing the success 
of the transition of MNT from the laboratory to operational 
systems. In 2008 Yves LaCerte of Rockwell Collins, Cedar 
Rapids, Iowa, addressed the International Council on Systems 
Engineering (INCOSE) regarding systems engineering for 
complex systems. In his presentation, he highlighted the key 
role that systems engineering will play in developing micro- 
and nanosystems by stating the following:

Systems engineering will become a key enabler for the successful 
commercialization of multi-functional, micro and nano technolo-
gies. Systems engineering delivers methodologies, processes, and 
tools to enable the efficient integration and exploitation of these 
disruptive technologies.

K. Eric Drexler responding to Richard E. Smalley in a now 
famous debate in Chemical and Engineering News1 wrote:

To visualize how a nanofactory system works, it helps to consider 
a conventional factory system. The technical questions you raise 
reach beyond chemistry to systems engineering. Problems of con-
trol, transport, error rates, and component failure have answers 
involving computers, conveyors, noise margins, and failure-tolerant 
redundancy. (p. 4)

Contents

Introduction ........................................................................................... 6
What are Microtechnology and Nanotechnology? ................................. 7
Characteristics of Systems Enabled by Microtechnology and 

Nanotechnology .............................................................................. 9
Need for Systems Engineering Formalism ......................................... 11
Toward Common Terminologies and Taxonomy ................................ 13
Overview and List of Contributors ...................................................... 15
Summary ............................................................................................. 19
References ............................................................................................. 20

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
46

 1
2 

M
ay

 2
01

6 



7Systems Engineering for Micro- and Nanoscale Technologies

In this Systems Engineering for Microscale and Nanoscale 
Technologies handbook, we provide guidance for applying sys-
tem engineering methodologies to the development of micro- 
and nanotechnology-based devices and systems.* We meet 
this objective by providing a solid technical foundation for 
the systems engineer engaged in the development of MNTs 
and their integration into macrosystems. In their lead role of 
managing the technical specialists on their teams, this book 
provides systems engineers with an understanding of tools 
and methodologies used by disciplines involved in the devel-
opment of micro- and nanotechnologies, including quantum 
mechanics, quantum chemistry, solid-state physics, materials 
science, and chemistry. This book is also a resource for micro- 
and nanoscale technology researchers and development teams 
who apply systems engineering processes, such as require-
ments development, key decision points, product verification 
and validation, interface management, and risk management. 
Finally, the book serves as a guide to technical and business 
program managers for developing and implementing robust 
micro- and nanoscale technology programs to increase the 
likelihood that new technologies will bridge the gap between 
the laboratory and applications.

What are Microtechnology 
and Nanotechnology?

Microtechnology is defined as systems with physical feature 
sizes near one micrometer (10–6 meter). In the late 1960s, 
researchers demonstrated that mechanical devices can be min-
iaturized and batch-fabricated, promising the same benefits to 
the mechanical domain as integrated circuit technology has 
given to the electronic world. The birth of microtechnologies, 
also known as Micro Electro Mechanical Systems (MEMS), 
began in 1969 with a resonant gate-field effect transistor 

* In the context of this book, micro is used in reference to Micro Electro Mechanical 
Systems (MEMS) technologies. We have not attempted to address the vast field of 
microelectronics technologies.
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8 Systems Engineering for Microscale and Nanoscale Technologies

designed by Westinghouse. During the following decade, man-
ufacturers began using bulk etched silicon wafer technology to 
produce pressure sensors, and technology breakthroughs con-
tinued into the early 1980s, creating surface-micromachined 
polysilicon actuators that were used in disc drive heads. By the 
late 1980s, the potential of MEMS devices was embraced, and 
widespread design and implementation emerged throughout 
the microelectronics and biomedical industries. In 25 years, 
MEMS had moved from the technical curiosity realm to the 
world of commercial potential.2 Today, automobile air bags, 
ink-jet printers, blood pressure monitors, projection display 
systems, and space systems (see Figure  1.1) employ MEMS 
devices as key components, demonstrating their wide range of 
utility. It is conceivable that these devices will be as pervasive 
as microelectronics in the not too distant future.

Nanotechnology is the manipulation and control of mat-
ter at the scale of the nanometer, or one-billionth (10–9) of a 
meter, roughly the diameter of a small molecule. Unlike its 
predecessor microtechnology that deals with the relatively 
gargantuan scale of amoebas, nanotechnology is engineering 

100 µm EHT = 5.00 kV
WD = 10 mm

Signal A = SE2
Photo No. = 1520

Date: 15 Jun 2004
Time :16:39:13

Figure 1.1 Micro Electro Mechanical Systems (MEMS) microshutters 
on the National Aeronautics and Space Administration’s (NASA) James 
Webb Space Telescope Near-Infrared Spectrograph (NIRSpec) instrument. 
(Courtesy of NASA.)
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9Systems Engineering for Micro- and Nanoscale Technologies

at the atomic and molecular levels. Nanotechnology demands 
more than just taking well-understood microtechnology engi-
neering techniques down another step in size. It abruptly and 
vastly expands the limits of what is possible. Working with the 
basic material building blocks of nature, atoms and molecules, 
nanotechnology allows for an unprecedented level of engineer-
ing precision and control of matter. The nanometer scale (or 
nanoscale) is where the effects of “regular” Newtonian phys-
ics that governs everyday human experience and the “weird” 
quantum physics that governs the atomic and subatomic worlds 
begin to overlap. Working at the nanoscale permits engineers 
to take advantage of the benefits of both realms simultane-
ously.3 The evolution of the critical dimension of technologies 
into the nanometer scale, together with the exploitation of 
completely new physical phenomena at the atomic and molec-
ular levels, gives new momentum, creating opportunities for 
new solutions to current engineering problems in bioengineer-
ing, the environment, and human–machine interfaces.

Commercial nanotechnology is not as mature as micro-
technology. Roco4 describes four generations of nanotechnol-
ogy products as demonstrated in Figure 1.2 and discussed in 
further detail in Chapters 7 and 15. From this list, one can see 
that the potential exists for the rapid emergence of nanotech-
nology products that will be enabling for intelligent integrated 
systems. Chad Mirkin, Director of the International Institute 
for Nanotechnology, observed that the field had transitioned in 
the last decade from “a lot of hype” to producing “real substan-
tive science and engineering accomplishments.”5

Characteristics of Systems Enabled by 
Microtechnology and Nanotechnology

Future product generations will be integrated systems enabled 
by micro- and nanoscale technologies. They will be systems 
of increasing complexity that use the convergence of a whole 
range of technologies for the improvement of the characteris-
tics of the overall system. Features of future systems are
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10 Systems Engineering for Microscale and Nanoscale Technologies

• Increasingly complex, involving quantum mechanics, 
quantum chemistry, solid-state physics, materials sci-
ence, and chemistry principles, especially when consid-
ering micro- and nanoscaling

• Highly integrated systems of increasing complexity 
that use a range of technologies for the improvement of 
the overall system

• Networked, energy autonomous, miniaturized, and 
reliable for space, defense, medical, civil, and commer-
cial applications

• Operating within larger systems in which they are 
embedded

• Interfacing with each other, with the larger system, 
the environment, and humans

• Easy to use 
• Integrate mechanical, optical, and biological functions6

First Generation-Passive nanostructures
• Achieved circa 2001
• Example: bulk structures

• Achieved circa 2005
• Example: targeted drugs

Second Generation-Active nanostructures

• Was expected circa 2010
• Example: bioassemblies

�ird Generation-Systems of nanosystems

• Forecasted circa 2015
• Example: molecular devices by design

Fourth Generation-Molecular nanosystems

Figure 1.2 The evolution of the field of nanosciences through four 
generations.
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11Systems Engineering for Micro- and Nanoscale Technologies

It is useful to consider Ottino’s criteria7 to identify com-
plex systems to understand how to approach the application 
of systems engineering principles to developing micro- and 
nanoscale technologies and systems with embedded micro- and 
nanotechnology:

 1. What they do—they display emergence
 2. How they may or may not be analyzed—classical sys-

tems engineering approaches of decomposing/analyz-
ing subparts do not necessarily yield clues of their 
behavior as a whole

Micro- and nanoscale technologies (MNTs) are complex sys-
tems. In addition, adapting these technologies to the human 
and environmental landscape requires that they be embedded 
within larger systems. This further increases system complexity, 
because the scale order between the macro and nano realm is 
very high (over 109). Integrating systems across macroscale to 
nanoscale regimes poses integration issues related to physical 
properties (e.g., physical, electronic, chemical) that do not scale 
as they would between differently sized macroscale objects. For 
example, van der Waals, surface tension, and frictional forces 
increase, and there are changes in fluid flow properties and 
melting point. These issues will be discussed throughout the 
book using examples, such as self-healing paint, nano-piezo-
generators, polymer fullerene solar cells, MEMS accelerometer, 
and lab on a chip. The realization of systems based on micro- 
and nanoscale technologies is dependent on understanding their 
complexity, reproducibility, and interfacing with the systems 
within which they operate. These challenges were well sum-
marized by Allhoff, Lin, and Moore: “It is sometimes very easy 
to get caught up in what is scientifically possible and ignore the 
engineering problems that come with it.”8

Need for Systems Engineering Formalism

The traditional textbook approach for systems engineering is a 
top-down hierarchical approach of reductionism and discovery 
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12 Systems Engineering for Microscale and Nanoscale Technologies

that is used to understand the system. In his appendix to the 
Rogers Commission Report on the Space Shuttle Challenger 
Accident, Richard Feynman pointed out that the National 
Aeronautics and Space Administration’s (NASA) overreliance 
on the top-down systems engineering approach to design the 
Space Shuttle’s main engine resulted in the inability of NASA 
to assess accurately the reliability of the engine. He also writes 
that another disadvantage of the top-down method is that if 
an understanding of a fault is obtained, a simple fix may be 
impossible to implement without a redesign of the entire sys-
tem. Fortunately, systems engineering is agile enough to adapt 
to the bottoms-up or “coming into the middle” approach. Such 
is the case for space systems, where an instrument is designed 
first, and the spacecraft and mission are designed around it, 
or when a spacecraft is specified, and the other parts of the 
system have to modify their approach.9

In the case of nanotechnology, when development is often 
guided by bottom-up self-organization of molecules and super 
molecules, the less traditional bottom-up approach is more 
useful in synthesizing nanoscale technologies to determine 
technical feasibility and to drive out system enabling capabil-
ity. In the realm of chemical engineering and nanotechnology, 
this bottom-up approach is often described as design syn-
thesis. On the other hand, too much bottom-up engineering 
can lead to missed requirements and integration problems as 
noted by Graham Stoney.10 Requirements flow down the sys-
tem hierarchy, and the balancing force is feasibility that flows 
back up to ensure that higher-level design decisions do not 
result in downstream requirements that are excessively dif-
ficult or impossible to meet. He states that “good engineering 
has a balance between top-down and bottom-up design, but 
there should generally be a bias towards top-down because the 
ultimate goal is to meet the system requirements which flow 
in at the top level” (p. 1).

To be fully successful, development efforts for MNT-based 
systems must be system-centric, particularly in the concept 
development and feasibility phases where critical decisions 
must be made about interfaces in the multiscale system. In 
considering system integration on multiple scales, the systems 
engineer must address issues such as correlation between 
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13Systems Engineering for Micro- and Nanoscale Technologies

different scales, coupling between time and space dependen-
cies, and identification of dominate mechanisms. This book 
explores the formalism of the “science of systems engineer-
ing” to gain insight on how to integrate discrete micro- and 
nanoscale components that exhibit scale-specific physical 
characteristics, the macrosystems with which they interface, 
and the overall system application or product.

Toward Common Terminologies and Taxonomy

Terms and definitions in the macro-micro-nano multiscale 
arena have been applied without strict definition or discipline. 
For example, the term element without any modifier, such as 
data, system, mission, machine, software, or support, has 
many meanings. Here are sample definitions of element in the 
context of systems engineering:11

 1. A complete, integrated set of subsystems capable of 
accomplishing an operational role or function, such as 
navigation

 2. A basic component of a system, typically controlled by 
a unique specification, such as a single line replaceable 
unit (LRU) or configuration item (CI)

 3. A product, subsystem, assembly, component, subcom-
ponent, or subassembly, or part of a physical or system 
architecture, specification tree, or system breakdown 
structure, including the system itself

Because so much of chemistry uses the term element, there 
can be confusion at the nanoscale. Element is commonly used 
in the microscale realm to indicate a structure such as a nand 
gate. At the micro- and nanoscale, a single entity may be 
referred to as an element, device, or structure.

Additional terms and definitions that are used through-
out the book are described here:

Array: A large collection of nano- or microscale devices func-
tioning together to achieve a common purpose [Note 
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14 Systems Engineering for Microscale and Nanoscale Technologies

that array is also a term used for system of systems, 
but this use of the term is not typical in the MNT 
realm.]

Device or component: As in nanodevices or microdevices 
used to indicate several structures either integrated or 
interfaced

Structure: In nanostructures or microstructures used to 
indicate an entity

System: A complex collection of interactive units and sub-
systems within a single product, jointly performing 
a wide range of independent functions to meet a spe-
cific operational mission or need. A system consists of 
many subsystems (and assemblies), each performing 
its own function and serving the system’s major mis-
sion. Systems are capable of performing a complex mis-
sion, and their use involves considerable man–machine 
interaction.12 In the MNT context, a system is defined 
as two or more components interacting together to 
achieve a common objective.

Subsystem: A building block of systems that may include 
device integrations/interfaces of nano/micro and 
macrodevices

Other frequently used terms related to systems hierarchy 
are13

Activity: A set of actions that consume time and resources 
and whose performance is necessary to achieve or con-
tribute to the realization of one or more outcomes

Enabling system: A system that complements a system of 
interest during its life-cycle stages but does not nec-
essarily contribute directly to its function during 
operation

Process: A set of interrelated or interacting activities that 
transform inputs into outputs

Project: An endeavor with start and finish dates undertaken 
to create a product or service in accordance with speci-
fied resources and requirements

Stage: A period within the life cycle of a system that relates to 
the state of the system description or the system itself
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15Systems Engineering for Micro- and Nanoscale Technologies

Overview and List of Contributors

The book is organized into four parts to guide the reader from 
an overview of standard systems engineering approaches to 
understanding the requirements for systems engineering 
methodologies that will need to be developed and applied for 
future generations of MNTs. The following provides a guide to 
the organization and introduces the authors who contributed 
chapters for the book.

• Part 1: Systems Engineering Methodologies: Concepts 
in the context of enabling micro- and nanoscale tech-
nology developments for systems.

• Part 2: Technology Development Process: Development 
on the micro- and nanoscale, including analyses that 
are important for the systems engineering process.

• Part 3: Systems Engineering Process Elements: Key 
technology development activities that support and 
run parallel to systems engineering verification and 
validation and risk management activities

• Part 4: Systems Engineering Applications—Toward 
the Future: Issues integral to the conduct of systems 
engineering efforts for future generations of micro- and 
nanoscale technologies

Part 1 introduces the reader to the realm of micro- and 
nanotechnology and will describe examples and appli-
cations from the space, military, and medical domains 
that will serve as a common thread throughout the 
book. The basic concepts of systems engineering will 
be reviewed in the context of enabling micro- and 
nanoscale technologies. This part contains three chap-
ters in addition to this introductory chapter. Elinor 
Fong, Lead Systems Engineer at the Johns Hopkins 
Applied Physics Laboratory, introduces systems engi-
neering principles used in the design and development 
of complex projects and systems. She discusses the 
dependence of the systems engineering approach to the 
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16 Systems Engineering for Microscale and Nanoscale Technologies

system under development. David Y. Kusnierkiewicz, 
Chief Engineer of the Johns Hopkins University 
Applied Physics Laboratory Space Department, focuses 
on systems engineering processes as they relate to 
maturing new technologies. He contrasts technology 
development driven from the bottom-up versus top-
down. Timothy G. McGee and Bethany M. McGee, 
both of the Johns Hopkins University Applied Physics 
Laboratory, discuss agile systems engineering con-
cepts and their applicability to micro- and nanoscale 
systems.

Part 2 describes the process of technology development 
on the micro- and nanoscale and introduces concepts 
and analyses that are important to consider during the 
development of micro- and nanoscale systems. Stergios 
J. Papadakis, researcher at the Johns Hopkins Applied 
Physics Laboratory, gives an overview of the changes in 
fundamental operating characteristics which will occur 
as current generations of macroscale devices evolve 
to microscale and then nanoscale, or as entirely new 
device concepts are devised based on novel nanoscale 
materials. Technology development processes for 
MEMS and nanotechnologies are reviewed with 
the objective of providing the systems engineer with 
insight that can be used in the requirements analysis 
and concepts and system design phases of programs. 
Robert Osiander, researcher at the Johns Hopkins 
Applied Physics Laboratory, provides an overview of 
MEMS from design through applications. Examples 
and lessons learned are given to aid in the analysis 
of the design for critical interfaces between micro 
and macro functionality, define the requirements for 
design (macro and micro) and validation, and establish 
a management process. The objective is to assist the 
systems engineer with the technical and management 
process when designing an instrument using MEMS. 
Jennifer L. Sample, researcher at the Johns Hopkins 
Applied Physics Laboratory, discusses systems derived 
from nanotechnology in which diverse nanostructures 
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17Systems Engineering for Micro- and Nanoscale Technologies

work together to perform a specific function, as well 
as the application of systems engineering to ultimately 
integrate nanoscale devices with associated required 
architectures into systems and associated services. 
Jeffery P. Maranchi, researcher at the Johns Hopkins 
Applied Physics Laboratory, provides a detailed exami-
nation of emerging top-down assembly technologies 
that have significant promise to tackle the challenges 
for nanoscale electronic and opto-electronic systems. 
A second focus of this chapter is the top-down assem-
bly of nanoscale composite materials that are not elec-
tronic or opto-electronic in nature, but rather fulfill 
other functionalities in larger engineered systems (e.g., 
structural, thermal, or optical functionalities). The 
chapter will conclude with a brief examination of the 
top-down assembly processes and potential scalabil-
ity associated with Nano Electro Mechanical Systems 
(NEMS). Jason Benkoski, researcher at the Johns 
Hopkins Applied Physics Laboratory, reviews the prin-
ciples that form the basis for the field of nanoscale self-
assembly and the various types of forces involved and 
the conditions under which they are most important. 
He defines self-assembly versus directed assembly in 
practical terms from the perspective of carrying out 
bottom-up assembly, and in scientific terms to describe 
the underlying causes for the observed behavior. The 
chapter concludes with a description of various efforts 
in nanotechnology that rely on bottom-up assembly as 
a manufacturing technique.

Part 3 describes tools and techniques that are unique 
to complex technology development and run parallel 
to systems verification and validation and risk man-
agement. Their value in providing critical data for key 
decision points in micro- and nanoscale technology 
development programs is discussed. Morgan Trexler 
and John Thomas, researchers at the Johns Hopkins 
Applied Physics Laboratory, review modeling and sim-
ulation in the micro and nano world. They discuss the 
advances in computational theory for the nanoscale, 
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18 Systems Engineering for Microscale and Nanoscale Technologies

as well as remaining challenges and prospects for 
the future. Jennifer Breidenich, formerly of the Johns 
Hopkins University Applied Physics Laboratory, 
reviews the interface control mechanisms that need 
to be integrated into MNT systems to allow the user 
to obtain feedback from the system. She describes 
the core function of interface controls within systems 
engineering, which are used to establish infrastruc-
ture that allows for monitoring and evaluation of the 
health of a given system, including establishing a work 
breakdown structure, determining the configuration of 
the system, auditing progress, employing trade stud-
ies, and measuring performance through metrics. O. 
Manual Uy, a senior researcher at the Johns Hopkins 
Applied Physics Laboratory, discusses system reliabil-
ity including quantification of reliability for simple and 
complex systems, influences on system reliability, and 
how to analyze the influences. He also discusses sta-
tistical concepts and quantitative predictive analysis 
as they relate to complex systems. William Paulsen, 
a senior engineer at the Johns Hopkins University 
Applied Physics Laboratory, discusses test and evalu-
ation principles for complex systems using experiences 
from the realm of very-large-scale integration (VLSI) 
devices to new developments in micro- and nanoscale 
technologies. Janet L. Barth, Chief of NASA Goddard 
Space Flight Center’s Electrical Engineering Division, 
describes processes for managing technology devel-
opment programs focusing on special considerations 
for micro- and nanoscale technologies. She discusses 
issues integral to the conduct of a systems engineer-
ing program from planning to consideration of broader 
management issues. Product improvement strategies, 
organizing and integrating system development, and 
management considerations are covered. Team cul-
ture, technology readiness assessment, staff devel-
opment, inputs to systems engineering for program 
life cycle, and quality assurance and reliability are 
addressed from the micro- and nanoscale technology 
viewpoint.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
46

 1
2 

M
ay

 2
01

6 



19Systems Engineering for Micro- and Nanoscale Technologies

The first three parts of this book reflect progress on develop-
ing the first two generations of nanotechnology and introduce 
the next generations. In Part 4, the exploration continues into 
third- and fourth-generation developments. M. Ann Garrison 
Darrin, Managing Executive of the Johns Hopkins Applied 
Physics Laboratory’s Space Department and Janet L. Barth, 
Chief of NASA Goddard Space Flight Center’s Electrical 
Engineering Division  delves into the nature of multiscale sys-
tems and introduces emerging trends in system engineering 
that can be applied to the challenges of developing micro- and 
nanoscale technologies. Issues in scalability that inhibit the 
success of multiscale systems are reviewed. Brian Jamieson, 
President of Scientific and Biomedical Microsystems, and 
Jennette Mateo, Virginia Commonwealth University, discuss 
the current state of nano- and microscale systems in the bio-
mechanical, biomedical realm. The appropriateness of this dis-
cussion is noted by the first demonstrations of third-generation 
nanosystems seen in bioassay and lab-on-a-chip technology. 
I.K. Ashok Sivakumar, a researcher at the Johns Hopkins 
University Applied Physics Laboratory, continues the discus-
sion relating self-assembly to the biological evolutionary sys-
tems. Pushing into the uncharted fourth generation, Bradley 
Layton, the University of Montana College of Technology, 
Department of Applied Computing and Electronics, covers 
theory of the design and construction of complex nanosystems 
and introduces concepts in mechanoevolution.

Summary

This book is an introduction to a field that has yet to mature. Not 
being micro- or nanoscientists or systems engineers, the editors 
recognized the need for a handbook that brings together the 
thoughts and experiences of the multiple disciplines required 
for micro- and nanoscale technology developments. This book 
includes contributions from systems engineers, physicists, 
material scientists, electrical and mechanical engineers, and 
technologists. It is neither a “deep dive” into systems engineer-
ing nor an in-depth study of micro- and nanotechnologies, but 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
46

 1
2 

M
ay

 2
01

6 



20 Systems Engineering for Microscale and Nanoscale Technologies

is rather an introduction for an emerging field. The purpose 
is to introduce the nano- and microengineers and scientists to 
basic systems engineering precepts and systems engineers to 
the world of the small. And finally, this book serves as a guide 
to technical and business program managers for developing 
and implementing robust micro- and nanoscale technology 
programs.
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2
Introduction to 

Systems Engineering
Elinor Fong

“What you mean the specs
are being changed again?!?”
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Introduction

It is difficult to pinpoint when the discipline of systems engi-
neering began. Different sources cite different dates and 
attribute the term to different persons or organizations. The 
discipline and the term began gaining broader acceptance 
sometime in the late 1940s or early 1950s. However, the prin-
ciples of systems engineering were being practiced long before 
the discipline was formalized. In fact, it has been said that 
systems engineering is just doing what good engineers do. Of 
course, that does not help those who are trying to learn how 
to become good engineers. Before trying to discuss the prin-
ciples and processes of systems engineering, a definition of 
both a system and systems engineering should be established. 
In our context, a system is defined as two or more components 
interacting together to achieve a common objective. Finding a 
concise definition for systems engineering that captures the 
breadth of systems engineering is not easy. Combining several 
accepted definitions, including those in Chapter 1, systems 
engineering is basically an interdisciplinary approach to real-
ize a system, which meets the customer’s needs and considers 
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25Introduction to Systems Engineering

operations, performance, manufacturing, test, cost and sched-
ule, support and maintenance, and disposal throughout 
design and development. Despite the many definitions of sys-
tems engineering, there are some fundamental properties that 
are common. These are

• Develop requirements based on customer or user needs. 
It may be the case that the customer or user may not 
fully understand what is needed or know what is 
achievable. Part of systems engineering is to work with 
the customer to gain this understanding and translate 
it into system requirements. It is important to focus on 
what is needed before determining how to realize it. 
Determine the what before the how.

• Consider the life-cycle of the system throughout the 
design and development. Considerations such as how 
will the system be tested, how will it be used, what will 
be its environment, how will it be maintained, how will 
improvements be made, and how will it be phased out 
and disposed, should be thought of throughout the sys-
tems development process.

• Establish a disciplined approach to system devel-
opment. This disciplined approach should contain 
reviews that relate back to the requirements, configu-
ration management, risk management, and a means 
to iterate between the phases or activities within the 
approach. It should also include planning for the entire 
system development from the start. Initially, the plans 
may be a bit vague for the latter stages of the develop-
ment, but thought needs to be given to all the stages, 
and the plans will become more detailed and finalized 
as the development progresses.

Life-Cycle Models and System 
Engineering Methodologies

Consideration of the life-cycle is fundamental. For those 
who are new to systems engineering, likely the concept of 
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26 Systems Engineering for Microscale and Nanoscale Technologies

life-cycle is also new. A life-cycle of a system can be defined 
as the stages of a system’s existence from concept to disposal. 
The International Council of System Engineering (INCOSE)1 

states that the purpose of defining the system life-cycle is

[T]o establish a framework for meeting the stakeholders’ needs in 
an orderly and efficient manner. This is usually done by defining 
life cycle stages, and using decision gates to determine readiness to 
move from one stage to the next. Skipping phases and eliminating 
“time consuming decision gates can greatly increase the risks (cost 
and schedule), and may adversely affect the technical development.

INCOSE1 succinctly describes the six life-cycle stages defined 
by the International Standard for Systems and Software 
Engineering—System Life Cycle Processes, ISO/IEC 15288. 
Table 2.1 from the INCOSE System Engineering Handbook1 
lists the six stages and their purpose along with the decision 
options.

TABLE 2.1
Description of Life-Cycle Stages

Life-Cycle Stages Purpose Decision Gates

Concept Identify stakeholders’ 
needs; explore concepts; 
propose viable solutions

Decision Options
– Execute next stage
– Continue this stage
– Go to a preceding stage
– Hold project activity
– Terminate project

Development Refine system 
requirements; create 
solution description; 
build system; verify and 
validate system

Production Produce systems; inspect 
and test (verify)

Utilization Operate system to satisfy 
users’ needs

Support Provide sustained system 
capability

Retirement Store, archive, or dispose of 
the system

Note: See the International Council on Systems Engineering (INCOSE), 
Systems Engineering Handbook, A Guide for System Life Cycle 
Processes and Activities, INCOSE-TP-2003-002-03.1, August 2007.
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27Introduction to Systems Engineering

Some of these stages may overlap or be done in parallel. 
The system’s exact life-cycle stages will vary based upon its 
application. For instance, if the technologies being employed 
in the system are well understood and have been used in 
other systems, the concept stage may be very short or non-
existent. However, if the technology is immature, such as a 
new nanotechnology, the concept stage may be lengthy, and 
the latter stages, such as support and retirement, may be ill-
defined until much later in the process. In addition to identi-
fying the life-cycle stages, decision gates need to be defined. 
At each decision gate, the decision options are the same, as 
listed in the Table 2.1. Figure 2.1 from the INCOSE System 
Engineering Handbook1 compares the life-cycle stages of the 
ISO/IEC 15288 to other life-cycle formulations. There are sim-
ilarities across the formulations, and the specific stages can 
be mapped to one another. Also included are typical decision 
gates, as identified by INCOSE.1 The life-cycle most relevant 
to micro- and nanoscale technology (MNT) is the Typical High-
Tech Commercial Manufacturer, but it still needs some modifi-
cation. Figure 2.2 presents a suggested life-cycle and decision 
gates for a system based upon micro- and nanotechnologies. 

ISO/IEC 15288

Concept stage
Development

stage

Concept and technology
development

Preproject Preconceptual
planning

New initiative
approval

Concept
approval

Development
approval

Production
approval

Operational
approval

Deactivation
approval

Conceptual
design

Preliminary
design

Final
design Construction Acceptance Operations

Systems Acquisition Sustainment
System

development &
demonstration

Production &
development

Operations and support
(including disposal)

Production
stage

Implementation Period Operations PeriodStudy Period

Project Planning Period Project Execution Mission

Product
requirements

phase

Product
definition

phase

Engr
model
phase

Internal
test

phase

External
test

phase

Full-size
production

phase

Deactivation
phase

Product
development

phase

Utilization stage

Support stage

Retirement
stage

DOD 5000.2

Typical High-Tech Commercial Manufacturer

DOE

Decision
Gates

Presystems acquisition

Manufacturing,
sales, and

support phase

Figure 2.1 Life-cycle examples.
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28 Systems Engineering for Microscale and Nanoscale Technologies

Note that stages within the system formulation may seem 
reversed. Ideally, user requirements definition (or establish-
ment of the need) is first, followed by concept development, and 
then technology development. However, in the case of MNT, 
the technology is discovered and then concepts are developed 
to apply the technology to a customer or user need. This life-
cycle formulation will serve as a guide to provide context for 
the systems engineering overview.

Based on the fundamental properties listed above, a sys-
tem engineering process or methodology can be defined. There 
are several basic system engineering methodologies, such as 
the waterfall, the vee, the spiral, and the defense acquisition 
models. Each of these provides a general framework, but the 
methodology for any individual development needs to be tai-
lored to the specific application. The waterfall methodology is 
well suited for introducing the principles of systems engineer-
ing. The other methodologies can be viewed as extensions or 
modifications to the waterfall methodology and will be intro-
duced later in the chapter. Simplistically, the waterfall meth-
odology can be broken into five activities:

• Requirements and conceptual design
• Design
• Implementation and integration
• Test and evaluation
• Deployment

Figure 2.3 shows how the systems engineering waterfall 
methodology aligns with the MNT system life-cycle. The tra-
ditional waterfall methodology does not have the iterations 
between phases or the feedback path. This could be viewed as 

System Formulation System Execution Operations

Micro- and Nanotechnology System Life-Cycle

Decision

Technology
development

Concept
development

System 
development

Development
approval

Production
approval

Operational
approval

Deactivation
approval

Test &
verification Deployment Operations &

support
Deactivation

phase

User
requirements

definition

Gates New initiative
approval

Concept
approval

Figure 2.2 Micro- and nanotechnology life-cycle.
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29Introduction to Systems Engineering

the “happy” path. However, over the years, the waterfall meth-
odology has incorporated these to more appropriately reflect 
actual system development processes—the less “happy” but 
more realistic path. Also, note that the iterations are depicted 
to occur between adjacent activities. However, situations may 
occur that will necessitate going back more than one activ-
ity. For instance, an issue may arise in test and evaluation, 
which requires changes in the design or, perhaps, changes to 
the requirements. The further back one must go to resolve an 
issue, the larger the impact to cost and schedule. The same 
could basically be said for the iterations between adjacent 
activities. Generally, it is better to have the iterations occur 
earlier in the systems engineering process, for instance, iter-
ating between the requirements and design rather than iter-
ating later in the process, such as between implementation 
and test and evaluation. The system life-cycle and the sys-
tems engineering process have much in common and are even 
sometimes used interchangeably. However, the system engi-
neering process and its activities support the different stages 
of the system life-cycle. As mentioned earlier, it is important 
to identify decision gates during the system life-cycle. The sys-
tems engineering methodology supports these decision gates 

Micro- and Nanotechnology System Life-Cycle

Decision
Gates

System
Reviews

Generic Systems Engineering Waterfall Methodology

New initiative
approval

Concept
approval

Requirements &
conceptual design

Concept
review

Systems
reqs

review

Preliminary
design
review

Critical
design
review

System
test

review

System
readiness

review

Design

Feedback

Implementation &
integration

Test and
evaluation

Development
approval

Production
approval

Operational
approval

Deactivation
approval

Technology
development

Concept
development

User
requirements

definition

Systems
development

Operations &
support

Deactivation
phase

Test &
verification

Deployment

Deployment

System Formulation System Execution Operations

Figure 2.3 System life-cycle and systems engineering process relationship.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
52

 1
2 

M
ay

 2
01

6 



30 Systems Engineering for Microscale and Nanoscale Technologies

through its system reviews. Figure 2.3 also shows the rela-
tionship between the decision gates and the system reviews. 
Typically, each of the system reviews has predefined entrance 
and exit criteria. These criteria should take into account the 
subsequent decision gates. The review should not be held prior 
to meeting all of the entrance criteria, and it should not pass 
until all of the exit criteria have been met. In some cases, 
where most criteria have been met but a few issues remain 
unresolved, a delta review may be held so that the entire 
review need not be repeated and closure can be achieved on 
the outstanding issues.

The technology and concept development stages of the 
system life-cycle are sometimes considered to be part of the 
requirements development of the system engineering process. 
However, in many cases, and likely for the applications of MNT, 
it occurs prior to a definition of sponsor or customer need or, 
perhaps, the conception of an actual system. Assuming that it 
does not hinder innovation, transitioning MNT or an emerg-
ing technology into an actual system is always easier if poten-
tial need is identified during the technology development. The 
technology development stage is exploratory and may consist 
of studies, experiments, and early prototyping or breadboard-
ing. There may be competing or similar technologies that are 
attempting to quantify performance or capability of the tech-
nologies, and a “bake-off” or competition may decide which 
technology proceeds. As the technology matures and its perfor-
mance and capabilities are better understood, the application 
of the technology can be explored, and transition to the con-
cept development stage can begin. As noted earlier, although 
the diagram is drawn to show the life-cycle stages occurring 
serially, in reality, they overlap and some may be occurring in 
parallel with others. This is especially true for the technology 
development stage. The technology development and matura-
tion may continue into the system development stage. Chapter 
3 will discuss some commonly used standards for classifying 
the technology readiness or maturity.

The sponsor’s or customer’s need of the system must be 
defined prior to or during the concept development stage. The 
need could be a very broad, qualitative statement of the prob-
lem to be solved or could be very specific and quantitative. For 
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31Introduction to Systems Engineering

example, the customer may ask for the best radar possible 
within certain size, weight, cost, and schedule constraints. Or 
the customer may specifically want radar that can detect and 
track particular threats by a given range and can support 
an existing weapon system with quantified requirements, 
in addition to having size, weight, cost, and schedule con-
straints. Reaching a clear understanding with the customer 
is extremely important. The customer need is what drives the 
subsequent system engineering process and decision gates; 
and if this is misunderstood, the consequences could be very 
costly and time consuming. It is also the job of the system 
engineer to ensure that the customer understands the impli-
cations of any constraints or potential conflicting require-
ments. For example, if the customer has strict size and weight 
constraints, the system engineer needs to make clear the 
impact of these constraints to the performance of the system. 
As depicted in Figure 2.3, the traditional systems engineer-
ing waterfall methodology typically begins during the concept 
development stage of the system life-cycle. Early in the pro-
cess, a system concept review is held to determine the feasi-
bility of the system and the risks and issues of meeting the 
customer’s objective. This review will be part of the concept 
approval decision gate. The decision to proceed essentially 
starts the systems engineering process for the development of 
the system beginning with the requirements and conceptual 
design.

Description of Waterfall Methodology

Requirements and Conceptual Design

The system requirements are developed based upon the defi-
nition of the customer need, along with any standards that 
must be followed or project constraints. Initially, the system 
requirements may be broad and qualitative. Depending upon 
the application, a concept of operations may need to be devel-
oped in order to better define the system requirements.

Trade studies will likely be needed to better quantify the 
system requirements or to determine the feasibility or perfor-
mance of technologies. For requirements where trade studies 
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32 Systems Engineering for Microscale and Nanoscale Technologies

are needed, it is good practice to specify as much as possible 
and use “to be determined” (TBD) as an indication that quanti-
tative results are needed for the requirement to be fully speci-
fied. As mentioned earlier, a principle of systems engineering 
is to consider the system life-cycle throughout development. 
Requirements development is no exception. Certainly, tech-
nical performance requirements must be developed, but any 
operational requirements along with maintenance and sup-
port requirements must also be considered. An assessment of 
technical, schedule, and cost risks should also be performed. 
Risk management will be discussed in more detail later in 
the chapter. It is important to begin the risk management 
(identification and mitigation of risks) early in the systems 
engineering process. During this phase, conceptual designs 
are developed. At a minimum, the system is decomposed 
into its subsystems or components; their interactions, perfor-
mance, and functional allocations must be defined. Part of 
the requirements development is also to determine how the 
requirements will be verified—whether the requirement will 
be verified by inspection, analysis (includes simulation), dem-
onstration, or test. The Department of Defense (DoD)2 defines 
these verification methods as

Inspection: The visual examination of the system, com-
ponent, or subsystem. It is generally used to verify 
physical design features or specific manufacturer 
identification.

Analysis: The use of mathematical modeling and analyti-
cal techniques to predict the compliance of a design 
to its requirements based on calculated data or data 
derived from lower-level component or subsystem test-
ing. It is generally used when a physical prototype or 
product is not available or not cost effective. Analysis 
includes the use of both modeling and simulation.

Demonstration: The use of system, subsystem, or com-
ponent operation to show that a requirement can be 
achieved by the system. It is generally used for a basic 
confirmation of performance capability and is dif-
ferentiated from testing by the lack of detailed data 
gathering.
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33Introduction to Systems Engineering

Test: The use of system, subsystem, or component opera-
tion to obtain detailed data to verify performance or 
to provide sufficient information to verify performance 
through further analysis. Testing is the detailed quan-
tifying method of verification, and it is ultimately 
required in order to verify the system design.

It is important to properly identify the verification method. 
As stressed in the DoD System Engineering Fundamentals 
Guide,2 choice of verification methods must be considered an 
area of potential risk. “Use of inappropriate methods can lead 
to inaccurate verification. Required defining characteristics, 
such as key performance parameters (KPPs) are verified by 
demonstration and test. Where total verification by test is 
not feasible, testing is used to verify key characteristics and 
assumptions used in design analysis or simulation. Validated 
models and simulation tools are included as analytical verifi-
cation methods that complement other methods.”2

It is worth a digression to discuss the difference between 
verification and validation. The terms are used interchange-
ably by many, but in systems engineering there is a difference. 
Verification is the process of showing that the system meets its 
requirements. Verification typically occurs after components, 
subsystems, and the system have been built. It answers the 
question, “Was the system built right?” Validation is the pro-
cess of showing that the system to be built will meet the cus-
tomer’s need and that the built system meets the customer’s 
need. Part of validation is the review and approval of the sys-
tem requirements. Validation also occurs once the system is 
built and installed in its operating environment. Validation 
answers the question, “Was the right system built?”

Once the requirements are established, a systems require-
ments review (SRR) is held. The requirements review should 
evaluate the system requirements and ensure that they are 
complete, unambiguous, not in conflict with one another, fea-
sible, verifiable, and flow from the customer’s need. That being 
said, many system requirements fail to meet one or more of 
these. For instance, it is not uncommon to see a requirement 
that states something shall “optimize” or “minimize.” Although 
such terms may be used in the customer’s need or objective, 
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34 Systems Engineering for Microscale and Nanoscale Technologies

this is not a verifiable requirement, and terms such as these 
should be avoided when writing requirements. To do so, stud-
ies or experiments may be necessary to quantify the require-
ment. Ideally, at the end of the requirements development 
process, the systems requirements and the verification matrix 
will be complete. Also ideally, a conceptual design with func-
tional, performance, physical decompositions, and interface 
definitions will be completed. For most applications, these will 
not be in their final version but will be well enough defined to 
proceed to the design phase. Iterations or modifications to the 
requirements, decompositions, and interface definitions will 
likely occur, but it should be recognized that the impact and 
risk increase if these get modified later in the design phase. 
Figure 2.4 summarizes the activities typically performed dur-
ing the requirements and conceptual design phase along with 
the inputs and outputs.

Design

The next phase of the system engineering process is the 
design phase. The system requirements are flowed down to 
the subsystems and components. The conceptual design is 
further defined and the subsystems further broken down into 
smaller components. During this phase, trade studies that 
are assessing feasibility or evaluating technologies are com-
plete, and their results are used to influence the design and 
update the requirements. Depending upon the maturity of the 

Inputs
Activities

Outputs

• Customer’s needs/
  objective
• System constraints
  e.g., size, weight, power
• Required standards

• Concept of operations definition
• Requirements definition
    requirements analysis
    maintenance/support concept
    technical performance req’s and
        measures
• Trade studies
• Risk assessment
• Develop conceptual design
• Conceptual design review
    system decomposition
    interface definition
• System requirements review

• Concept of operations
• Requirements with
  verification matrix
• Conceptual design
• Preliminary interface
  definitions

Figure 2.4 Requirements and conceptual design phase.
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35Introduction to Systems Engineering

technologies, prototyping of some of the subsystems or compo-
nents may be done to reduce risk or as a proof of concept. Risk 
assessment and mitigation will be discussed in greater detail 
later in this chapter. Evaluation of commercial off-the-shelf 
(COTS) items should also be done. When evaluating COTS 
items, not only should the performance and technical specifi-
cations be considered, but also availability, replacement cycle, 
and impact of technology refresh (improvement) need to be 
considered. As mentioned earlier, life-cycle considerations are 
made throughout the process. The design must not only meet 
its performance requirements, but also meet any maintain-
ability, reliability, and supportability requirements. COTS 
items are no exception and often warrant additional scrutiny. 
If the system under development must have an extended life, 
any COTS items must support the system’s life-cycle. How 
long the COTS item will be available, how often it will need 
to be upgraded, and its expected backward compatibility (the 
ability of the future item to work with the older versions) are 
all issues that need to be assessed. Hardware and software 
requirements are defined in this phase. Depending upon the 
complexity of the system, it may be necessary to have a pre-
liminary design review (PDR) prior to completing the detailed 
hardware and software specifications. The PDR examines the 
design approach for the system and subsystems. The focus is 
on the requirements compliance and ensuring the appropriate 
flow-down of the requirements to the subsystems and hard-
ware and software. Preliminary performance assessments 
are evaluated through analysis or simulation to ensure that 
the design can support the system performance requirements. 
Once the preliminary design has been reviewed, the detailed 
drawings for the hardware, the code specifications for the soft-
ware, and the interface specifications can be completed. A crit-
ical design review (CDR) is held to determine that the system 
can proceed to fabrication. It is very important to ensure that 
all of the lower-level requirements, such as the hardware, soft-
ware, and interface requirements all have traceability to the 
system requirements and that all system requirements flow 
down to the lower-level requirements. This helps to ensure 
that the design of the system is appropriate and not over- or 
underdesigned. The drawbacks for underdesigning a system 
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36 Systems Engineering for Microscale and Nanoscale Technologies

are obvious, but overdesigning a system also can cause issues. 
It can lead to additional costs in many areas throughout the 
system life-cycle, including fabrication, testing, maintenance, 
and support, and it can add additional and unnecessary risk. 
Certainly, growth and margin are appropriate design con-
siderations, but it is good systems engineering practice to 
have them explicitly accounted for in the requirements. The 
results of SRR and, depending upon the complexity and risks 
of the system, the results of the PDR and CDR are used in 
the development approval decision gate. An important activity 
that should be done in parallel with the design development 
is planning for the implementation and integration of the sys-
tem. The planning must ensure that the implementation and 
integration is properly sequenced and sufficient time is allot-
ted for the procurement, fabrication, and component testing. 
Figure 2.5 summarizes the activities for the design phase.

Implementation and Integration

Once the design is complete and reviewed and the planning 
for implementation and integration is complete, then imple-
mentation can begin. Implementation includes fabricating the 
hardware, purchasing the COTS items, and coding the soft-
ware. Testing of individual components is a key activity in 
system development and must be completed before integration 
of the system. Prior to formal component testing, it is usu-
ally beneficial to do some informal integration testing with the 
components or subsystems. Tests to ensure the compatibility 

Inputs
Activities

Outputs

• Same as previous stage
• Outputs of the
  requirements and
  conceptual design

• Develop the preliminary design
• Requirements allocation to
    subsystems
• Prototyping
• Preliminary design review
• COTS evaluation
• Develop the detailed design
    Hardware drawings
    Software specifications
    Interface specifications
• Critical design review
• Plan for implementation and
  integration

• Detailed design
• Hardware and software
    specifications
• Interface control documents
• Implementation and
    integration plans

Figure 2.5 Design phase.
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37Introduction to Systems Engineering

of the hardware and software and initial interface testing, 
which verify the message exchange and timing, are examples 
of tests that can uncover potentially costly issues early in the 
program development. As components or subsystems are com-
pleted and tested, they are delivered along with the compo-
nent test results for system integration. It is good practice to 
have at least one other person not involved in the design and 
implementation of the component participate in the compo-
nent testing and the review of the test results. The test results 
should show that the component meets all of its requirements, 
and if there were any problems or issues, that they have been 
resolved and subsequently tested. As a result of any problem 
resolution, the design may need to be modified or, less likely, 
the requirements may need to be modified. Configuration 
management of the design and requirements, which will be 
discussed in more detail later, must be followed regardless of 
how small or minor the change may be. As components are 
delivered, preliminary integration of these components allows 
another level of testing of interfaces to verify the correct flow 
and use of the data. For complex systems, there will inevita-
bly be some misinterpretation of the interface document that 
seemed unambiguous to developers on both sides of the inter-
face, yet causes problems once integrated. Usually, the confu-
sion is not in the interpretation of the data format, but rather 
in the behavior or functionality between the two interfaces. 
For instance, a common omission in the interface document is 
a description of the behavior when the component or subsys-
tem receives unexpected data.

Planning for the system test and evaluation needs to be 
finalized during this phase. The method for verifying each 
of the system requirements should have been identified prior 
to the review and approval of the requirements. Each of the 
requirements and its verification method is examined, and a 
plan for verification of each of the requirements is determined. 
It is likely that many, if not most, of the requirements will be 
verified by test. Initial planning for the testing may begin as 
the verification methods are being developed, as early as dur-
ing the requirements and concept design phase. Addressing 
any long-lead items, such as field test site arrangements or 
special test equipment procurement, also begins in this phase. 
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38 Systems Engineering for Microscale and Nanoscale Technologies

The detailed planning of the system testing occurs during the 
implementation phase. Test plans, if necessary, are devel-
oped. The test plans should include the objective, state which 
requirements will be tested, and describe each test. Wherever 
possible, multiple requirements should be evaluated with one 
test, otherwise the time and cost for the testing could become 
excessive. Many times the schedule makes the assumption that 
the testing and the results of the testing will be as expected, 
because it is so difficult to plan for the unknown. However, for 
the schedule to be realistic and achievable, it needs to assume 
that all will not go as planned and to allow time to address 
any shortfalls discovered during the testing. The activities for 
the implementation and integration phase are summarized in 
Figure 2.6.

Test and Evaluation

During the test and evaluation of the system, two goals should 
be accomplished. One goal is the testing of all the requirements 
and verifying that they are met. The other goal is the evalu-
ation of the end-to-end performance of the system. The tests 
and the collection of the data and metrics need to support both 
of these goals. Detailed test procedures must be defined prior 
to conducting the test and evaluation. They should include any 
system setup, environment requirements, data collection and 
storage requirements, and details of the test implementation. 
It is valuable to have both system designers and system testers 
involved in defining the test procedures. The system designers 

Inputs
Activities

Outputs

• Same as previous stages
• Outputs of design

• System ready for test
• Component test results
• Interface and subsystem
    test results
• System test plan

• Fabricate components
     build hardware
     purchase COTS
     code software
• Component testing
• Component integration
      subsystems
      system
• Interface and subsystem test
• Test and evaluation planning

Figure 2.6 Implementation and integration phase.
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39Introduction to Systems Engineering

can ensure that the proper system setup is identified and that 
the appropriate functionality and components are stimulated. 
The system testers can ensure that requirement is fully evalu-
ated and the appropriate metrics and data are collected. Once 
defined, the test procedures must be approved and put under 
configuration management. During the execution of the sys-
tem test, problems will be identified and corrective action 
will need to be taken. If any problem discovered prevented 
the verification of a requirement, the test that uncovered the 
problem will need to be repeated after the corrective action is 
performed. Previous tests, which may include component test-
ing, will need to be evaluated to determine if their results may 
have been impacted by the change. Some systems develop a set 
of regression tests that must always be performed after any 
changes have been done to ensure the change did not cause 
another problem. Any corrective action needs to be reflected in 
the design. Ideally, the corrective action should not impact the 
requirements, but it can happen, and if it does, the require-
ments must also be updated. One of the final reviews for a 
system is the system test review (STR). During this review, 
compliance with the test procedures, completeness of the test, 
the test results, and corrective actions are reviewed. A final 
review of the requirements verification matrix is also per-
formed. For some systems, a few of the requirements may not 
be able to be verified until the system is deployed; for instance, 
some specific environmental conditions may not be able to be 
created until the system is installed and deployed. A system 
readiness review is also held prior to deployment (Figure 2.7). 

Inputs
Activities

Outputs

• Same as previous
  stages
• Outputs of test
  and evaluation

• System readiness review
• Install and deliver system
• Conduct any postdeployment
    testing, if necessary
• Conduct training, if necessary
• Execute and monitor operations
• Perform corrective actions, if
    necessary

• System monitoring
    results

Figure 2.7 Deployment phase.
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40 Systems Engineering for Microscale and Nanoscale Technologies

The purpose of this review is to ensure that all open issues 
from previous review have been resolved, and the system risks 
have been mitigated and closed. In addition, review of any 
operations procedures, user manuals, training materials, and 
shipping plans may be included. The results of the STR and 
the system readiness review results are the basis of the opera-
tional approval decision gate. Figure 2.8 contains the test and 
evaluation diagram.

Deployment

Although this is probably the most exciting and rewarding 
phase of the system development, there is not much that can 
be described in a general overview. The activities that occur 
in this phase are very system specific. In general, the system 
is installed, and postdeployment verification is conducted. For 
instance, if a requirement states that the system, installed on 
a ship, must have a certain level performance in bad weather 
with high sea-states, verification of this requirement (by queasy 
testers) may not be possible until after deployment. Required 
training of persons operating the system also occurs. Once the 
system is deployed, its operation is monitored, and its perfor-
mance is assessed. Hopefully, by following the principles of 
system engineering, which include consideration of the system 
life-cycle, minimal or no corrective actions will be necessary 
during this phase. Figure 2.7 summarizes the activities of the 
deployment phase.

• Same as previous 
  stages
• Outputs of
  implementation
  and integration

• Develop test procedures
• Update system requirements
  verification matrix
• Conduct system test
• Analyze and document test results
• System test review
• Perform any corrective action
  Re-test, as needed
• Plan for deployment

• System ready for deployment
• Completed system
    verification matrix
• Test results and corrective
    actions
 • Deployment plans

Inputs
Activities

Outputs

Figure 2.8 Test and evaluation phase.
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41Introduction to Systems Engineering

System Engineering Support Processes

Configuration management and risk management are two 
critical processes that support systems engineering that 
should be considered. They are part of the rigor underlying 
systems engineering and are essential in the development of 
any large, complex system.

Configuration Management

Typically there are several teams when developing a large 
system: hardware design teams for the various subsystems or 
components, software development teams, and test and evalu-
ation teams. Each of these teams works in parallel, making 
decisions and contributing to the evolution design. Trying 
to discern what changes were made, when they were made, 
and their impact rapidly becomes quite untenable. There are 
two components to configuration management. One compo-
nent is the creation and maintenance of a record of changes 
throughout the entire system life-cycle. The other component 
is establishment of a process to control the changes, typically 
referred to as change control. Change control, which gener-
ally includes an approval process, ensures that impact of the 
change is fully evaluated before the change is made. Part of 
the approval process is the demonstration that the techni-
cal, schedule, and cost impacts of the change are understood. 
At the beginning of a system development, a configuration 
management plan should be established. The configuration 
management plan should identify the items, such as require-
ments, design, interfaces, control documents, and products, 
which will be placed under configuration management. It also 
establishes the change process by addressing the following 
questions:

 1. When will the items be controlled? At what point will 
the item be ready to be placed under configuration 
management? It does not make sense to place the item 
under configuration management until it is mature 
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42 Systems Engineering for Microscale and Nanoscale Technologies

enough to establish a baseline that has been reviewed 
and approved.

 2. How will changes be initiated? Is a trouble report writ-
ten? Is a meeting or review convened?

 3. Who will approve changes? This will likely depend upon 
the item being changed and the extent of the change. 
If the change is confined to one component, perhaps 
only the lead engineer of that component and the lead 
system engineer need to approve the change. For some 
systems, an Interface Control Working Group is formed 
to evaluate any changes that interface between subsys-
tems. Usually, the lead system engineer (and program 
manager, if cost or schedule is impacted) must approve 
any change.

 4. How will these changes be documented and tracked? 
It is important that the changes be tracked so that the 
entire team is aware of them. A process for disseminat-
ing the change information and releasing an updated 
revision is established. It is also good practice to track 
the changes in a database containing the item being 
changed, a description of the change and its impacts, the 
approval date, and notation of who approved the change.

 5. Is there a means or a mechanism to revert back to a pre-
vious configuration? This can be particularly useful when 
trying to isolate a problem or evaluating a solution.

Obviously, there is a balance between having the flexibility 
to allow for the evolution of the system and maintaining the 
rigors of configuration management. As the system design 
matures, the impact of a change tends to increase the tech-
nical risk and cost and pushes out the schedule. These must 
be weighed carefully. The configuration management process 
should enable well-informed decisions to be made and help to 
mitigate the impacts.

Risk Management

In developing any new system, there are uncertainties that 
pose risk to performance, cost, or schedule. Throughout 
the life-cycle of the system, risk management consisting of 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
52

 1
2 

M
ay

 2
01

6 



43Introduction to Systems Engineering

identification, tracking, and mitigation of the risks is per-
formed. In general, there are more risks at the beginning of 
system development, but their resolutions have less impact 
on schedule and cost. Further into the system life-cycle, it is 
expected that there are less risks, but their potential impacts 
are greater and more costly to address. Figure  2.9 from 
Systems Engineering, Principles and Practices by Kossiakoff 
and Sweet,3 illustrates this.

The two main components of risk management are risk 
assessment and risk mitigation:

Risk assessment: Periodically, assessments of the risks to the 
system are performed. At the start of a system develop-
ment, there are many uncertainties regarding the tech-
nologies and capabilities, so there will likely be several 
technical risks. As the system development progresses 
and modifications or changes are proposed, risks to cost 
and schedule may increase. For each risk identified, the 

Effort

Risk

Needs
analysis

Concept
exploration

Concept
definition

Advanced
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Engineering
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& evaluation

Production
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Figure 2.9 Variation of program risk and effort throughout system 
development. (Kossiakoff and Sweet, Systems Engineering, Priciples and 
Practice, John Wiley & Sons, New York, 2003. With permission.)
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44 Systems Engineering for Microscale and Nanoscale Technologies

likelihood of occurrence and the impact (technical, sched-
ule, and cost) of the risk should be assessed and then 
categorized by severity. Figure  2.10 is a common risk 
assessment chart used by many DoD programs.

  The chart helps to assess the overall severity of the 
risk. The exact classification of each box will be pro-
gram specific, but the idea is well illustrated by the 
figure. An item would be a very high risk if the likeli-
hood was probable and the impact or consequence was 
significant or catastrophic. An item would be low risk if 
the likelihood was negligible and the impact insignifi-
cant or minor. As the system development progresses, 
it is expected that the risks should move to the left and 
downward. Some programs use arrows to indicate the 
trend of the risk. Items that are in the two darker gray 
regions or have an upward trend should have a risk mit-
igation plan associated with them.

5

4

3

Li
ke

lih
oo

d

2

1

1 2 3
Consequence

Risk Index Risk decision criteria

High Risk Unacceptable, implement new process or change baseline
Aggressively manage; consider alternate process
Monitor

Medium Risk
Low Risk

4 5

Figure 2.10 Risk Assessment Matrix example.
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45Introduction to Systems Engineering

Risk mitigation: For each risk identified, determination 
of how the risk will be mitigated should occur. For low-
risk items, it may be as simple as program manage-
ment oversight. For high- or very-high-risk items, a 
risk mitigation plan is warranted. The plan outlines 
actions to be taken to reduce the likelihood of occur-
rence and also actions that lessen the impact of the risk 
if it occurs. Note that the mitigation need not neces-
sarily address both the likelihood and impact, but the 
expected outcome should be to reduce the overall risk.

Periodic reviews to track the current risks and identify any 
new risks are performed. Evaluation of the risk mitigation for 
each item should also be reviewed. Obviously, if the risk miti-
gation is effective, the risk should be decreasing in likelihood 
and consequence. A successful system development will have 
closed most of its risks and have only a few low risks remain-
ing toward the end of its development.

Other Systems Engineering Methodologies

As mentioned earlier, there are other basic system engineer-
ing methodologies, as illustrated in Figures 2.11 to 2.13.

These methodologies contain many of the same steps or 
phases as the waterfall methodology, and much of the differ-
ence lies within how much iteration within or between steps is 
expected. Among the methodologies the phases are relatively 
similar, but the feedback mechanisms and how the process 
may be iterated are different. More detailed discussions on 
the Vee and Spiral methods4 and on the defense acquisition 
systems engineering methodology2 can be found in the litera-
ture. The methodology that best applies to a given application 
will depend upon many factors, but the Spiral and defense 
acquisition methodologies tend to be better suited for situa-
tions where the system objectives are less well defined, such 
as for proof-of-concept or prototype developments. Although 
all of these models accommodate iterations between activi-
ties, they are basically top-down approaches, meaning that 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
52

 1
2 

M
ay

 2
01

6 



46 Systems Engineering for Microscale and Nanoscale Technologies

the system objective or need is the driver or initial input to 
the process. There are cases in which the top-down approach 
is not best suited for the application. However, it is good 
practice to start with a top-down perspective and then mod-
ify or constrain the process based on the application. For 
instance, due to cost or time constraints, a system may need 
to use existing components and technologies. This may lend 
itself better to a bottoms-up approach, because the system 
capabilities and performance will be driven by these exist-
ing components and technologies. But usually, it is still pos-
sible to define the system objective and requirements while 
constraining it to the existing components and technologies. 
This maintains the rigor of systems engineering by ensuring 
that those portions of the system that can be are driven by 
the top-down approach while accommodating those that are 
driven by a bottoms-up approach. This also encourages the 
developers to evaluate the system as a whole, rather than 
as individual components, from the start. It is important to 
note that all of the systems engineering methodologies have 
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Figure 2.11 The Vee systems engineering methodology.
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47Introduction to Systems Engineering

paths back to previous activities. These iterative paths are 
there to accommodate changes and corrective actions and 
to provide a mechanism to incorporate lessons learned. The 
traditional waterfall process did not have these feedback 
mechanisms, but updated versions have incorporated them. 
The feedback or iterations gives the system engineering pro-
cess the flexibility to evolve and to address issues that arise. 
For some systems, particularly those that are explorative in 
nature, the iterations are expected and, therefore, planned 
for in terms of cost and schedule. For other systems, the iter-
ations may be a result of an unanticipated design change 
or issue and may impact cost and schedule. Managing the 
feedback and iterations using the other elements of sys-
tems engineering principle, such as reviews, configuration 
management, and risk management, will help maintain the 
proper balance.

Verification

Related Terms:
Organizations responsible for primary functions 

Design loop

Process input
• Customer needs/objectives/requirements
     -Missions
     -Measures of effectiveness
     -Environments
     -Constraints
• Technology base
• Output requirements
  from prior development effort
• Program decision requirements
• Requirements applied
  through specification and standards

Process output

• Analyze missions and environments
• Identity functional requirements
• Define/refine performance and
   design constraint requirements

Requirements Analysis

Functional Analysis/Allocation
• Decompose to lower-level functions
• Allocate performance and other limiting requirements
  to all functional levels
• Define/refine functional interface (internal/external)
• Define/refine/integrate functional architecture

Synthesis

System analysis
and control

(balance)

• Trade-off studies
• Effectiveness analyses
• Risk management
• Configuration management
• Interface management
• Data management
• Performance measurement
      -SEMS
      -TFM
      -Technical reviews

• Development level dependent
-Decision database
-System/configuration item
  architecture
-Specifications and baselines

• Transform architectures (functional to physical)
• Define alternative system concepts,
  configuration items, and system elements
• Select preferred product and process solutions
• Define/refine physical interfaces (internal/external)

Primary Functions  =

Systems Elements  = Hardware, software, personnel, facilities, data, material,
services, techniques

Development production/construction, verification,
deployment, operations, support, training, disposal

Customer =

Requirements loop

Figure 2.12 Defense acquisition systems engineering methodology.
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48 Systems Engineering for Microscale and Nanoscale Technologies

Development of Systems Engineers

One final note is an observation about how systems engineers 
are developed. Prior to having a formal discipline called sys-
tems engineering, system engineers studied and were trained 
to be another type of engineer, such as an electrical or mechan-
ical engineer. Typically, they grew their expertise in a some-
what focused technical area and over time became exposed to 
broader areas. For instance, a radar systems engineer may 
have started by being a hardware design engineer and was 
involved with the testing and integration of the hardware 
component of the radar. On a later project, the same engineer 
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Figure 2.13 Spiral systems engineering methodology.
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49Introduction to Systems Engineering

may have become the lead hardware engineer and would have 
been involved in the flow down of the system requirements 
to the hardware design giving the engineer the experience 
with requirements development. The lead hardware engineer 
would also need to interact with the lead software engineer, 
gaining an understanding of the issues and concerns involved 
with software development. In addition, in this role, the lead 
hardware engineer would have been involved in the over-
all system integration and testing. If field testing occurred, 
the lead hardware engineer would have also gained experi-
ence in how the system would be deployed and would have 
interacted with the users. These experiences were instru-
mental in developing the hardware design engineer into a 
radar systems engineer. Some challenges in this approach 
are ensuring the engineer takes the broader perspective and 
also applies the systems engineering rigor. Systems engineer-
ing is now a formal discipline, largely offered as a master’s 
degree but also offered as an undergraduate degree at some 
universities. An early-career systems engineer will undoubt-
edly be familiar with the systems engineering methodologies 
and rigor, but may not be likely to have the in-depth techni-
cal knowledge about the specific system or component. Their 
technical knowledge may be developed through the require-
ments analysis or system verification process. The challenge 
in this approach is gaining the technical knowledge and judg-
ment so that risks can be appropriately identified, trade-offs 
can be made, and the performance can be assessed. The first 
approach can be considered as a bottoms-up approach and the 
second as a top-down approach. In this case, the terms are 
used for the development of a systems engineer rather than 
the system engineering process. This will not be the last time 
the reader will see these well-worn, yet appropriate, terms 
applied. As with the other applications, different strengths 
and weaknesses may result depending upon whether the 
bottoms-up approach or the top-down approach is chosen. For 
example, the systems engineer developed following the bot-
toms-up approach will have the technical knowledge to judge 
risks and system performance but may not develop the system 
as efficiently or well managed, as possible. On the other hand, 
the system engineer developed by the top-down approach may 
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50 Systems Engineering for Microscale and Nanoscale Technologies

be too focused on the process and may not appropriately bal-
ance risk and performance. Regardless of the approach taken, 
these weaknesses can be mitigated by gaining experience and 
adhering to the system engineering principles.
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Introduction

Systems engineering has evolved into a formal discipline with 
the flexibility to adapt to various modes of system development. 
But some specific core functions are always present: define, 
control, validate, and verify requirements; determine system 
architecture; define and control interfaces; and so forth. When 
introducing something truly new into a development effort, 
such as micro- or nanoscale technologies (MNT), the natural 
tendency is to manage the technology and the overall system 
developments in the usual, established way. This may result 
in a “forced fit” at first. As experience accrues, it may become 
evident that a different approach is needed. This chapter will 
look at the potential impacts of using early-generation MNT in 
a system and the application of traditional technology develop-
ment strategies.

Incorporating new technology into a system development 
can be a double-edged sword. New technology can be enabling, 
allowing realization of the system, and often making more effi-
cient use of technical resources (e.g., mass, power) while achiev-
ing higher performance than is possible using an existing, 
mature technology. However, depending on its maturity, incor-
porating new technology may present considerable program-
matic risk. Can the technology be brought to the required level 
of maturity in time for integration into the system or system 
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53Systems Engineering in Technology Development Phases

component? Will it perform to expectations? Delays in technol-
ogy development can be extremely costly. At a minimum, the 
overall system development schedule is adversely affected—
sustaining support of the “marching army” to complete and 
deliver the system increases cost. At the worst extreme, the 
development fails to achieve the desired end result, requiring 
re-design of the system or a part of the system, consuming 
additional technical and programmatic resources, and per-
haps compromises in system performance as well.

Technology incorporation can come from the bottom-up 
(technology push) or the top-down (technology pull). Whatever 
their origins, technologies that are developed with a targeted 
system application have the advantage of established require-
ments, or at least goals, for the new components to guide the 
technology development. Not only can performance specifica-
tions be provided, but also targets for technical resource alloca-
tions and operating environment parameters can all be given 
consideration from the start. For example, President Ronald 
Reagan’s Strategic Defense Initiative for missile defense 
required the development or significant advancement in mul-
tiple new technologies: target identification and tracking in 
multiple phases of intercontinental ballistic missile (ICBM) 
flight, discrimination of target versus decoy, directed energy 
weapons and kinetic kill vehicles, and so forth. Strawman sys-
tem architectures were developed that provided context for 
the development of sensors to perform the target discrimina-
tion and tracking functions.

On the other hand, invention may yield technology that 
presents opportunities for applications not foreseen during 
development. But if a specific end use is not considered dur-
ing the development phase, additional work may be required. 
For instance, the performance of the electronics used in space-
craft does not match state-of-the-art commercial devices. 
Commercially developed devices are not aimed at application in 
the space environment, which can be extremely harsh in many 
respects, such as the radiation or launch environment. Also, 
many commercial devices are meant for application in mass-
produced units that are replaced in the field upon failure and do 
not have the required reliability for a long duration space mis-
sion where repair or replacement (and failure) is not an option.
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54 Systems Engineering for Microscale and Nanoscale Technologies

Assessment of Technology Maturity

The organization that first employs a new technology for a 
given application provides new options for subsequent proj-
ects. But the first project pays a price for the benefits they 
and subsequently others realize. They assume the burden 
of qualifying the technology and must assume and mitigate 
the risk that the technology may fail to achieve its promise. 
The National Aeronautics and Space Administration (NASA) 
and the Department of Defense (DoD), to try and address the 
problem of incorporating new technology into systems, have 
established a common taxonomy for classifying technology 
maturity, or readiness. The Technology Readiness Levels 
(TRLs) are defined in Table 3.1 from least to most mature.

In order to minimize the risk of a project becoming derailed 
by immature technology, new technology is typically expected 
to achieve TRL 6 by the time of the project preliminary design 
review (PDR). Technology development plans are established 
at the outset, and progress against them is assessed through-
out the preliminary phases. Alternate methods may be iden-
tified to mitigate any risks associated with new technology. 
Additional resources required to pursue alternatives are usu-
ally identified, and “trigger dates” are established for deci-
sion points. Preliminary design review is chosen as the gate, 
because the monetary investment in a project is (relatively) 
minimal until then. After PDR, the spending profile increases 
dramatically. If a technology has not matured to the appropri-
ate level by then, the project may be terminated, or alterna-
tive implementations that can be implemented with existing, 
proven technology may be pursued instead.

The synthesis of MNTs and macrosystems presents new 
challenges to this technology maturation model. Among them 
are the “critical scaling” issues referenced in the “Hardware 
Description” entry of TRL 6 of Table 3.1, and potential diffi-
culties in conducting “tests in relevant environments” to vali-
date analytical models and simulation results. (Scaling issues 
are discussed in Chapter 5; modeling and simulation are dis-
cussed in Chapter 10.)
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TABLE 3.1
Technology Readiness Levels (TRLs)

TRL Definition Hardware Description Software Description
Exit Criteria 
(to Next TRL Level)

1 Basic principles 
observed and reported

Scientific knowledge 
generated underpinning 
hardware technology 
concepts/ applications

Scientific knowledge 
generated underpinning 
basic properties of software 
architecture and 
mathematical formulation

Peer reviewed 
publication of 
research underlying 
the proposed concept/ 
application

2 Technology concept or 
application formulated

Invention begins, practical 
application is identified but 
is speculative, no 
experimental proof or 
detailed analysis is available 
to support the conjecture

Practical application is 
identified but is speculative, 
no experimental proof or 
detailed analysis is available 
to support the conjecture; 
basic properties of 
algorithms, representations, 
and concepts defined; basic 
principles coded; experiments 
performed with synthetic 
data

Documented 
description of the 
application/ concept 
that addresses 
feasibility and benefit

3 Analytical and 
experimental critical 
function or 
characteristic proof of 
concept

Analytical studies place the 
technology in an appropriate 
context and laboratory 
demonstrations, modeling, 
and simulation validate 
analytical prediction

Development of limited 
functionality to validate 
critical properties and 
predictions using 
nonintegrated software 
components

Documented 
analytical/
experimental results 
validating predictions 
of key parameters
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TABLE 3.1 (Continued)
Technology Readiness Levels (TRLs)

TRL Definition Hardware Description Software Description
Exit Criteria 
(to Next TRL Level)

4 Component or 
breadboard validation 
in laboratory 
environment

A low fidelity system/
component breadboard is 
built and operated to 
demonstrate basic 
functionality and critical test 
environments, and 
associated performance 
predictions are defined 
relative to the final 
operating environment

Key, functionally critical, 
software components are 
integrated, and functionally 
validated, to establish 
interoperability and begin 
architecture development; 
relevant environments 
defined and performance in 
this environment predicted

Documented test 
performance 
demonstrating 
agreement with 
analytical predictions; 
documented definition 
of relevant 
environment

5 Component or 
breadboard validation 
in relevant 
environment

A medium fidelity system/
component brassboard is 
built and operated to 
demonstrate overall 
performance in a simulated 
operational environment 
with realistic support 
elements that demonstrate 
overall performance in 
critical areas; performance 
predictions are made for 
subsequent development 
phases

End-to-end software elements 
implemented and interfaced 
with existing systems/
simulations conforming to 
target environment; end-to-
end software system, tested 
in relevant environment, 
meeting predicted 
performance; operational 
environment performance 
predicted; prototype 
implementations developed

Documented test 
performance 
demonstrating 
agreement with 
analytical predictions; 
documented definition 
of scaling 
requirements
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6 System/subsystem 
model or prototype 
demonstration in an 
operational 
environment

A high fidelity system/
component prototype that 
adequately addresses all 
critical scaling issues is built 
and operated in a relevant 
environment to demonstrate 
operations under critical 
environmental conditions

Prototype implementations of 
the software demonstrated 
on full-scale realistic 
problems; partially 
integrated with existing 
hardware/software systems; 
limited documentation 
available; engineering 
feasibility fully demonstrated

Documented test 
performance 
demonstrating 
agreement with 
analytical predictions

7 System prototype 
demonstration in an 
operational 
environment

A high fidelity engineering 
unit that adequately 
addresses all critical scaling 
issues is built and operated 
in a relevant environment to 
demonstrate performance in 
the actual operational 
environment and platform 
(ground, airborne, or space)

Prototype software exists 
having all key functionality 
available for demonstration 
and test; well integrated with 
operational hardware/
software systems 
demonstrating operational 
feasibility; most software 
bugs removed; limited 
documentation available

Documented test 
performance 
demonstrating 
agreement with 
analytical predictions
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TABLE 3.1 (Continued)
Technology Readiness Levels (TRLs)

TRL Definition Hardware Description Software Description
Exit Criteria 
(to Next TRL Level)

8 Actual system 
completed and “flight 
qualified” through test 
and demonstration

The final product in its final 
configuration is successfully 
demonstrated through test 
and analysis for its intended 
operational environment and 
platform (ground, airborne, 
or space)

All software has been 
thoroughly debugged and 
fully integrated with all 
operational hardware and 
software systems; all user 
documentation, training 
documentation, and 
maintenance documentation 
completed; all functionality 
successfully demonstrated in 
simulated operational 
scenarios; verification and 
validation (V&V) completed

Documented test 
performance verifying 
analytical predictions

9 Actual system flight 
proven through 
successful mission 
operations

The final product is 
successfully operated in an 
actual mission

All software has been 
thoroughly debugged and 
fully integrated with all 
operational hardware/
software systems; all 
documentation has been 
completed; sustaining 
software engineering support 
is in place; system has been 
successfully operated in the 
operational environment

Documented mission 
operational results

Source: From NASA Procedural Requirements 7120.8, NASA Research and Technology Program and Project Management 
Requirements, Effective Date: February 05, 2008, Appendix J.
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59Systems Engineering in Technology Development Phases

New Technology Risk Mitigation and 
System Development Methodologies

“Successful” system development, viewed from a technical per-
spective, would be concerned with how the completed system 
performs to specification, with the ease expected by its users, 
within the resources allocated. However, the sponsor who funds 
the system development effort will also consider “success” to 
entail on-time delivery, for the agreed-upon cost (or less). Note 
that the “sponsor” may be the system developer’s own organiza-
tion, in the case of an internal development to bring a new system 
to market. Successful program management then must manage 
programmatic risks, as well as risks to technical performance.

The largest risk associated with incorporating new technol-
ogy into a system may be more programmatic than technical. 
The new technology may enable higher system performance. 
In the best case, this higher performance would also con-
sume fewer system resources and take less time and money 
to produce. But, the path to such success may be filled with 
time- and money-consuming false starts and dead ends. How 
does one manage such risks (as opposed to merely monitor-
ing)? Closing the technology readiness gap between low TRLs 
and TRL 6 remains a murky challenge to the underfunded 
technologist, who may not understand all the requirements of 
a potential system application. Understanding these require-
ments is key to ensuring the invention meets the needs of the 
system. The system engineer and project manager, anxious to 
realize the potential system benefits of a new technology, also 
need to manage the development to ensure successful incorpo-
ration into the system, in a timely manner.

One of the basic tenets of system engineering focuses on 
interfaces between system components (see Chapter 11). This 
is where the system engineer “lives.” Interfaces between com-
ponents are established, and then controlled. If each system 
component is regarded as a “black box” with defined perfor-
mance requirements and interfaces, then the contents of the 
black box may change, as long as the performance and inter-
face requirements are met.
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60 Systems Engineering for Microscale and Nanoscale Technologies

Classical system engineering is largely a requirements-
driven activity (see Chapter 2), although this process may also 
work in reverse. This reverse approach, sometimes referred 
to as “capabilities-driven” development, may start with an 
existing component of known performance and interface 
requirements; the system can then be designed around this 
component.

A similar approach may be taken when having to develop 
a system component based on a new technology. If the perfor-
mance and the interfaces to the new technology component 
can be defined, and “frozen” at the appropriate time in the 
development life cycle, the classical waterfall system develop-
ment approach may work with an acceptable level of program-
matic and technical risk. Alternate designs that do not rely on 
the new technology may also need to be identified, depending 
on the level of confidence that the new technology will work 
as advertised. The system engineer and project manager also 
need to determine what events may trigger the abandonment 
of the technology development in favor of implementing an 
alternate approach to avoid protracted schedule delays and 
cost overruns. Another approach, if confidence in the technol-
ogy development is low is as a technology development (or risk 
reduction) phase that precedes the rest of the system devel-
opment. The development and evaluation of prototypes, mod-
els, and simulations are typical risk reduction activities (see 
Chapter 10), whether a project uses a waterfall development, 
or an iterative “agile” approach.

Waterfall System Development

Real-world system development rarely follows faithfully any 
one idealized, textbook methodology. The linear “waterfall” 
system development methodology discussed in Chapter 2 is 
common, although it rarely proceeds in such an orderly, mono-
tonic fashion. However, it suffices for large systems with a 
significant hardware component employing mature technolo-
gies and with well-defined requirements at the outset. It may 
even be employed when the requirements are initially not well 
defined. In such cases, successive iterations through the pro-
cess result in requirements refinement. But this methodology 
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61Systems Engineering in Technology Development Phases

may not be well suited to system development that plans to 
incorporate immature technology, although adjustments to 
the process may be made to address such risks. Figure  3.1 
depicts the desired TRL growth through the early phases of 
a project.

For instance, consider the example of a system for a space 
mission. A common system trade involves mass and power. 
The power available comes from solar arrays. Increased power 
demand by the spacecraft may result in growth to the solar 
arrays that then require more mass. If sufficient mass is not 
available to support solar array growth, the system engineer 
will need to constrain growth in the system power demand. 
One power-saving option the engineer may consider is the use 
of flash memory technology for on-board data storage. The 
advantage of such memory is that it is nonvolatile; the mem-
ory contents are not lost if power is interrupted or removed. 
However, the flash memory is more susceptible to the space 
radiation environment. Therefore, if the project wishes to take 
advantage of newer technology, higher-density devices that 

TRL Growth

TRL: 1

New Technology Identified:
-Benefits:

-Risk:

-Mitigations:

–Higher system performance and/or lower
system recurring cost, lower mass, power,
volume, etc.

-If the new technology fails to meet
 expectations, system design and
 performance may be affected, requiring
 additional system resources.

-Early risk reduction tech development
-$, time

Assess Progress Against Burn-
Down Plan

-Identify low risk alternative(s) (Set-based
 Design)

-Is tech development on track to
achieve TRL 6 by PDR?
-If not, continue on current path
at increased risk, or select
alternate approach

Assess Sucess of Tech
Development
-Has new tech completed
transition to TRL 6?
-Retire risk, or proceed
down alternate path

Prototyping
and analyses

-Quantify impacts on system
performance, resources, $, time

Technology
development risk

reduction

Requirements
development

phase

Design
phase

PDR

3 4 5 6

-Establish tech infusion strategy: fall-back
 or fall-forward?
-Establish risk burn-down plan

-Schedule for development
-Trigger dates for decision-making
 (abandon new tech, implement)
low risk alternative)

Figure 3.1 Traditional technology growth in waterfall life cycle.
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62 Systems Engineering for Microscale and Nanoscale Technologies

have never flown before in space, the technology will need to 
be qualified.

The project then must qualify the devices, demonstrating 
TRL 6 by the time of the project PDR. From Table 3.1, TRL 6 
requires a system/subsystem model or prototype demonstra-
tion in a relevant environment. This would typically require 
that a prototype of the memory circuit board intended for flight 
be built and “demonstrated in a relevant environment.” The 
principal relevant environment is the space radiation environ-
ment, characterized by a variety of different types of radia-
tion: the total dose of ionizing radiation (usually measured in 
kilorads, Silicon), neutrons, protons, and other heavy ions. The 
operating prototype would be subjected to a variety of radiation 
sources on the ground to demonstrate an acceptable incidence 
of induced bit errors and the lack of any destructive latch-up. 
Because the relevant environment also includes the mechani-
cal stresses induced by launch and the thermal environment, 
such qualification may also involve subjecting the prototype 
to “shake-and-bake”—tests on a vibration table, followed by 
thermal cycling in a thermal-vacuum chamber that simulates 
the thermal and/or radiation environment of space where heat 
is transferred by conduction as opposed to convection.

At the successful conclusion of such tests, the technology 
has achieved TRL 6. Note that deficiencies may be exposed 
in such testing, which may require mitigation. Such mitiga-
tions may involve adding additional shielding mass around 
the devices to limit the total ionizing radiation dose during 
the mission, or latch-up protection circuitry to limit the input 
current (preventing device destruction) and to cycle power to 
the device if it does latch up when hit with a heavy particle.

Now, the system engineer will need to plan for the con-
tingency that his first-choice option, the flash memory mass 
storage, may not succeed. He or she may consider alternative 
designs and their impact on spacecraft resources and perfor-
mance. Prudence may dictate that several parallel paths be 
pursued until a decision can (or must) be made.

Testing MNT or macrosystems employing MNT may not be 
as straightforward as with traditional systems. Producing and 
testing a high-fidelity prototype that successfully addresses 
all “critical scaling” issues (Reference Table 3.1, TRL 6) may 
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63Systems Engineering in Technology Development Phases

be difficult or very costly to realize. Modeling and simulation 
may prove a more cost-effective approach. Even though this 
may not completely satisfy the traditional criteria for TRL 6, 
it may provide sufficient confidence to proceed with system 
development at an acceptable level of risk (see Chapter 10).

Agile Development

The discipline of software engineering has given rise to sev-
eral agile development models, such as the Spiral (or Boehm) 
and Scrum models.2 These models address difficulties encoun-
tered using the waterfall approach when undertaking a major 
software development. Even though development using the 
waterfall method is regarded as being more easily managed, 
it is also regarded as being less efficient. Each phase must be 
considered complete (i.e., as bug-free as possible) before mov-
ing to the next phase, so that flaws do not propagate forward.

Agile models progress through multiple iterations of 
requirements development and analysis, design, prototyping, 
test, and evaluation (Figure 3.2). (The team structure has been 
described as cross-functional, closely knit, and self-organizing.2) 
Where agile development models are applied to a “system” 
development (hardware and software, or hardware only), they 
tend to be small systems, developed by small, close-knit teams. 
In these cases, requirements may not be well defined at the 
outset, so prototypes might be constructed and evaluated, lead-
ing to a refinement of requirements, back to a new prototype 
for evaluation, and so forth. The agile development model may 
be appropriate when incorporating immature technology in 
general and MNT in particular into a system, but the actual 
execution may need tailoring. For instance, can the MNT be 
iterated as quickly as the other system elements? If so, then the 
process may execute with little to no modification.

However, the development of new technology is often not 
“rapid.” It is very likely that the system component using the 
new technology will not be available for evaluation until the 
later passes through the spiral. If it is not known until late in 
the development cycle that the new technology does not meet 
all the expectations and requirements, changing to an alter-
nate implementation may be very costly. If the MNT cannot be 
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64 Systems Engineering for Microscale and Nanoscale Technologies

iterated as quickly as the other elements, then the risk with 
this approach increases. If the element with the MNT cannot 
be modeled as a black box, with bounded performance char-
acteristics and well-defined interfaces that can be frozen, then 
proceeding with the rest of the system development may result 
in wasted effort and cost. In this case, a hybrid development 
model may be necessary where the main system development 
using the agile model should be preceded by a technology 
development risk reduction phase using the waterfall model, 
as previously discussed. Regardless, a point (or interval) in 
the development effort where the new technology must be suf-
ficiently mature needs to be identified. Technology maturation 
should be monitored so that alternatives can be exercised in a 
timely manner, if necessary.

Design

Build

Plan

Test

Final
design

Final
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Final
build
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Figure 3.2 Agile (Spiral) development model.
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65Systems Engineering in Technology Development Phases

Evaluating the Risk of Immature Technology

Even though the risks and benefits of reliance on an imma-
ture MNT technology must be evaluated case by case, some 
general guidelines may be beneficial to both the MNT tech-
nologist and the system engineer for deciding when to apply 
the various risk mitigation techniques. These guidelines are 
provided in Table 3.2.

TABLE 3.2
Guidelines for Evaluating Alternate Approaches 
for Incorporating an Immature Micro- and 
Nanoscale Technology (MNT) System Component

Consideration Guideline

 1. What is the preferred 
development 
methodology? 
(Waterfall versus 
Agile)

If agile is preferred, make sure the technology 
development iterations are consistent with 
the system development iterations; 
otherwise, consider a waterfall or hybrid 
model with a dedicated technology 
development phase that precedes the system 
development.

 2. What is the 
Technology Readiness 
Level (TRL) of the 
MNT?

For TRL < 6, develop Technology 
Development Plan. TRL 1 to 3 may 
necessitate a technology development phase 
that precedes the main development effort. 
In some cases, additional mitigations may be 
needed (e.g., identify an alternate design to 
replace the immature MNT, and identify 
impacts on technical and programmatic 
resources).

 3. Can the interfaces 
between the MNT and 
the system 
components be 
defined and “frozen”?

If they can, and if the risk is low of timely 
MNT maturation, then it may be low risk to 
proceed concurrently with system 
development. If not, a precursor risk-
reduction technology development phase 
may be warranted.

 4. Can the performance 
of the MNT 
component be 
bounded?

If not, a precursor technology development 
phase may be warranted.
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66 Systems Engineering for Microscale and Nanoscale Technologies

Case Study: Self-Healing Paint

Consider the application of an existing first-generation 
nanotechnology self-healing paint. The paint contains, in 
effect, nanoscale sealed “cans” of wet paint within the dry 
paint coat applied to a surface. When the surface of the 
paint is scratched, these “cans” of paint rupture, sealing 
over the scratch, and restoring the integrity of the painted 
surface. The paint was invented with the notional appli-
cation to naval ships. The self-healing nature of the paint 
has the potential to reduce the frequency of new paint 
applications, thus lowering maintenance costs and down-
time. A set of firm requirements was not generated for the 
nanotechnologist inventor, but the invention was based 
on existing paint for such an application. Therefore, the 
expectation is that the paint is compatible with existing 
techniques and materials such as primers.

The new properties of this paint may be of interest to 
other applications that were not considered from the out-
set. For instance, might this type of paint also be useful 
in a space application for a thermal-control surface, such 
as a radiator or reflector? Such a coating may be black 
(radiator) or white (reflector). The self-healing nature of 
the paint holds promise that the thermal properties of 
the treated surface do not degrade over time as much as 
existing paints. What properties are important in such an 
environment? The following illustrates the properties that 
would require evaluation before incorporating the paint 
into the baseline system design.

Requirements on Self-Healing 
Paint for Space Application
Two potential applications are as follows:

 1. White paint for parabolic antenna
 2. Black paint for radiator/external electronic box

(Another potential application might be for optics baf-
fles. For an optical baffle, many of the same properties 
below must be met. The resulting painted surface is to be 
“flat” without specular reflections. Self-healing properties 
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67Systems Engineering in Technology Development Phases

would be very useful in that handling damage would be 
self-repairing.)

Assume an eclipsing low earth orbit application, 
100-minute period, 5,256 orbits/year.

Paint must be compatible with surface treatment for 
aluminum (alodine, iridite) or composite (e.g., graphite 
epoxy) structure.

Unless stated otherwise, properties are to be met after 
exposure to the mission environment. Therefore, in order 
to qualify the use of the paint, a test program would be 
conducted to demonstrate compliance with requirements. 
Properties such as emissivity and absorptivity, surface 
resistivity, adhesion, and compatibility with surface 
cleaning agents would be measured prior to environmen-
tal exposure, and remeasured afterward. Environmental 
exposure would consist of thermal cycle tests over the 
operational temperature range and number of cycles, with 
margin added. Typical requirements for this application 
are shown in Table 3.3. The risk reduction needed for this 
application amounts to a qualification of the paint. The 
evaluation program might look like this:

 1. Prepare N samples of alodined aluminum and car-
bon composite.

 2. Apply black and white paint to samples of each 
material.

 3. Test adhesion (e.g., via tape lifts).
 4. Perform vacuum bakeout at 100°C; measure 

total mass loss and collected volatiles.
 5. Measure optical properties (emissivity/absorptivity).
 6. Measure surface resistivity.
 7. Subject samples to ~10,000 temperature cycles 

(demonstrating margin over operational require-
ment) from –100 to 100°C; illuminate samples 
with ultraviolet light during thermal cycling.

 8. Perform ground-based test for atomic oxygen 
reactivity.

 9. Repeat adhesion tests and optical property and 
surface resistivity measurements.
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68 Systems Engineering for Microscale and Nanoscale Technologies

In this particular example, risk to the system develop-
ment is low if the new paint fails to meet requirements. 
Qualified paints for these applications already exist that 
the system engineer can fall back on and employ. The 

TABLE 3.3
Requirements for Self-Healing Paint for Space Application

Parameters/Properties White Paint Black Paint

Temperature range –100 to 100°C –40 to 60°C (for 
radiator 
application; 
optical baffle 
would typically be 
colder)

Number of cycles 5,256/year of mission life 5,256/year of 
mission life

Thermal emissivitya 0.8 to 0.9 >0.9

Thermal absorptivityb Beginning of life: 0.2 or less
End of life: 0.4 or less

>0.9
>0.9

Surface resistivity 
(to minimize 
spacecraft charging)

105 to 107 ohms/square (the 
lower the better)

105 to 107 ohms/
square (the lower 
the better)

Darkening due to 
exposure to 
ultraviolet light

Minimal; thermal properties 
must stay within 
specifications

N/A

Reactivity with 
atomic oxygen

Minimal; thermal 
properties must stay 
within specifications

Minimal; thermal 
properties must 
stay within 
specifications

Outgassing (after 
vacuum bake-out, if 
required to meet 
these specifications)

<1% total mass loss (TML), 
<0.1% collected volatile 
condensed material 
(CVCM)

<1% TML, 
<0.1% CVCM

Adhesion No degradation over 
mission life

No degradation 
over mission life

Painted surface 
cleaning

Compatible with isopropyl 
alcohol (IPA) and 
deionized water

Compatible with 
IPA and deionized 
water

a Thermal emissivity: ratio of energy radiated by a surface to energy radi-
ated by a blackbody at the same temperature.

b Thermal absorptivity: fraction of incident radiation absorbed by a 
material.
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69Systems Engineering in Technology Development Phases

self-healing paint represents a potential performance 
improvement but is not necessarily system enabling. Also, 
this example lends itself well to the traditional technology 
maturation process; later-generation MNT may not be as 
straightforward (consider the MNT that exhibits emer-
gent behavior). There are, however, numerous examples 
of programs that have suffered significant developmental 
delays and cost overruns because of unexpected difficul-
ties in qualifying an immature enabling technology (e.g., 
James Webb Space Telescope3).

Summary

The introduction of new technology into a system development 
presents system engineering challenges and several risks. 
There is the technical risk—will the new technology live up to 
expected performance? Then there is programmatic risk—will 
the new technology meet performance expectations but take 
longer to develop than planned? If so, delivery schedules and 
system cost may be adversely affected. A judgment must be 
made based on the maturity of the new technology and the 
effort required to develop the technology to the appropriate 
level for inclusion in the system.

Technologies at the earliest TRL levels (1 to 3) may war-
rant a focused effort that precedes the main system develop-
ment. More mature technologies (4 to 5) may be developed 
within the main system development effort with acceptable 
risk, with the goal of demonstrating TRL 6 by PDR. However, 
these judgments must be made on a case-by-case basis with 
the approach tailored to the specific system development 
methodology. Other considerations include the likelihood of 
successful technology development and incorporation into the 
system and the consequence of failure. Alternative paths for 
risk mitigation should be considered as well as the associated 
impacts on system performance and resources.

Finally, MNT challenges traditional processes associated 
with technology maturation. A heavier reliance on model-
ing and simulation may be more cost effective at the risk of 
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70 Systems Engineering for Microscale and Nanoscale Technologies

deferring definitive performance verification to the full-up sys-
tem, once realized. Such an approach requires acceptance of 
this risk and places a heavier burden on the early validation 
of models and simulations that replace tests.

Locking down requirements
later in the life cycle
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Introduction

At an abstract level, all product development requires at least 
two steps. The first step is the analysis to define what work 
needs to be done, and the second step is the actual execution of 
the work defined by the analysis step.1 In practice, this process 
becomes much more complicated, especially in common situa-
tions when the work requirements are not clearly understood 
and well defined before the execution begins or when the indi-
viduals performing the work are neither funding, nor acting as 
the end users, of the product. The interplay between the work 
definition and work execution stages and how the various par-
ties involved in these stages interact can have major impact 
on project cost, with the cost of changing the work definition 
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73Agile Systems Engineering

historically increasing as the execution stage progresses. A 
variety of methodologies exist that formalize the processes for 
defining what work is desired by the customer and how this 
work is to be carried out and verified. The previous chapters 
discussed classical methods in which the customer require-
ments are clearly laid out at the beginning of the effort. These 
methods address the cost of change by making a large ini-
tial investment in requirements analysis so that the desired 
work is well enough understood so that it should not change. 
This chapter will briefly review these classical methods and 
then discuss in detail more recent agile methods that manage 
requirements that will change and continuously evolve. These 
agile methods attempt to directly reduce the cost of change 
by implementing more testing and continuous feedback. This 
chapter will also discuss how these agile methodologies are 
applicable to the development of systems based on micro- and 
nanoscale technologies (MNTs).

Review of Classical Techniques and Waterfall

The rise in use of classical project management techniques can 
arguably be traced back to the initial study of “scientific man-
agement” by Frederick Taylor at the turn of the nineteenth 
century.2–4 Taylor turned his attention to studying manage-
ment techniques in order to reduce production inefficiencies, 
specifically in the steel industry in which he worked. In his 
1911 work, The Principles of Scientific Management, he out-
lined what he believed were the three main causes of these 
inefficiencies. First, there existed a misbelief among the work-
ers that an increase in productivity would result in a reduced 
need for workers and a rise in unemployment. Second, Taylor 
observed poor management and work planning systems under 
which it was in the best interests of the workers to work at 
a slow, inefficient pace. He also believed that people have a 
natural tendency to work at a minimum effort. Third, most 
manufacturing knowledge at all levels of detail was nomi-
nally passed along using inefficient “rule-of-thumb” tech-
niques. In order to address these problems, Taylor performed 
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74 Systems Engineering for Microscale and Nanoscale Technologies

experiments to measure and compare the productivity of vari-
ous approaches of performing each step of the production pro-
cess. As a result of his work, Taylor converged on four duties of 
management that can be viewed as the core principles of his 
scientific management system. First, a scientific study should 
be performed to determine the optimal method to perform 
each work task. This optimal approach should become the uni-
form standard that replaces all “rule-of-thumb” approaches. 
Second, management should select and train workers in the 
standardized approaches, replacing the previous system of 
the workers growing and passing knowledge down among 
themselves. Third, management should supervise the work-
ers to ensure that the developed scientific methods are being 
followed. Fourth, there should be an equal division of work 
between the management and the workers under which the 
management frees the workers from the burden of planning. 
Taylor’s principles of scientific management are illustrated in 
Figure 4.1. The end result of Taylor’s principles was to create a 
system in which all planning and work definition was done up 
front by management with little or no feedback from the work-
force. Under this system, “the establishment of many rules, 
laws, and formula replace[d] the judgment of the individual 
workman.”2

Overall, Taylor’s scientific management encouraged a 
hierarchical top-down management approach in order to 
eliminate more inefficient bottom-up approaches that he 
observed. Even though many of the manufacturing processes 
and worker skill sets have changed during the century since 
Taylor outlined his ideas, the core principles of the hierarchical 

Determine optimal methods using scientific methods.

Train workers to use standardized techniques.

Management cooperates with workers to ensure
standards followed.

Divide work between managers who plan and workers
who execute plans.

Figure 4.1 Taylor’s four principles of scientific management.
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75Agile Systems Engineering

top-down management style and rigorous processes of his 
scientific management are still very apparent in many of the 
project management frameworks of today, including the water-
fall method.5 Under the waterfall framework, the execution 
of each project follows a very linear path consisting of sev-
eral distinct phases that are performed serially. As discussed 
in Chapter 2 and illustrated in Figure 4.2, in its most basic 
form, these phases include requirement and conceptual design, 
design, implementation and integration, test and evaluation, 
and deployment. Incidentally, these phases also correspond 
to the elements of most current instantiations of the systems 
engineering process. Even though these phases can potentially 
overlap, feedback in the waterfall process is usually confined 
between sequential steps.

The waterfall approach, along with many traditional man-
agement techniques, has many underlying assumptions that 
seem to coincide with the mechanized, assembly line view of 
Taylor’s day.6 The clearly defined initial, one-time phase of 
requirements and planning assumes that projects are predict-
able and well enough understood at the start to break down 
into clearly defined tasks that can be distributed among the 
workers. While many organizations that utilize waterfall style 
frameworks will involve the more experienced and knowledge-
able workers in the requirements definition phase, most will 

Requirements
and conceptual

design
Design

Implementation
and integration

Test and
evaluation Deployment

Figure 4.2 Classical waterfall.
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76 Systems Engineering for Microscale and Nanoscale Technologies

maintain clearly defined hierarchies. During planning and 
resource allocation within these hierarchies, employees are 
often assumed to be interchangeable with little consideration 
for specific skill sets or past team dynamics. Finally, because 
introducing change to a project once the waterfall has gone 
into motion typically requires revisiting the initial require-
ments phase and disrupting the linear flow of the process, 
change can be difficult and inefficient to implement.

Agile Methods

Frederick Taylor performed his production experiments in 
order to address inefficiencies of the existing management 
techniques as applied to manufacturing during the late 1800s 
and early 1900s. Similar to Taylor’s recognition of flaws in the 
predominant management techniques of his day, there has 
been a growing movement over the last few decades to address 
the inefficiencies of rigid classical management applied to var-
ious industries in the modern era. This movement has coin-
cided with the growth of the knowledge-based sector of the 
economy relative to the manufacturing sector and the large 
increase in the number of highly educated workers as opposed 
to the larger number of manual laborers in the past. The most 
widely visible and organized effort to explore alternatives 
to the waterfall method began in the software development 
industry. With the rise of lower-cost computing platforms, 
many software developers found that the top-down, linear 
development strategies that originated in manufacturing and 
construction were not a good fit for software development. In a 
paper that is often cited as the first formal description of the 
waterfall method,1,5 Winston Royce described the waterfall 
method as a poor fit for software development. His major objec-
tion focused on the location of testing and evaluation at the 
end of the development chain. If problems or flaws are found 
during the testing phase, the development chain may have to 
revisit the design or even the requirement phases. For a lin-
ear development process, this can have major cost and sched-
ule consequences. Two other potential objections to top-down 
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77Agile Systems Engineering

development processes in the software industry are their 
poor ability to respond to change and their inability to allow 
ideas to flow from the bottom up. In more traditional indus-
tries such as construction or large manufacturing, the end 
products can often be well understood and the technologies 
usually change slowly, allowing top-down methods to produce 
desirable results. In the software industry, however, the rapid 
changes in computer and network technologies over the last 
few decades have increased the rate at which old technologies 
become obsolete and new possibilities grow. Thus, the ability 
to continuously respond to change and encourage bottom-up 
creativity is an advantage in the software industry.

In response to the constantly changing environment of soft-
ware development, various grassroots efforts to explore better 
suited incremental development frameworks have emerged. 
Although references to the use of incremental software devel-
opment can be found as early as 1957,7 the formalization 
and more widespread implementation of the most prevalent 
incremental development frameworks of today occurred dur-
ing the 1990s. In February of 2001, a group of 17 software 
developers met at a ski resort in Utah to discuss their common 
goals. This group included “representatives from Extreme 
Programming, Scrum, Dynamic Systems Development 
Method (DSDM), Adaptive Software Development, Crystal, 
Feature-Driven Development, Pragmatic Programming, and 
others sympathetic to the need for an alternative to documen-
tation driven, heavyweight software development processes.”8 
Even though these developers differed in the specifics of their 
respective methodologies, the meeting resulted in the draft-
ing of the Manifesto for Agile Software Development, a brief 
statement (coining the use of the word agile for iterative devel-
opment methods) that outlined the core values shared by the 
various new approaches. Figure 4.3 is an overview of the Agile 
Manifesto.

In addition to the manifesto, the group expressed a set of 
principles that form the foundation of the manifesto. In order 
to maximize customer satisfaction, technical teams should 
be in continuous, even daily, contact with the business teams 
and make frequent delivery of working software, which is the 
primary measure of progress. Working on short time frames 
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78 Systems Engineering for Microscale and Nanoscale Technologies

of a few weeks or months allows changing requirements 
throughout the project timeline to be harnessed for competi-
tive advantage. Projects should be built around talented and 
motivated individuals who will do the best work when trusted 
and allowed to form self-organizing teams. These teams work 
best when they have face-to-face communication and regularly 
reflect on how to improve productivity. The technical teams 
and sponsors should work at sustainable paces and avoid “fire 
drills” whenever possible.

At first glance, the four values listed in the Agile Manifesto 
may appear to advocate overthrowing the rigor and proven 
methodologies that began with Taylor’s four principles for sci-
entific management in favor of a return to ad hoc unstructured 
projects and potentially chaos. Although the Agile Manifesto 
and various agile development frameworks advocate more 
trust and responsibility in individual workers, they do not 
advocate the lack of rigor and methodology. Jim Highsmith, 
one of the original signers of the manifesto noted, “We want 
to restore a balance. We embrace modeling, but not in order to 
file some diagram in a dusty corporate repository. We embrace 
documentation, but not hundreds of pages of never-maintained 
and rarely-used tomes. We plan, but recognize the limits of 
planning in a turbulent environment.”8 The various formal-
ized agile frameworks have their own sets of rules and meth-
ods that are based upon empirical evidence of what worked 
for the teams that implemented them rather than idealized 

Agile

Individuals and

interactions

Processes and

tools

Comprehensive

documentation

Contract

negotiation

Rigid plans

Working products

Customer

collaboration

Responding to

change

Classical
“We are uncovering better ways of developing software by
doing it and helping others do it. �rough this work we
have come to value:

�at is, while there is value in the items on the right, we
value the items on the left more.”

Individuals and interactions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a plan

Figure 4.3 The Agile Manifesto.
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79Agile Systems Engineering

methods imposed by a hierarchical organization. The imple-
mentation of agile techniques requires both consensus among 
the team members to implement the agreed upon agile meth-
ods and a high level of discipline to follow them.

Examples of Agile Techniques

There are currently a number of well-established and pop-
ular agile methods including Scrum, Crystal, Extreme 
Programming, Adaptive Software Development, Feature 
Driven Development, Dynamic Systems Development Method 
(DSDM), and Pragmatic Programming.9 Many of these meth-
ods began in the field of software development, but in recent 
years, a variety of industries including pharmaceuticals, 
software, automobiles, and integrated circuits have begun 
to explore agile product development.10 A comprehensive sur-
vey of the many agile methodologies is beyond the scope of 
this chapter, although summaries of three popular methods: 
Scrum,11–15 Extreme Programming,16–18 and Kanban,19–23 will 
provide a good picture of how the principles of agile product 
development can be implemented in practice.

Scrum

The term scrum was initially applied to product development 
in an article by Hirotaka Takeuchi and Ikujiro Nonaka in 
the Harvard Business Review in 1986.12 The concept of Scrum 
evolved from the original idea of relating product development 
to the game of rugby where a self-organizing team moves col-
lectively down the field toward a goal. These initial ideas were 
further developed and formalized in the mid-1990s by Ken 
Schwaber and Jeff Sutherland.13 The resulting project man-
agement approach known as Scrum is a framework of meth-
ods used to obtain incremental functional products from small 
self-organizing teams on a cyclical, iterative basis. Figure 4.4 
illustrates the Scrum development methodology.

A Scrum team consists of a product owner, a Scrum master, 
and the team members. The product owner is responsible for 
determining the most desirable product features while mini-
mizing the cost-to-benefit ratio, which can be literally applied 
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to commercial products or more abstractly applied to balanc-
ing different demands within research environments. The 
product owner will frequently interact with the Scrum mas-
ter and the Scrum team to help prioritize features as scope 
or demands change. The Scrum master is the “coach” of both 
the Scrum team and the product owner, in that he or she is 
responsible for educating the product team (owner and mem-
bers) about Scrum, keeping the entire team aligned and on 
task, and ensuring on-time deliveries of the iterative products. 
The team typically consists of five to nine24 dedicated, cross-
functional, self-organizing members who work well together 
and are responsible for developing and delivering the product 
specified by the product owner.

The Scrum process is built around iterative product devel-
opment cycles called sprints. A sprint is a focused period of 
development, usually ranging from 1 to 4 weeks, during which 
a set number of tasks is to be completed in order to deliver a 
potentially usable product at the end of the sprint. At the begin-
ning of each sprint, the product owner brings a prioritized list 
of desired product features to the Scrum master and the team 
during the sprint planning meeting. The team, facilitated by 
the Scrum master, tells the product owner how many of the 
higher-priority features they are confident they can complete by 
the end of the sprint. The team and Scrum master, with input 
from the product owner, then convert the list of product features 
into specific achievable tasks. Each day during the sprint, the 

Daily Scrum
meeting

Sprint
backlog

2–4 Weeks

Potentially
shippable
product

increment

24 Hours
Product
backlog

Figure 4.4 The Scrum development methodology.15 (Copyright ©2005, 
Mountain Goat Software).
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team and Scrum master meet for brief updates on progress that 
cover three questions: (1) What was accomplished yesterday? 
(2) What is the goal for today? and (3) Are there any impedi-
ments to progress? The Scrum master will maintain a burn-
down chart tracking the team’s progress toward completing all 
of their tasks within the sprint. If there are impediments (e.g., 
illness, expired software licenses, unforeseen development hur-
dles), the Scrum master facilitates removal of the impediments, 
and if the impediments have a large impact or emergency task-
ing comes during a sprint, the Scrum master works with the 
product owner to reprioritize and, if necessary, remove some of 
the initial features. At the end of the sprint period, the team 
demonstrates the incremental product for the product owner. A 
retrospective is also held among the team as a feedback method 
to determine what worked well and what needs to change in the 
next sprint. The process then repeats.

Traditional product development methods are framed by 
the requirements placed on the final product, but Scrum is 
structured using time-boxing allowing the requirements to 
potentially vary. The planning meeting, the task breakdown 
meeting, the daily meetings, the product review/demo, and the 
retrospective are deliberately limited in time. The length of 
the sprints should also be rigidly maintained. For example, if 
2 weeks is chosen as the duration, it should not vary between 8 
workdays and 12 workdays instead of 10. The time limits force 
the team to focus on what is most important; otherwise, even 
just the breakdown of the features into specific achievable 
tasks could drag on for several days. If the task breakdown 
meeting is limited to only a few hours, the team members have 
to make the highest-impact breakdowns and decisions first, 
leaving specific details to work out when they are encountered 
and needed. This also raises the importance of communication 
and coordination among team members as well as communi-
cation between the product owner and the team.

Extreme Programming (EP)

Extreme Programming was created by Kent Beck based on the 
project management techniques he developed as a software 
lead working on the Chrysler Comprehensive Compensation 
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System between 1996 and 2000. During this project that 
explored the use of object-oriented programming to improve 
payroll systems, Beck asked his team to “to crank up all the 
knobs to 10 on the things [he] thought were essential and leave 
out everything else.”16 At a high level, Extreme Programming 
is similar to Scrum in many ways, including organizing the 
customers, managers, and developers as partners in the devel-
opment process; encouraging open work spaces to foster com-
munication; and holding short daily meetings during which 
each team member states what was accomplished the previous 
day, what is planned for the current day, and what obstacles 
are in their way. Developers are encouraged to become involved 
in as many aspects of the project as possible to become knowl-
edgeable in multiple areas to avoid knowledge loss, allow 
balancing of workloads, and foster creativity. Although the 
formalized Extreme Programming method has a large num-
ber of rules, it also encourages modifying the rules as neces-
sary to meet the needs of the team. Figure 4.5 shows the flow 
of the Extreme Programming process.

The complete Extreme Programming system specifies 
more specific technical software engineering practices than 
some agile methodologies such as Scrum, although its five 
core values of communication, simplicity, feedback, respect, 
and courage apply to many disciplines. Face-to-face com-
munication is encouraged using daily meetings, open work 

User stories

Release
planning

Uncertainty Information

Spike
Continuous

releases

Architectural
change Iteration

System
metaphor Acceptance

tests
New

version

New user stories
velocity Bugs

Pass

Requirements

Release
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Figure 4.5 Extreme Programming.
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83Agile Systems Engineering

areas, and frequent meetings between developers and custom-
ers. Simplicity seeks to maximize the return on investment 
by only doing what is needed and no more. Creating simple 
designs that are easy to understand and maintain requires in-
depth knowledge; therefore, Extreme Programming stresses 
refactoring to clean up existing code. Feedback is encouraged 
at all levels of the project from release meetings that occur on 
the order of several months to iteration meetings that occur 
every 1 to 3 weeks to daily meetings and constant feedback 
between pairs of programmers working together to create 
code. Extreme Programming holds that processes should 
be adapted based on feedback to meet the product needs as 
opposed to the other way around. Respect is reflected by the 
shared ownership of the project by all team members: trust 
of the managers and customers in the developers to share in 
responsibility, and openness of the developers to new ideas 
from customers. Courage is required to maintain truthfulness 
in all progress reports and estimates so that problems can be 
identified and resolved early without fear of blame.

The planning process in Extreme Programming begins 
with user stories provided by the customer. Each story con-
sists of a few jargon-free sentences and explains a feature that 
the customer would like in the product. The work required to 
implement a story should be achievable in 1 to 3 weeks. At the 
beginning of the project, a release meeting is held in which 
customers work with the team to prioritize stories and decide 
what features should be incorporated in the next release. At 
the beginning of the project or after any major architectural 
change, the team also formulates a system metaphor that is 
a simple narrative explaining how the system works. This 
includes agreed-upon naming methods to make functional-
ity of software components apparent from names. The actual 
work is performed during iterations. The length of iterations 
can be between 1 and 3 weeks, although the length should be 
fixed over the project to encourage rhythm and allow improved 
planning and progress measurement. Detailed planning is 
done only one iteration at a time at the beginning of each 
iteration. The highest-priority user stories and uncompleted 
or unsuccessful stories from the last iteration must be cho-
sen first for the next iteration. During planning, developers 
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84 Systems Engineering for Microscale and Nanoscale Technologies

decompose user stories that are in the customer’s language 
into more detailed tasks of 1 to 3 days that are in the devel-
opers’ language. The amount of work allowed during each 
iteration is determined by the velocity of the team, which is 
the empirically determined amount of work completed in past 
iterations. Modifying the team’s work estimates to add more 
work into iterations is not allowed because it violates honesty 
and ignores the “cold reality of consistent estimates.”16 The 
user stories may need to be reformulated every three to five 
iterations as understanding of the system evolves. The high-
est-priority stories are always implemented first; therefore, 
the process should work to maximize value to the customer.

Other notable properties of Extreme Programming are its 
use of spikes, its emphasis on testing, and its use of pair pro-
gramming. A spike is a short program or study that is used to 
explore new ideas or potential solutions. One is started when 
the project encounters a risk such as a large uncertainty in 
required work during release planning. Any code developed 
during spikes is meant to be informal and disposable. Extreme 
Programming also has rules to develop tests before the work 
is done. The tests can then act as a definition of the required 
functionality of the product. There are two primary levels of 
tests: acceptance tests and unit tests. Acceptance tests are 
black box tests defined with customer feedback to determine 
if the product satisfies the user stories. Products that pass 
acceptance tests are included in the next small release. Unit 
tests are smaller tests to evaluate the correct functionality of 
individual components. For software programs, all tests are 
incorporated into an automated testing framework that allows 
all tests to be regularly run on the system in order to ensure 
that new features do not negatively impact any functionality 
of the existing system. The third unique aspect of Extreme 
Programming is its use of pair programming. During pair 
programming, coding is done by two developers who sit at one 
computer and take turns writing code. Although it is counter-
intuitive to have two individuals working on the same code, 
advocates of Extreme Programming have shown that it can 
often increase productivity overall by reducing errors in the 
code. By rotating pairs, team members can also share knowl-
edge across the team.
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85Agile Systems Engineering

Kanban

Kanban originated in manufacturing with Toyota in the 1950s 
and is a main component of just-in-time and lean manufactur-
ing processes. The basic tenet is that as parts are used on the 
manufacturing floor, a Kanban card is sent to the supply loca-
tion to replenish the parts. The supply location then replen-
ishes their supply from the parts manufacturer. This system 
allows the rate of finished products supplied to meet customer 
demand to echo all the way back to the parts manufacturer.

Kanban can be applied to practices outside of manufactur-
ing and has become popular in agile development platforms, 
similar to Scrum. Kanban processes and rules are fewer than 
Scrum with only three rules needed: visualize the workflow, 
limit work in progress, and measure the lead time.

A big part of Kanban is the highly visual Kanban board. 
Each task is described on a card and posted on the board. As 
work progresses, the cards are moved across the board into 
subsequent sections until the task is completed. However, each 
intermediate step is limited by the number of tasks allowed to 
be placed in that category. This prevents bottlenecks caused 
by incomplete tasks or processes piling up in any given step. 
An example of a Kanban board is shown in Figure 4.6.

Kanban Board

To do
(Limit 2)

Analysis
(Limit 3)

Development
(Limit 3)

Acceptance
test

(Limit 2)

Completed

A

B
C

F

EJ
H

K

G

I D

Flow

Figure 4.6 Example of a Kanban board.
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86 Systems Engineering for Microscale and Nanoscale Technologies

The team leader or product owner prioritizes the needed 
tasks and indicates the highest-priority items for work. The 
team works on the items moving the cards across the board 
as progress is made. If an impediment arises, stalling a task 
at a given point, the team must work to clear the roadblock 
before progress can be made on the next task. Kanban is 
not time-limited like Scrum but limits the work-in-progress 
tasks instead. If a high-priority task comes up, it is moved 
to the top of the waiting task area to be the next item tack-
led by the team once enough room is available in the work-
in-progress area. In order to provide estimates of how much 
time future tasks will require to move through the process, 
each task should have the amount of time it takes to com-
plete recorded.

The Kanban board can be used to simultaneously track 
multiple projects or products as well. Each product can be 
tracked using different colored cards or separate designated 
paths along the board. The backlog can be mixed among the 
products, or the team can work on the projects or products in 
order.

Semiagile Methods

The classic linear waterfall and agile methodologies should 
be viewed as opposite ends of a continuum of potential proj-
ect management methods as opposed to a dichotomy. Between 
these extremes, there are a variety of management techniques 
that preserve much of the preplanned aspects of the waterfall 
while introducing the iterations and progressive elaboration 
of agile techniques. Such methods can be viewed as semi-
agile when compared to full agile methods such as Scrum 
or Extreme Programming. Semiagile methods include itera-
tion and adaptability to change and uncertainty but do not 
necessarily include all of the principles laid out in the Agile 
Manifesto. For example, the length of iterations in semiagile 
methods is typically on the order of 6 months to 2 years rather 
than the 2-week to 2-month time frames of agile methods. 
Semiagile methods also may not necessarily focus on placing 
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87Agile Systems Engineering

as much responsibility in individual workers and small self-
organizing teams. Two examples of semiagile methods are 
spiral and rolling wave development.

Spiral Development

In the spiral development process,25 development work is 
done in multiple iterations working toward the final deliver-
able product. Each cycle typically consists of four main steps: 
determining objectives, identifying and resolving risks, devel-
oping and testing the current iteration of the product, and 
planning for the next iteration. During each iteration, a proto-
type system with increasing functionality is produced, and the 
requirements for the system become more detailed with each 
successive prototype. The delivery of functioning prototypes 
and inclusion of testing and revisiting requirements with each 
cycle is similar to many of the agile methods, and it could be 
argued that many of the specific agile methodologies can be 
viewed as spiral methods taken to the extreme. The spiral 
development process is illustrated in Figure 4.7.

1: Determine
    objectives

2: Identify and
    resolve risks

4: Plan next
iteration

3: Development
    and test

Incre
asin

g fu
nctio

nality

Increasin
g detail

Figure 4.7 Spiral development.
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88 Systems Engineering for Microscale and Nanoscale Technologies

Rolling Wave Development

In rolling wave development,26,27 the high-level requirements 
are assumed to be known at the start of the project, but it 
is acknowledged that detailed planning for long time frames 
into the future is difficult to do accurately. Thus, the project 
deliverables and milestones are initially only defined at a high 
level. Detailed planning is only done for a shorter fixed time 
into the future, such as 1 year, over which there is reasonable 
confidence in the ability to accurately predict events. The defi-
nition of milestones over a long timescale, detailed planning 
beyond a few weeks or months, and the potential to perform 
planning in a top-down approach are the main differences 
between rolling wave techniques and full agile methods. The 
rolling wave development process is shown in Figure 4.8.

Applicability of Waterfall versus 
Agile Methodologies

No project management or development methodology is a 
panacea. Various methodologies have their own strengths 

Milestone
1

Detailed
task 1-A

Detailed
task 1-B

Detailed
task 1-C

Detailed
task 1-D

Detailed plan horizon

Milestone
2 Milestone

3 Milestone
4

Figure 4.8 Rolling wave development.
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89Agile Systems Engineering

and weaknesses that must be understood in order to match 
the right techniques to the right projects and development 
environments.

The Iron Triangle
The iron triangle of project management consists of time, cost, 
and scope. One clear way to illustrate the fundamental dif-
ferences between classical waterfall and agile methods is to 
consider their respective approaches to the iron triangle and 
how they prioritize and balance risk between time, cost, and 
scope.28,29 The scope can include both the quantity and quality 
of the deliverables. The time or schedule is when they will be 
delivered, and cost or budget refers to the resources required 
to produce them. There is an old adage in project management 
that you can only pick two of the three, and the third depends 
on the other two. In classical methods such as the waterfall, 
the scope is typically the dominant of the three and is rig-
orously set by the requirements of the project. The cost and 
schedule required to achieve the desired scope are then esti-
mated. In most agile methods, this triangle is inverted. The 
schedule and cost are usually the rigorously defined factors as 
defined by the set time frame of the iteration cycles. With fixed 
schedule and cost, the deliverables or scope must be regularly 
reprioritized and reestimated in order to define reasonable 
objectives for each cycle. When evaluating the applicability of 
agile methods to a specific project, one important consideration 
is how much the scope of that project can vary. Many products 
will have a minimum level of scope that must be achieved to 
function. For example, an aircraft or computer system that is 
missing a major component such as an engine or processor is 
likely of minimal value to the end user. Figure 4.9 compares 
the iron triangle for classical and agile processes.

Factors Not Explicitly Addressed 
by Agile Methods

The agile methods outlined above deal primarily with how 
to organize teams of technical individuals and sponsors on 
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90 Systems Engineering for Microscale and Nanoscale Technologies

existing projects in order to produce products. When viewing 
product development in a larger context, however, there are 
factors that are not explicitly addressed by agile methodolo-
gies.30 These factors include project initiation, infrastructure 
development and training, and other organizational factors 
such as human resources. The defined agile methodologies 
typically have the implicit assumption that there is an exist-
ing relationship between a sponsor and the technical team. 
The values outlined in the Agile Manifesto can also require 
that the sponsor has a high level of trust that the technical 
team will help define and develop the best products for the 
defined time and cost without clearly predefined contractual 
agreements on the final product. In practice, developing this 
type of relationship will take time and can be complicated by 
factors such as the desire of the development team to maxi-
mize profit. Without this type of relationship, methods such as 
waterfall that predefine requirements can provide the spon-
sor and customer confidence because they have a rigorously 
defined document stating what they should receive. Agile 
methods can also impact the types of contractual agreements 
that are most appropriate between those who fund and exe-
cute the work. For example, if a project prioritizes time and 
schedule over product scope, a contract that defines the price 
per unit of time worked by the team could be more appropriate 
than a contract that clearly defines a predetermined price for 
a clearly defined final product.

Agile methods also do not necessarily address infrastruc-
ture development. Although they may provide the best way 
for an existing team with the right tools to efficiently produce 

Fixed

Scope

Classical

Cost Schedule

Agile

Scope

Estimated

Cost Schedule

Figure 4.9 The Iron Triangle.
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91Agile Systems Engineering

innovative products, they may not provide the best way to 
develop the infrastructure needed to build and maintain this 
team. This infrastructure can include physical buildings and 
work areas, technical tools, and development of personnel. 
Constructing and configuring the physical workspace for new 
teams will likely take longer than the several week cycle times 
used by agile methods and, therefore, require more classical 
planning. The required time and investment to incorporate 
new technical tools and to maintain existing tools is also not 
explicitly addressed by most agile methods. These tools could 
include new software development environments and architec-
tures, laboratory equipment, or manufacturing capabilities to 
construct prototypes of physical systems. Another important 
investment is the training of staff. Agile methods encourage 
small teams where individuals can become involved in mul-
tiple aspects of the product. This will work best with a team 
of experienced members with a wide variety of existing skills. 
Developing and maintaining these skills in a field with rapid 
technology advancement will require some level of training 
that can take away from development time. With their empha-
sis on rapid and continuous delivery of viable products at each 
development iteration, agile methods do not explicitly address 
how to handle these long-term investments.

Running a technical organization will usually require 
more than just the small team of technical contributors. Agile 
methods can provide a way to organize small technical teams 
within a larger organization, but they do not address the 
details of organizing the larger organization. This can include 
legal team members or human resource staff who handle the 
logistics, such as payroll and hiring of new staff.

Important Questions for Comparing 
Traditional and Agile Methodologies

When comparing the pros and cons of waterfall, agile, and 
semiagile project management techniques in order to deter-
mine what is the best fit for a given project, there are several 
important questions that should be asked:31
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92 Systems Engineering for Microscale and Nanoscale Technologies

How well understood and stable are the requirements?
All projects will have some risk that the require-

ments will change during the development effort. 
If the requirements are believed to be well enough 
understood that the risk and potential cost from 
them changing is below an acceptable level, a more 
traditional waterfall-style method could be a rea-
sonable approach. Agile methods, in contrast, har-
ness uncertainty and allow continuous updating of 
requirements at each iteration cycle.

Who are the end users of the product?
If there is a small group of known end users who know 

exactly how they will use the product, the uncertainty 
in the requirements is more likely to be low enough 
to make waterfall methods applicable. If there is a 
larger, more distributed population of end users that 
may not be well characterized early in the develop-
ment cycle, agile methods can be more appropriate.

What is the timeline of the product?
Agile methods emerged to develop time critical prod-

ucts. When delivering a product with less function-
ality in a short time frame (possibly in multiple 
stages) is more valuable to the customer than deliv-
ering a final fully functioning product at a later 
date, agile can be advantageous over linear devel-
opment systems. Agile methods could also be used 
on projects with a longer development timeline.

What is the size of the project?
Most agile methods advocate developing new products 

using small teams on the order of 10 members. One 
approach to apply agile methods to larger projects is 
to form teams of teams, such as Scrums of Scrums, 
where the teams interact with each other on a reg-
ular basis. Some organizations have reported suc-
cessful use of agile methods on projects with over 
500 members, but the majority of projects that 
have reported successfully applying agile methods 
have much smaller team sizes.24 One benefit of the 
clearly defined requirements of linear projects is 
that the requirements can act as interface definition 
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93Agile Systems Engineering

between groups. As long as the requirement speci-
fications are met, the products from many differ-
ent teams can be merged together into larger, more 
complex systems.

What is the physical location of the team members?
In addition to advocating for small teams, agile meth-

ods stress continuous communication. This is much 
easier to achieve when team members work together 
in the same physical location. Coordinating teams 
in different geographic regions of the country or 
world and across time zones can make it difficult to 
maintain the constant communications to achieve 
all of the benefits of agile methods. As communi-
cations technologies such as videoconferencing 
improve, close coordination of noncolocated teams 
may become more feasible.

What resources are required to implement the project?
As previously discussed, agile methods do not neces-

sarily address how to deal with the development of 
infrastructure such as laboratory space and equip-
ment, software infrastructure, or personnel train-
ing. The need to procure materials with long lead 
times that span multiple iterations of agile methods 
can also create difficulties.

Agile for Micro- and Nanoscale Technologies

In its most general terms, nanotechnology refers to technolo-
gies that manipulate molecules and systems on the order of 
1 to 100 nanometer scale in order to exploit characteristics 
not achievable on the macroscopic scale. Thus, nanotechnol-
ogy could cover a wide variety of fields and product types 
from purely passive coatings to futuristic nanoscale robots for 
medical applications. For applications such as passive coatings 
of nanoscale particles, where the properties are well under-
stood and the particles can be generated in large quantities, 
waterfall-type development may be a good fit for assembly-
line-style development. As nanotechnology advances into the 
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94 Systems Engineering for Microscale and Nanoscale Technologies

development of custom molecules and actively controlled nano-
systems, agile methodologies may provide many advantages. 
As Ralph Merkel noted, nanotechnology can someday allow us 
to “snap together the fundamental building blocks of nature 
easily, inexpensively and in most of the ways permitted by the 
laws of physics.”32 Early generations of equipment to manufac-
ture custom molecules of the future will likely be large and 
costly, similar to early room-sized computers made of vac-
uum transistors. However, as technology advances, smaller, 
cheaper systems may allow more small teams to “program” 
new molecules and nanosystems similar to the programming 
of software today. Although technology that allows nanosys-
tems to be developed as rapidly as software is today may be 
years into the future, management of research and develop-
ment of nanosystems today could take advantage of many of 
the properties of agile methodologies.

Bottoms-Up Approach and Short Time Frames

When designing systems at the nanoscale level, engineers 
and scientists push closer and closer to the fundamental laws 
of physics. The material properties and phenomena at the 
nanoscale can be much more difficult to control and design 
than those on the macroscopic level. With fundamental physi-
cal limits constraining the development process, developers 
will often be forced to optimize solutions within these limits 
rather than design to specifications that may not be physically 
realizable. As nanotechnology is incorporated into more and 
more viable products with “new science,” there will likely be 
more and more product development teams with scientists 
who are experts in the technology and its limitations play-
ing lead roles. In order to maintain a competitive edge, the 
time frames from concept inception to product release will 
also likely be short, possibly less than 12 months.32 This type 
of product development environment lends itself to evolving 
requirements and organizing projects around fixed time con-
straints and development iteration cycles rather than fixed 
product scope.
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95Agile Systems Engineering

Evolutionary Development and Testing

Agile development processes can be viewed as a form of 
evolutionary development. Each development cycle allows 
the creation of a new, more developed system. The testing 
of the product at each iteration allows the new designs to 
be evaluated, and replanning meetings on a regular basis 
allow new ideas to be incorporated. Agile methods such as 
Scrum and Kanban use prioritized lists of new features and 
properties. These lists and the explicit prioritization steps 
allow new ideas to be tested and feasible concepts advanced 
while infeasible designs are identified early and abandoned. 
As Jim Highsmith, one of the original signers of the Agile 
Manifesto notes, “New technologies such as combinatorial 
chemistry and sophisticated simulation are fundamentally 
altering the innovation process itself. When these technolo-
gies are applied to the innovation process, the cost of itera-
tion can be driven down dramatically, enabling exploratory 
and experimental process to be both more effective and less 
costly than serial, specification-based process”10 (p. xix). This 
reduction in the cost of iterations directly reduces the cost of 
change in a project.

Communication and Small Teams

Product development involves teams of people working 
together to solve a problem; therefore, successful projects 
require strong communications between team members. One 
of the strengths of agile methods is their focus on small teams 
and continuous communication. Similar to Micro Electro 
Mechanical Systems (MEMS), many technical aspects such 
as thermal, structures, and electrical that can be separated 
into clearly defined subsystems at the macroscopic level are 
much more tightly coupled at the small scales of nanosystems. 
The use of small colocated teams with short daily meetings 
where individuals discuss what work they have recently done, 
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what obstacles they encountered, and what work they are 
working on next can help teams developing nanosystems to 
optimize communications between subject area experts. The 
use of team idea boards used by many agile methods to orga-
nize new ideas can also foster strong team communications. 
Organizations with multiple independent teams working on 
nanosystems could also foster idea sharing by implementing 
“Scrum of Scrum” type meetings on a regular basis to encour-
age cross-pollination of ideas between the groups.

Interaction with Customer

As Chapter 9 will discuss in more detail, the majority of nano-
materials that have currently been turned into viable products 
consist of spherical or cylindrical molecules. Other more com-
plex nanoscale molecules have been developed in research set-
tings but have not yet been incorporated into viable products 
because the research was not need driven. Agile methodologies 
that encourage continuous communications between the technol-
ogy development teams and the customer can serve as a bridge 
between the research environment and the market. This bridge 
will connect the individuals with technological expertise and 
knowledge of nanomaterial phenomena with the business teams 
that have expertise in the marketplace and in how to turn the 
new ideas into products.

Conclusions

Both classical waterfall methods and more recent agile meth-
ods share the same goals of optimally organizing people and 
resources to produce working measurable products. When 
Frederick Taylor first formalized his principles of scientific 
management, he was seeking to improve upon the existing 
methods to better match the manufacturing environment of 
his day. In the same way, the early advocates of agile meth-
ods were seeking to find improved management approaches 
to better fit the highly technological and knowledge-based 
software development environment of today. In both cases, 
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the respective methods survived because they worked. Given 
the similarities between software and nanosystems of high 
technology, highly educated technical employees, and rapid 
product development, many of the agile methods that have 
proven effective for software development offer strong prom-
ise for developing MNT-based systems. Ultimately, the best 
approaches for managing MNT system development will 
be determined by the teams doing the development as they 
experiment with different approaches and let the empirical 
results speak for themselves.
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P A R T  2

Technology 
Development Process

Design Synthesis …
Synthesis begins with the output of functional analysis and alloca-
tion (the functional architecture).

The functional architecture is transformed into a physical 
architecture by defining physical components needed to perform 
the functions identified in functional analysis and allocation. The 
objective is to identify the functional, performance, and interface 
design requirements; it is not to design a solution…yet!

Part 2 describes issues that are unique to the process of design 
synthesis on the micro- and nanoscale. The purpose is to show 
how the design process (Charts II.1, II.2) affects systems engi-
neering functions during system formulation and develop-
ment. To that end, an overview of the importance of scaling in 
microworld is given. Then technology development processes 
for Micro Electro Mechanical Systems (MEMS) and nanotech-
nologies are reviewed with the objective of providing the sys-
tems engineer and technology developer with insight that is 
critical to assess impacts on overall system development in the 
requirements analysis, concepts, and system design phases.

Chapter 5: Scaling, Stergios J. Papadakis
Chapter 6:  Micro Electro Mechanical Systems—Systems 

Engineering’s Transition into the Nanoworld, 
Robert Osiander

Chapter 7:	 	Introduction to Nanotechnology, 
Jennifer L. Sample

Chapter 8:  Nanoscale Systems—Top-Down Assembly, 
Jeffery P. Maranchi

Chapter 9:  Nanoscale Systems—Bottom-Up Assembly, 
Jason Benkoski



102 Technology Development Process

Requirements
analysis

System analysis
and control
(Balance)

Functional analysis
and analysis

Verification

Design loop

Design synthesis

Process Output

Process
Input

Requirements
loop

Chart II.1 The Systems Engineering Process

CHART II.2
The	Phases	in	the	Systems	Engineering	Process

Requirements	Analysis

The first step of the systems engineering process is to analyze the process 
inputs. Requirements analysis is used to develop functional and performance 
requirements; that is, customer requirements are translated into a set of 
requirements that define what the system must do and how well it must 
perform. The systems engineer must ensure that the requirements are 
understandable, unambiguous, comprehensive, complete, and concise. 
Requirements analysis must clarify and define functional requirements and 
design constraints. Functional requirements define quantity (how many), 
quality (how good), coverage (how far), time lines (when and how long), and 
availability (how often). Design constraints define those factors that limit 
design flexibility, such as environmental conditions or limits; defense 
against internal or external threats; and contract, customer, or regulatory 
standards.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
18

 1
2 

M
ay

 2
01

6 



103Technology Development Process

CHART II.2 (Continued)
The	Phases	in	the	Systems	Engineering	Process

Functional	Analysis/Allocation

Functions are analyzed by decomposing higher-level functions identified 
through requirements analysis into lower-level functions. The performance 
requirements associated with the higher level are allocated to lower 
functions. The result is a description of the product or item in terms of what 
it does logically and in terms of the performance required. This description 
is often called the functional architecture of the product or item. Functional 
analysis and allocation allow for a better understanding of what the system 
has to do, in what ways it can do it, and to some extent, the priorities and 
conflicts associated with lower-level functions. It provides information 
essential to optimizing physical solutions. Key tools in functional analysis 
and allocation are functional flow block diagrams, time line analysis, and 
the requirements allocation sheet.

Requirements	Loop

Performance of the functional analysis and allocation results in a better 
understanding of the requirements and should prompt reconsideration of 
the requirements analysis. Each function identified should be traceable 
back to a requirement. This iterative process of revisiting requirements 
analysis as a result of functional analysis and allocation is referred to as the 
requirements loop.

Design	Synthesis

Design synthesis is the process of defining the product or item in terms of 
the physical and software elements that together make up and define the 
item. The result is often referred to as the physical architecture. Each part 
must meet at least one functional requirement, and any part may support 
many functions. The physical architecture is the basic structure for 
generating the specifications and baselines.

Design	Loop

Similar to the requirements loop described above, the design loop is the 
process of revisiting the functional architecture to verify that the physical 
design synthesized can perform the required functions at required levels of 
performance. The design loop permits reconsideration of how the system 
will perform its mission, and this helps optimize the synthesized design.

Verification

For each application of the system engineering process, the solution will be 
compared to the requirements. This part of the process is called the 
verification loop, or more commonly, verification. Each requirement at each 
level of development must be verifiable. Baseline documentation developed 
during the systems engineering process must establish the method of 
verification for each requirement.
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5
Scaling

Stergios J. Papadakis

Gravity can get you when you
move to the macro scale.
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Introduction

For the design and engineering of large systems, testing scale 
models is often an integral part of the process. For many sys-
tems, this is a relatively straightforward process. For example, 
early in the design process of new ships, aircraft, spacecraft, 
and vehicles, progressively larger models from about 1/20th 
to 1/4th are often employed. Even for such a narrow range of 
scaling ratios, some physical parameters change significantly, 
which is why there is often a progression of scale model test-
ing. For example, a physical structure that is 1/20th scale in 
linear dimension is only 1/8000 or 1.25 × 10–4 times the mass 
of the full-sized structure. Such scale models are nevertheless 
extremely useful in engineering endeavors where building 
multiple full-scale prototypes is overly expensive and imprac-
tical, as there is a well-developed methodology for the testing 
of scale models that yields valuable information used in design 
modifications before the next-larger model is built.

In designing systems incorporating micro- and nanoscale 
technologies (MNTs), some of these procedures and much 
intuition about scaling needs to be reconsidered in light of the 
many orders of magnitude in length scale that are spanned 
by the components of the system. The example above dem-
onstrates that even 1/20th scale ratios result in a factor of 
1.25 × 10–4 change in mass. The differences in behavior 
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between macroscopic (meter-scale) and micron-scale devices 
are even more dramatic. For a ratio of 106, as is seen when 
scaling from 1 m to 1 µm, mass changes by a factor of 1018. 
When nanoscale structures are considered, a length ratio of 
109 yields a mass ratio of 1027. To put these ratios in context, 
note that the mass of a proton is roughly 10–27 kg.

Such large changes in the mass/length ratio put micro- and 
nano-scale mechanical devices into very different operating 
regimes from their macroscopic counterparts. For example, the 
effective spring constant k of a beam bending under a load is 
proportional to I /l 3, where l is the length and I is the second 
moment of the area. I scales as area squared, or l 4. Therefore, 
stiffness scales as l, mass m scales as l 3, so resonance frequen-
cies scale as k m l=1 . Thus, microscale mechanical devices 
can easily have mechanical resonance frequencies much 
higher than is typical for macroscopic systems. This phenom-
enon is taken advantage of in radio-frequency Micro Electro 
Mechanical Systems (RF-MEMS), now a well-developed field 
of applications development enabling on-chip frequency stan-
dards that can replace conventional stand-alone quartz-crystal 
oscillators in the GHz regime [2,3]. Conversely, if relatively low 
resonance frequencies are desired, sophisticated engineer-
ing and processing techniques are often required. The lowest 
frequencies obtained with Micro Electro Mechanical Systems 
(MEMS)-scale devices have been in the kHz regime, while 
macroscopic systems can easily be made which resonate at sub-
Hz frequencies [4].

The preceding example of changes in mechanical stiff-
ness and response frequency as a function of size requires a 
shift in intuition when considering the responses of the struc-
tures to loads. Micro- and nanoscale structures appear to be 
remarkably spindly compared to macroscale counterparts of 
similar function, yet they are very stiff in response to applied 
vibration and shock loads, all because of their reduced mass. 
Much larger shifts in intuition are often required when con-
sidering other responses of micro- and nanoscale systems. 
For mechanical, fluidic, electronic, optical, and molecular 
systems, as the length scale of the system is reduced, differ-
ent regimes of fundamental physical behavior can be crossed 
requiring wholesale modifications of analysis techniques and 
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108 Systems Engineering for Microscale and Nanoscale Technologies

tools. This chapter gives examples of some of these regimes 
and of the types of phenomena that can be harnessed or must 
be compensated for when designing systems incorporating 
such micro- or nanoscale components.

Mechanical Effects in the 
Micro and Nano Regime

In the introduction to this chapter, the example of RF-MEMS 
is given as one where scaling devices to the micron-scale allows 
for devices with mechanical resonance frequencies in the RF 
regime. This increase in mechanical resonance frequency is 
a continuous evolution. As devices are reduced in size, their 
resonance frequency increases continuously until it reaches 
the RF regime. There are other phenomena that cannot be so 
simply understood as an obvious consequence of scaling down.

Surface Stresses

Following the discussion above, it is also self-evident that the 
surface area to volume ratio increases as 1/ l. As the charac-
teristic length scale of devices approaches the micron scale, 
changes at the surface of devices become more important. Of 
course, surface features and surface conditions are very impor-
tant in macroscopic structures for issues such as crack initia-
tion and propagation, corrosion and corrosion resistance, and 
friction and wear properties. These phenomena are distinctly 
micro- and nanoscale phenomena that have important effects 
on the performance of macroscale objects. These and other 
surface phenomena have more dramatic effects on devices 
that are micro- or nanoscale, and can be harnessed to create 
new microscale devices with functionality not possible at the 
macroscale. A good illustration of this is MEMS sensors that 
rely on monolayer or submonolayer adsorption of molecules on 
surfaces to induce surface stresses that, due to the small size 
of the devices, cause significant deformations or resonance 
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frequency shifts [1, 5–11]. Such devices rely on changes in sur-
face stress to induce bending in a device component, typically a 
cantilevered beam (Figure 5.1). Thicknesses of the cantilevers 
range from 600 nanometers (nm) to 1 micrometer (µm), which 
demonstrates that the effects of submonolayers of adsorbates 
are significant even for structures three to four orders of mag-
nitude thicker than the adsorbate layer.

These devices have been tested in a wide variety of con-
figurations and sensing modes. They can be operated in air (or 
other gases), vacuum, or liquid. The analyte interaction with 
the surface can range from physisorption where the interac-
tion is primarily van der Waals [9], to chemisorption in which 
the interaction is a stronger chemical bond, as in the case of 
thiols binding to gold surfaces [8]. More sophisticated chemis-
tries at the surface can be used to make the cantilevers selec-
tive for particular analytes. In these cases, one surface of the 

(a)

Adsorption

100 µm

(b)

Figure 5.1 (a) Scanning electron microscope (SEM) image of microcan-
tilever array. (See Fritz, J., et al., Science, 288(5464), 316–318, 2000.) (b) 
Microcantilever beam bending due to analyte adsorption on one surface. 
In this example, the adsorption causes compressive stress and downward 
deflection, but either direction is possible depending on the adsorbate and 
surface characteristics.
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110 Systems Engineering for Microscale and Nanoscale Technologies

cantilever is typically precoated with “probe” molecules that 
selectively bind with analytes of interest [1,10,12–14]. Typical 
sensitivities for these sensors are in the parts per billion range.

Casimir Forces

Micro- and nanoscale electromechanical systems often have 
nanoscale gaps between components. Casimir forces arise 
between any two surfaces that are separated by a very small 
distance. They are a prime example of a phenomenon that 
exists only at the nanoscale. They arise from a fundamental 
quantum mechanical property of space and have dramatic 
effects. Casimir forces are part of the same phenomenon as 
van der Waals forces [15–17]; they arise from random fluc-
tuations of the vacuum. In Casimir’s initial prediction of the 
effect, he considered perfectly conducting plates separated by a 
small gap. It is a quantum mechanical principle that there are 
quantum fluctuations in the electromagnetic field of a vacuum. 
Photon/antiphoton pairs spring into existence randomly and 
then annihilate following the Heisenberg uncertainty principle 
of Δ E Δ t > h, where E is energy, t is time, and h is Planck’s 
constant. In this context, the uncertainty principle states that 
in a vacuum, in the absence of any sources, photon/antipho-
ton pairs of energy Δ E may spring into existence for periods of 
time Δ t ≤ h / Δ E.*

If there are two uncharged parallel infinite perfectly con-
ducting plates in the vacuum, only quantum fluctuations (pho-
tons) that meet the boundary conditions imposed by the plates 
can exist between them (Figure 5.2).† Outside the plates, the 
full spectrum of quantum fluctuations can exist. Thus, there 
is a radiation pressure that acts to push the plates together. 
The pressure scales as 1/ d4, where d is the distance between 
the plates. This is a small pressure for large separations, but 
at a gap of 10 nm, it is 105 N/m2 (~ 1 atmosphere), and at 1 µm, 

* In principle, any particle/antiparticle pair can be created and annihilated, but 
photons dominate this process.

† For perfect conductors, these boundary conditions lead to the familiar allowed 
standing waves with an integer number of wavelengths between the plates.
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111Scaling

it is 10–3 N/m2. The more familiar van der Waals forces are 
also due to such quantum fluctuations, but the description is 
arrived at by considering the interactions between atoms sep-
arated by a small distance rather than infinite plates [16–18].

While the above discussion assumes perfectly conduct-
ing plates for simplicity, only small corrections are required 
for real metals, and even dielectrics exhibit a Casimir force. 
Furthermore, a true vacuum is not required. Many mea-
surements have been done at moderate vacuum [19–22], and 
experiments in liquids with appropriately selected polariz-
abilities have demonstrated both positive [23] and negative 
(repulsive) [24,25] Casimir and van der Waals forces. Finally, 
the Casimir force also exists for nonflat surfaces. In all of the 
above-referenced works, the force was measured between a 
sphere and a flat surface. This eliminates the experimental 
challenge of ensuring that two flat plates are parallel to nano-
meter precision.

The first good quantitative measurement of the Casimir 
force was done in 1996 with a torsion balance of the type used 
for gravitational experiments [26], and gaps between 10 nm 
and 1 µm are common in MEMS devices. A range of excellent 
experimental measurements of the Casimir force have been 

(a) (b)

Figure 5.2 Quantum fluctuations leading to the Casimir force. (a) Photon–
antiphoton pairs springing into existence and annihilating. (b) Photon 
wavelengths allowed between the plates are dark gray. Wavelengths not 
allowed between the plates are light gray. The larger number of allowed 
wavelengths outside the plates leads to radiation pressure pushing the 
plates together.
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made using MEMS devices [21,22] and atomic force micro-
scopes, which use MEMS cantilevers as force sensors [19,20]. 
Conversely, the Casimir force is also a challenge for MEMS 
device design as it is a major contributing factor to stiction, 
which can prevent MEMS components from moving or stick 
them in place at the extremes of their travel range [27,28].

Casimir/van der Waals forces have also been harnessed by 
evolution. There is strong evidence that the ability of a gecko 
to climb vertical surfaces is due to remarkably small hair-
like structures on their feet. These structures, called setae, 
split at their ends into many nanoscale structures called 
spatulae that stick to surfaces via van der Waals interactions 
(Figure 5.3) [29–31]. There are about 5000 setae/mm2, and as 
Figure 5.3 shows, each seta is split into many spatulae [32]. 
At the nanoscale in complex outdoor environments like those 
in which geckos live, there are other effects that could cause 
adhesion, the most common of which is the thin layer of water 
molecules on the surfaces, which leads to thin-film capillary 
adhesion. This capillary adhesion is operative in a number of 
animals that have glands on their feet to secrete a fluid, but 
geckos do not have such glands. Furthermore, experiments 
showing that the adhesion does not depend on the degree of 
hydrophobicity (or hydrophilicity) of the surface provide robust 
evidence that the adhesion is dominated by van der Waals 

a b c

20 µm75 µm 1 µm

Figure 5.3 Gecko setae and spatulae. (a) Rows of setae on a gecko foot. (b) 
A single seta. The circled region is the end of the seta where it breaks into 
spatulae. (c) Spatulae.
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forces [29]. In essence, the gecko relies on a vast number of 
microscopic setae to ensure a huge area of contact on both 
smooth and rough surfaces creating enough van der Waals 
force to support the animal’s entire weight. In order to unstick 
its feet, the gecko simply peels its feet up from the heel, thereby 
progressively loading individual setae at the edge of the con-
tact patch beyond their release load until the entire foot is 
free. Discovery of this phenomenon has spurred a variety of 
biomimetic adhesive efforts aimed at duplicating this mode of 
adhesion and locomotion [31,33–36].

Nanoscale Effects on Material Properties

Much of this chapter is focused on changes that occur in scal-
ing from macroscale to nanoscale objects, but where material 
properties are concerned, the range of relevant length scales 
is much smaller. For example, typical structural metals and 
ceramics have grain sizes in the few microns to tens of microns 
range. Composite materials such as fiber-reinforced plastics 
typically have fiber diameters of similar length scale. However, 
if the individual grains in a metal or ceramic or the fiber diam-
eters in a composite are in the range of a few nanometers rather 
than a few microns, the mechanical properties of the material 
can be very different. Much of the interest in this field was gen-
erated by an early observation of relatively ductile nanocrystal-
line ceramics CaF2 and TiO2 [37] and by an excellent review of 
the nanocrystalline materials in general [38].

For monolithic nanocrystalline materials (i.e., not compos-
ites), quite a few properties can be different from their bulk 
counterparts [38–40], including mechanical properties such 
as ultimate strength, hardness, ductility, and toughness. 
Other properties such as magnetism, diffusivity, and thermal 
expansion coefficient have also been observed to be different. 
A material is typically considered nanocrystalline if about half 
or more of the atoms in the material are in a defect in the crys-
talline lattice [38]. This typically results from grain sizes less 
than 10 nm. Note that even the main criterion for classifying 
nanocrystalline materials essentially makes use of a scaling 
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114 Systems Engineering for Microscale and Nanoscale Technologies

argument. The surface-to-volume ratio of the individual crys-
talline grains dominates the behavior of the material.

It is important to distinguish nanocrystalline materials 
from glassy materials. Glasses are formed when a melted mate-
rial is rapidly quenched, so the thermally induced disorder of 
the melt is frozen into the solid. Thus, in a glass, there are 
no recognizable crystalline regions. In contrast, nanocrystal-
line materials have such recognizable regions. In a glass, the 
density everywhere is a few percent smaller than the density 
of a perfect crystalline material, whereas in nanocrystalline 
materials, the density in the defect regions is as much as 15% 
to 30% smaller than in the crystalline regions [38] (Figure 5.4).

The most dramatic differences in the response during 
mechanical deformation of a nanograined material, com-
pared to a microcrystalline material, occur in regimes where 
the response is dominated by grain boundary effects. Yield 
stress, plastic deformation, creep, failure stress, and deriva-
tive qualities such as hardness, toughness, and work harden-
ing are examples of such properties. In many different metals, 
nanocrystalline grains result in a significant improvement of 
such qualities for most applications. Unfortunately, for many 
real-world applications where bulk structural properties are 

a b

Figure 5.4 (a) Nanocrystalline material. The white circles represent atoms 
that are associated with the defects; the black circles represent atoms 
associated with crystalline regions. (b) Glassy material. (Reprinted with 
permission from Gleiter, H., Progress in Materials Science, 33(4), 223–315, 
1989.)
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concerned, such measurements are complicated by the fact that 
some of the processing techniques required for creating the 
nanocrystalline materials also result in the creation of voids 
and pores, which significantly negatively impact the mechani-
cal properties [40–42]. Many measurements of mechanical 
properties are done with microscale test samples or by nanoin-
dentation in order to minimize the impact of voids and pores 
on the fundamental materials properties being measured or 
because the materials are fabricated in such small quantities 
in the laboratory [42–44]. Thus, when considering the use of 
nanocrystalline materials, one must take into account that 
the properties of a macroscale structure may differ somewhat 
from those that would be projected from the microscale mea-
surements if the measurements do not include the effects of 
voids and pores. For example, it is more straightforward to 
apply such experimental results to wear-resistant coatings 
than to structural members.

An example of material behavior that is different when it 
is composed of nanoscale grains is the well-known Hall-Petch 
relationship, which describes the yield stress of a material 
across a few orders of magnitude of grain size. The Hall-Petch 
relationship begins to break down as the grain size reaches 
a regime where the generation and mobility of dislocations 
become limited by the density of grain boundaries [45]. In 
some experiments, the slope of the yield strength as a function 
of grain size was seen to become negative, and some sophisti-
cated atomistic simulations suggest that such behavior results 
when the deformation mechanism changes from dislocation 
motion to grain-boundary sliding [46–48]. For the purposes 
of this chapter, it is sufficient to note that the Hall-Petch rela-
tionship cannot be simply assumed once grain sizes become 
smaller than a few tens of nanometers. There is a large body of 
experimental data demonstrating deviation from the conven-
tional Hall-Petch predictions and considerable debate about 
whether or not there is a maximum in the yield stress for some 
particular materials as a function of grain size. The main 
point is that the yield stress of a nanocrystalline material 
is typically not as high as the conventional Hall-Petch rela-
tionship would predict, and that the behavior of a particular 
nanocrystalline material is not predictable from the behavior 
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116 Systems Engineering for Microscale and Nanoscale Technologies

of its microcrystalline counterpart. Similar deviations from 
expected behavior occur with other mechanical properties, 
such as ductility. In general, one must be aware that the prop-
erties of the bulk material can be unpredictable using conven-
tional materials science methods if the grain sizes are in the 
nanometer regime making empirical measurements essential.

Fluidic Scaling

Fluidics is a field where scaling creates dramatic differences 
in behaviors. The different fluid-flow phenomena observable in 
microscale systems have enabled entirely new classes of fluidic 
devices that are not possible with larger-scale systems. It is 
in fluidics, also, where the different behaviors of macro- and 
microscale systems are most obviously driven by scaling. One 
of the first things considered in the engineering of any system 
where fluid flow is involved is the Reynold’s number of the flow,

 Re= ρ
η
VL0

where ρ is the fluid density, V is the velocity, Lo is a character-
istic length, and η is the fluid viscocity. Re is the dimensionless 
parameter that determines whether a flow is laminar or tur-
bulent or, equivalently, whether or not the inertia of the fluid 
plays any appreciable role in the flow behavior. In external 
flows (for example, around an aircraft or ship), the turbulence 
occurs for Re greater than approximately 50,000, and for pipe 
flows, the transition to turbulence occurs for Re of a few thou-
sand. In the vast majority of macroscopic systems, turbulent 
flow is the norm. For example, the transition to turbulence is 
expected to occur within centimeters of the bow of the ship 
under normal cruising speeds. This transition is delayed by 
the presence of a beneficial pressure gradient, but this discus-
sion is beyond the scope of this chapter.

In microscale systems, turbulence is impossible in most 
cases. This difference leads to truly dramatic differences in 
behavior. These strictly laminar flows can be harnessed to 
create devices that are impossible on a larger scale. Due to 
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fabrication technology restraints, microfluidic channels typi-
cally have square or rectangular cross sections. The smaller 
of the two dimensions is what governs the Re, and it is at most 
a few hundred microns. Thus, unlike most of the micro- and 
nanoscale systems discussed in this chapter, microfluidic 
devices are relatively large. It is worth remembering, however, 
that the length/volume scaling relationships result in the total 
volume of these devices where channel lengths can easily be 
many centimeters to a few meters and volume in the nanoliter 
(nL) range, such that microfluidic devices are incapable of pro-
cessing more than very small volumes in a reasonable period 
of time.

For those more comfortable with macroscopic fluidic sys-
tems, the lack of turbulence at any point in the system leads 
to some unintuitive results. A complete absence of inertial 
effects and, therefore, the dominance of viscous effects, means 
that mixing of fluids is difficult. Microfluidic flows are often 
reversible, meaning that if the flow through a structure is run 
in one direction for a period of time and then reversed to run 
in the other direction for the same period of time, the system 
returns to its original state. Another manifestation of this 
phenomenon is the parallel flow of two liquids in the same 
channel with minimal mixing (Figure 5.5a), which is one of 
the earliest and most straightforward demonstrations of the 
unintuitive nature of microfluidics.

The inertial effects that would make this impossible in a 
macroscopic system are simply absent for microfluidics, but 
the effects of diffusion often are not. Diffusion allows for 
microfluidic devices that have no macroscopic analogue. A 
seminal example of an application of this phenomenon is the 
H-filter [49,50]. This device allows separation of fast-diffusing 
from slow-diffusing molecules in a solution (Figure 5.5b). In 
this schematic, the gray molecules diffuse through the liquid 
significantly faster than the black molecules. The connecting 
channel length and flow rates are chosen such that the gray 
molecules diffuse out to fill the full width of the channel, while 
the black molecules diffuse very little during their residence 
time in the connecting channel. Thus, the lower left exit chan-
nel in the schematic contains only the fast-diffusing species. 
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118 Systems Engineering for Microscale and Nanoscale Technologies

For equal flow rates, it is at half the concentration of the input, 
which is excellent performance for such a separation.

In many fluidic systems, there is a need for mixing, which 
we have just shown to be absent from most microfluidic sys-
tems. Some innovation was required to develop microfluidic 
structures where mixing could occur in a reasonable period 
of time, or stated more appropriately, with a reasonable chan-
nel length for a given flow rate. The solution to this problem 
is to force the two streams that must be mixed to have a very 
large interfacial area for their volume, which allows diffusion 
(rather than turbulence or shear as in large systems) to mix 
the two products. This is impractical to do simply by making a 
channel cross section of very high aspect ratio, but this can be 
done with a variety of grooves or protuberances in the channel 
into which the two streams have been flowed (Figure 5.6) [51–
53]. The flow pattern generated by the fluid flowing over the 
grooves without turbulence generates thin layers of each of the 
two fluids, which can then become homogenous by diffusion.

Other phenomena that become very important in the flu-
idic behavior in systems with few- to hundred-micron length 
scales are those controlled by surface tension and hydropho-
bicity. In this case, there is not a fundamental change in 
behavior as in a transition from turbulent to laminar flow, but 
the importance of both surface tension and hydrophobicity (or 

a b

Figure 5.5 Microfluidic systems examples. Flow rates into the devices at 
the top and out of the devices at the bottom are equal. (a) Two liquids in 
the same channel flow side-by-side with very little mixing. (b) H-filter sche-
matic. The gray dots represent fast-diffusing species; the black dots repre-
sent slow-diffusing species. The lower left exit channel contains only the 
fast-diffusing species.
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hydrophilicity) becomes larger as fluidic systems are scaled 
down until they both can be harnessed to create fluidic driv-
ing forces in ways that are not possible in macroscale systems. 
Because the surface-to-volume ratio of microfluidic channels is 
much larger than that of their macroscale counterparts, sur-
face effects including the surface energies and liquid surface 
tension become important factors both in driving fluid flow 
and in creating novel valving approaches (Figure 5.7).

Many of the earliest microfluidic devices were based on 
polydimethyl siloxane (PDMS), a soft polymer that can easily 
be cast into structures of the appropriate dimensions [54,55]. 

100 µm

1/2 cycle: 1 cycle:0 cycles:

2π/q
α h x

x

y

z

z

h

w

∆фm

Figure 5.6 Herringbone mixer and images of flow streams being mixed. 
(See Stroock, A.D., et al., Science, 295(5555), 647–651, 2002.) Flow is in the 
y-direction. After a small number of cycles of the herringbone structure, 
the two flows have been forced into enough thin layers with large interfa-
cial area that diffusion rapidly homogenizes the liquid.

(a)

Fluid in
Vertical gap: 30 µm

Air in/out

Fluid out

(b)

Figure 5.7 (a) Polydimethyl siloxane (PDMS) microfluidic valve design. By 
operating the valves sequentially, these can also pump fluid. (b) Optical 
microscope image of the valves. The scale bar corresponds to 200 um. 
(Reprinted with permission from Unger, M.A., et al., Science, 288(5463), 
113–116, 2000.)
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This material allows for microfluidic valves whose operating 
principle is similar to conventional valves in that one micro-
fluidic channel is pinched closed by pressurizing and expand-
ing a crossing control channel [56]. Many other valve designs 
are also based on conventional macroscale valves [57]. There 
are also valve designs that can only operate in a microfluidic 
system as they rely on surface tension effects that are far too 
small for macroscopic systems (Figure 5.8) [58–60].

As is evident from the above discussion, scaling fluidic sys-
tems allows for devices that harness phenomena that do not 
occur in larger channels. There is another scaling advantage 
for microfluidic systems that is much more prosaic. Very small 
quantities of fluid are required because of the very small vol-
umes of the channels. A cube 100 µm on a side has a volume 
of 1 nL. Reasonable flow rates through typical microfluidic 
channels are 1 to 10 nL/s. Stated more intuitively, that flow 
rate range would require 28 to 280 days to consume 1 mL. 
The characteristics described in this section have resulted 
in a huge number of potential and realized applications for 
microfluidic systems, including DNA sequencing and separa-
tion [61–65], protein crystallography [66–68], many forms of 
chromatography [69–72], and various biological and medical 
detection devices [49,55,73,74]. The phrases lab-on-a-chip and 
micro-total-analytical-system (µTAS) refer to such systems [69].

The microfluidic devices we have been discussing up to this 
point all have a minimum dimension of at least a few microns. 
As channel diameters approach the nanometer regime, some 
phenomena become much more dramatic, and some new 
molecular phenomena emerge. For many fluidic sensor appli-
cations, the liquid of interest is an aqueous solution consisting 

Li
qu

id

Figure 5.8 Capillary burst valve. Surface tension holds the liquid at the 
sharp expansion of channel width. Above a threshold pressure, the liquid 
starts flowing.
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of water, various salts, and often proteins or polymers. One 
critical parameter in nanoscale fluidics is the Debye length 
in a liquid. The Debye length, formally, is the distance from 
a charged surface at which the electric field created by the 
surface drops to 1/e of its value at the surface. More intui-
tively, it can be thought of as the distance beyond which the 
free charges in the liquid screen out other charges. When a 
dimension of a channel becomes similar to or smaller than 
a Debye length (typically 1 to 100 nm for salt concentrations 
of interest in biological or chemical systems), the properties 
of flow through the channel change [75]. Most importantly, 
significant net flow can be driven with electric fields through 
electroosmosis [76–78]. The basis of this phenomenon is as fol-
lows. Any surface in a liquid will have a slight charge due to 
chemical effects. Free ions in the liquid will screen that charge 
forming an electrical double layer. If an electric field is applied 
parallel to the surface, flow will be driven within that double 
layer. In principle, in a channel of any diameter, an electric 
field parallel to the walls will drive a net flow, because the flow 
within the charged double layer pulls the neutral bulk with 
it due to viscosity. In the case of a nanofluidic channel where 
the diameter is less than the Debye length, the electric field is 
acting on the entire volume of the fluid. Such flow has a rela-
tively flat velocity profile with most of the slip occurring very 
near the surface, and the velocity is a function only of electric 
field, not of radius. This is in contrast to pressure-driven flows 
where a smaller radius results in a dramatic reduction in flow 
velocity (as the square of the radius) due to viscous drag.

Throughout the many orders of magnitude of length scale 
described above, liquid is reasonably approximated as con-
tinuous such that a continuum fluidics model applies. Scaling 
down yet further, eventually pore diameters can approach 
the dimensions of interatomic spacing in water, at which 
point treating the water (or gas) as a continuous fluid is inap-
propriate. In this regime, behavior depends very strongly 
on the details of the materials involved. For example, when 
using single-walled carbon nanotubes with diameters in the 
2-nm range as channels for water, pressure-driven flow can 
travel at a rate a few orders of magnitude larger than would 
be expected from viscous drag predictions in the continuum 
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fluid approximation [79,80]. This occurs because of the atomic 
smoothness of the walls and because the water molecules 
are forced to assume a “water-wire” configuration that has 
less drag. In contrast, polymer membranes with similar pore 
diameters do not show this enhanced water flow rate because 
of surface effects. While the carbon nanotube membranes 
require considerable effort to fabricate and may serve only as 
testbeds for fundamental physics investigations, flow through 
nanoscale channels is ubiquitous in living cells. For exam-
ple, aquaporins are channels that allow water to flow in and 
out of cells [81], and bacteriorhodopsin controls proton flow 
[82]. In both cases, the formation of water molecule chains 
in the nanopore plays a significant role. Thus, fluidics in this 
extreme nanoscale regime turns out to be very important to 
life and could be very powerful in future devices that harness 
these phenomena.

Quantum Effects

The quintessential example of a new phenomenon that arises 
as the length scale of systems of interest is reduced is the 
emergence of quantized behavior. The differences between 
Newtonian (and classical relativistic) mechanics and quan-
tum mechanics are so large they require entirely different 
languages, both in mathematics and in written description. A 
description of the mathematical differences is beyond the scope 
of this chapter, so this section will simply describe some of the 
qualitative differences that arise as the dimensions of various 
objects are reduced to a regime where quantum mechanical 
effects cannot be ignored.

It is, of course, impossible to explain many of the proper-
ties of solids without quantum mechanics. For example, to 
explain why some materials are insulators, some are semicon-
ductors, and some are metals requires a quantum mechani-
cal description of the electrons in the lattice. That quantum 
mechanical description leads to electronic band structure. 
Band structure is a strictly quantum mechanical construct, 
as is the fact that electrons carrying current can scatter 
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from impurities or dislocations but cannot scatter from lat-
tice atoms. Understanding the effective mass of electrons and 
holes in semiconductors also requires quantum mechanics. 
Nevertheless, many problems in electron behavior in solids 
can be qualitatively understood without quantum mechanics 
if the band structure and effective mass of the carriers are 
simply accepted. Also, many systems involving precise sen-
sors have to deal with some aspects of quantum mechanics. 
For example, shot noise in photodetectors is a manifestation of 
the fact that the quantum of light is a photon. Similarly, shot 
noise in a current sensor is evidence that the electron is the 
quantum of charge. Generally, such manifestations of quan-
tum mechanics do not require any deeper understanding of 
the theory than the knowledge that photons and electrons are 
indivisible. In this section, some areas where quantum effects 
play a fundamental role in the macroscopic properties of a sys-
tem or in its interaction with the environment are outlined.

The development of quantum mechanics as a theory 
(mostly in the early 1900s) was driven by inconsistencies in 
the classical theories of electromagnetism and blackbody radi-
ation, by the development of atomic theory, and, experimen-
tally, by the invention of the cathode ray tube, which allowed 
for experiments with beams of electrons. Its development 
remained confined mostly to fundamental scientific questions 
until the development of modern silicon-based electronics. 
Once the silicon metal-oxide semiconductor field-effect tran-
sistor (MOSFET) was developed in the 1960s, the quantita-
tive study of the behavior of electrons and holes in quantum 
wells became a very technologically relevant field leading to 
confirmations of many of the predictions of the theory of quan-
tum mechanics to remarkable accuracy. These devices offered 
something very rare in experimental physics—model systems 
whose governing equations required very few or no approxi-
mations to completely solve mathematically. The electrons or 
holes in the channel of a MOSFET are trapped in a triangular 
quantum well. Their energy levels and phenomena related to 
them (such as temperature dependence and optical response) 
are easily calculated using very simple quantum mechanics 
(Figure 5.9) [83].
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Similarly, the electrons or holes in semiconductor hetero-
structures such as AlxGa1–xAs/GaAs/AlxGa1–xAs or Si/Ge/Si 
are an equally simple quantum mechanical model system with 
electrons trapped in a square quantum well. The analysis of 
these systems extends directly to nanoparticles; therefore, 
they are reviewed in more detail here. Such quantum wells 
are created when a very thin semiconductor layer of one type 
is sandwiched between appropriately chosen layers of another 
type. The key is to create a band structure where the carriers 
are trapped in quantum wells (Figure 5.10). The band struc-
ture schematic in Figure 5.10 outlines the important features 
of such confined systems. Ee,n and Eh,n are the energies of the 
bound states (those where the carriers remain trapped in the 
well) for the electrons and holes, respectively, for n = 1,2,3… 
Electronic wave functions are shown for the first two states 
in the well. The key point here is to understand the unique 
and counterintuitive features of quantum wells. If the elec-
trons were trapped in a classical well in a semiconductor (e.g., 
a macroscopic piece of semiconductor where the well walls are 
the edges of the material), in their ground state, they would 
each have an energy right at the conduction band edge, and 
there would be a continuum of available energies above that. 
In a narrow quantum well, though, even the ground state 
electrons have an energy above the conduction band edge. 
Furthermore, there are a discrete number of energies within 
the well that the electrons can occupy (in Figure  5.10, they 
are Ee,1 and Ee,2). As wells become narrower, the energy gaps 

Ec

Si Metal

Triangular quantum well

Ef
Ev

SiO2

Figure 5.9 Band structure of a metal-oxide semiconductor field-effect 
transistor (MOSFET). The inversion layer consists of electrons trapped in 
a triangular quantum well.
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between the bound states become larger; thus, there are fewer 
bound states.

This quantization into individual levels of the carrier ener-
gies in a quantum well leads to fundamental differences in 
behavior between quantum wells and bulk semiconductors. 
For example, optical absorption in a semiconductor and opti-
cal emission of bulk semiconductor light-emitting diodes are 
governed by the band gap Eg. The wavelength emitted is

 
λ =

⋅h c
E g

and the absorbed wavelengths are λ and shorter because elec-
tronic transitions into the continuum or states above the con-
duction band edge are possible. For quantum wells, though, 
those energies are modified. Typically for emission,

 
λ =

⋅h c
Etotal

where E E E Eg e etotal= + +, ,1 2, for transitions between the elec-
tron and hole ground states. Absorption only happens strongly 

Ec

Ev

Ee,2

Ee,1

Eh,1

Eh,2

Eg,GaAs

L

AlxGa1–xAs AlxGa1–xAsGaAs

Figure 5.10 Band structure diagram of an AlxGa1–xAs/GaAs/AlxGa1–xAs 
quantum well structure. L, the width of the quantum well, is typically 10 
to 40 nm.
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126 Systems Engineering for Microscale and Nanoscale Technologies

at discrete energies that match the gaps between allowed 
quantum well states. Those can be either from the conduction 
band to the valence band states or within the conduction or 
valence bands. Transitions within the conduction band are the 
basis of quantum well infrared photodetectors [84–88] and 
quantum cascade lasers [89–93]. Both are types of devices that 
rely on nanoscale layers and provide functionality that could 
not otherwise be achieved (i.e., conversion of infrared photons 
to current or current to infrared photons in a very narrow 
wavelength range). These are examples of devices where engi-
neering the system at the nanoscale creates functionality that 
cannot exist in macroscopic devices.

In the above devices, the nanoscale layers are buried in 
a macroscopic semiconductor chip. However, the same argu-
ments apply to semiconductor nanoparticles. In that case, the 
entire nanoparticle is a quantum well with the surface of the 
particle acting as the well wall. Such semiconductor nanopar-
ticles can be fabricated in large quantities using simple wet 
chemistry [94–96]. This phenomenon allows the same mate-
rial to be used as a fluorescent marker with a very large range 
of available wavelengths (Figure 5.11).

Semiconductor quantum dots have remarkable advantages 
when compared to traditional fluorescence techniques, which 
are commonly used in chemical and biological sensing and 
microscopy of biological processes [97–99], For years, these 
techniques have used fluorescent molecules to supply the 
fluorescence. Fluorescent molecules, however, only fluoresce 
for a relatively short period of time before they are photo-
bleached. In photobleaching, the incoming photons eventually 
break down the molecule, at which point it stops fluorescing. 
Semiconductor quantum dots, on the other hand, do not suffer 
from this drawback. Because their fluorescence comes from 
electron-hole pair recombination in a semiconductor crystal, 
they do not photobleach. The short-wavelength light used to 
drive the fluorescence is not energetic enough to damage the 
semiconductor crystal.

The above phenomena in semiconductors can be under-
stood using simple quantum mechanics. Particle in a box cal-
culations suffice to predict the energy levels in the quantum 
wells, and therefore, the wavelengths of the fluorescence. In 
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metals, a more complicated phenomenon known as a sur-
face plasmon resonance can create similar effects. In fact, 
without knowing it, such effects were harnessed centuries 
ago in the creation of stained glass [100]. Due to the sur-
face plasmon absorption, the colors of metal nanoparticles 
can be very different from the colors of the bulk metals 
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Figure 5.11 CdSe semiconductor nanoparticle absorption spectra with 
diameters from 1.2 to 11.5 nm. (From Murray, C.B., Norris, D.J., and 
Bawendi, M.G., Journal of the American Chemical Society, 115(19), 8706–
8715, 1993. With permission.) The luminescence spectra of the quantum 
dots are also shown as a function of diameter.
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[100–103]. Gold nanoparticles were used to make red glass 
and silver nanoparticles to make yellow glass. As with the 
semiconductor quantum dots described above, these metal 
nanoparticle-based dyes have lasted hundreds of years with-
out fading, because this is an effect of the conduction elec-
trons in a metal. This is in contrast to most paints or dyes 
where a few years of exposure to normal solar radiation will 
result in noticeable bleaching. As with many of the examples 
throughout this chapter, with both semiconductor and metal 
nanoparticles, there is a dramatic difference between the 
optical properties of the nanoparticles and their macroscopic 
counterparts. These differences arise only as the diameters 
of the particles drop below about 100 nm for metals and 20 
nm for semiconductors. In contrast, throughout the many 
orders of magnitude of available size above those dimensions, 
the optical properties do not change significantly.

Conclusions

This chapter has served as a very brief introduction to a small 
fraction of the phenomena that can change dramatically with 
scale. A thorough listing and explanation of all such phenom-
ena could clearly take up many volumes on its own. The pur-
pose here has been to point out that there are two classes of 
effects that should be considered. One is those effects that 
vary continuously with scale, such as mass, volume, stiffness, 
and resonance frequency. Such phenomena also typically 
vary relatively gradually with scale. The other class is those 
phenomena that emerge relatively suddenly below a certain 
length scale and can lead to dramatic and unintuitive effects. 
These effects of scale are more difficult to design around in 
a typical systems engineering effort. These phenomena dis-
cussed here include purely laminar flow in microfluidic sys-
tems, molecular effects in nanofluidic systems, surface effects 
in MEMS devices, and quantum effects in many solids. The 
length scales at which the phenomena emerge vary greatly 
from hundreds of microns for fully laminar microfluidics to 
the micron-scale for surface stresses in MEMS devices to 
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the nanoscale for Casimir forces and quantum confinement 
effects. For these and other such phenomena, an awareness 
of the length scales at which they become important is vital 
to any systems engineering effort that spans many orders of 
magnitude in size.
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Introduction

The start of the endeavor into the micro- and nanoworld is 
probably considered by many to be Richard Feynman’s “There’s 
Plenty of Room at the Bottom” presentation during a meeting 
of the American Physical Society in 1959. He challenged the 
audience to design and build a tiny motor to fit into a cube 
1/64th of an inch or to write the contents of a book at a scale 
1/25,000 onto a small surface, and he offered prizes for his chal-
lenges. Using conventional tools, William McLellan was able 
to readily meet the first challenge. However, advancements in 
Micro Electro Mechanical Systems (MEMS) and nanotechnol-
ogy were required to allow Tom Newman at Stanford, Palo 
Alto, California, to fulfill the second challenge.

Given the evolution of the field, and similar to the seemingly 
ubiquitous use of terms like nanotechonology, it is very diffi-
cult to define the categories of devices that can be considered 
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139Micro Electro Mechanical Systems

MEMS. Historically, MEMS has had its roots in microelec-
tronics and microelectronics fabrication, and the MEMS term 
has been applied for almost everything smaller than an inch. 
While small devices fabricated with focused ion beams (FIBs) 
or microassembly could be considered MEMS, an important 
aspect is the use of batch photolithographic technology to pro-
duce multiple exact copies of the same device.

The first batch-fabricated MEMS device was a resonant 
gate transistor (RGT) produced by Harvey Nathanson from 
Westinghouse in 1964. This device joined a mechanical com-
ponent with electronic elements. The fabrication was the first 
demonstration of what came to be called surface micromachin-
ing techniques, which is a process for patterning features onto 
a surface. In the late 1960s, H. A. Waggener introduced aniso-
tropic etching in silicon, which was the start of bulk micro-
machining [1]. Kurt Petersen from IBM [2] was one of the 
pioneers in sensors to use resonators and pressure sensors and 
is considered one of the founding fathers of MEMS. His pres-
sure sensors, which were used in blood monitoring devices, can 
be considered one of the earliest commercial MEMS successes 
and was probably the start of systems engineering in MEMS. 
Thermal inkjet technology based on MEMS nozzles was intro-
duced by Hewlett Packard in 1979. In 1982, another MEMS fab-
rication process, X-ray Lithography Galvanoforming (German 
for electroplating) und Abformung (German for Molding) called 
LIGA was introduced, which allowed high aspect ratio micro-
structures to be fabricated either directly by electroplating or 
by compression molding using the LIGA structures as molds. 
Another technology, the deep-reactive ion etching (DRIE) was 
added to the MEMS tool-set by Bosch in 1994. It allows cre-
ation of steep-sided deep trenches in silicon wafers.

A breakthrough for MEMS came in 1993 when the 
Microelectronics Center of North Carolina (MCNC), with 
support from Defense Advanced Research Projects Agency 
(DARPA), created the Multi-User MEMS Process (MUMPs). 
While the Metal Oxide Semiconductor Implementation Service 
(MOSIS) foundry was the first one founded in 1981, this cen-
ter was the first open MEMS foundry to allow different users 
(from nonsemiconductor industries or academic researchers) 
access to low-cost microsystem processing. Sandia offered their 
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140 Systems Engineering for Microscale and Nanoscale Technologies

five-layer Sandia Ultra-planar Multi-level MEMS Technology 
5 (SUMMiT IV™) MEMS process as a foundry service in 1998.

Continued commercial success of MEMS technology was 
seen in the late 1980s. In 1987, L. Hornbeck and W. E. Nelson 
at Texas Instruments invented the digital micromirror device 
(DMD), which is now the basis for many digital light projectors 
(DLPs) [3–5]. From 1987 it took years of engineering to intro-
duce the first instrument using a DMD, the TI DMD2000 air-
line ticket printer in 1992. The first one-chip DLP subsystems 
were delivered to manufacturers in 1996 [6,7]. In 1993 Analog 
Devices introduced surface micromachined accelerometers in 
high volume and at a low cost, which allowed them to be used in 
air-bag sensors, making them available in all automobiles [8,9].

MEMS, and to some extent Nano Electro Mechanical 
Systems (NEMS), are, from a systems engineering point of 
view, the transition from macrosystems to nanosystems. Like 
semiconductor electronics, MEMS are integral parts in many 
macroscopic systems, from air-bag sensors in cars to gyro-
scopes in missiles and satellites. Their integration follows 
standard system engineering approaches for batch-produced 
components that are tested, packaged, and integrated.

Given the engineering design, manufacturing, and fabri-
cation process, components involved, and inherent packaging, 
micro-electro-mechanical devices were considered systems 
from the very beginning. Unlike macroscopic devices, MEMS 
devices are not assembled from individually fabricated parts, 
but they are designed as a system. This is true for the most 
simple resonator or microphone, as well as Sandia National 
Laboratory’s (SNL) motors, which consist of a number of 
springs, wheels, and gear trains [10]. Once designed, all the 
components of a MEMS device are batch fabricated in a series 
of processing steps to create the system, very much like the 
devices in an integrated circuit.

High integration of multiple lower-complexity MEMS 
devices is more comparable to a top-down nanofabrication 
approach. Examples of this are the mirrors for the Texas 
Instruments’ digital micromirror device (DMD), which are 
used in digital light projector (DLP) technologies [11,12] or the 
shutters for the James Webb Space Telescope (JWST). In both 
cases, the devices consist of an array of thousands of movable 
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141Micro Electro Mechanical Systems

mirrors or shutters, which are individually controlled. In the 
case of the DLP technology, every mirror was required to work, 
as no user would want even a single pixel of the display to fail. 
In this prime example of MEMS systems engineering, Texas 
Instruments invested billions of dollars into the DLP technol-
ogy to ensure this level of device fidelity for each manufac-
tured product. Given that it was a unique device and the funds 
were not available for development of a defect-free device, the 
system engineers for the JWST had to take a different view 
and somewhat redefine their requirements based on technol-
ogy limitations. The approach is comparable to that taken 
for very-large-scale integration (VLSI) of integrated circuits 
where limitations in performance due to yield are overcome by 
hardware and software designs around it.

The packaging and integration of a completed MEMS com-
ponent into a device can introduce a variety of design and engi-
neering constraints. Independent of the instrument or device 
complexity, in many cases, the integration of a MEMS compo-
nent into a device requires a systems engineering approach 
different from the approach that an electrical engineer would 
use to assemble an instrument from microelectronics compo-
nents. While this is certainly true for large spacecraft instru-
ments such as the MEMS shutters for the JWST instrument 
[13], even a small instrument with a MEMS sensor requires 
a system-level approach. The MEMS package is an integral 
part of the device system and is often built during the con-
struction or fabrication process of the MEMS component [14]. 
For some MEMS systems, the packaging schemes incorpo-
rate a housing that can protect the MEMS component from 
a variety of external factors, such as particulates and chemi-
cal exposure, mechanical loading, and thermal input, which 
can cause disruption or damage. For an open MEMS device 
such as the JWST shutters, the design, assembly, and perfor-
mance of the entire instrument need to take into account that 
even small particles can stop the MEMS device from working. 
Temperature-induced changes can also have a large impact 
on the MEMS device as resonance frequencies will shift and 
springs or structures can bend or distort if there is a thermal 
expansion mismatch between the MEMS device and the pack-
age or instrument.
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142 Systems Engineering for Microscale and Nanoscale Technologies

Micro Electro Mechanical Systems 
(MEMS) Fabrication

There are two basic fabrication approaches for MEMS 
devices—additive and subtractive:

Additive processing is where features or material layers 
are patterned or blanket deposited onto a substrate and 
can include surface micromachining and molding tech-
niques like the LIGA process. This substrate is usually 
a silicon wafer, which acts as a platform for the depos-
iting and patterning of materials. For surface micro-
machining on a substrate, thin (0.2 to 3 µm) layers of 
material (typically polysilicon, silicon nitride, silicon 
dioxide, and metals) are deposited. Photoresist is spun 
on and patterned to expose the areas where material 
is to be removed using an applicable etching process. 
The same process is performed with the next material. 
In some cases, for example, SUMMiT IV, every deposi-
tion is followed by an oxide deposition and a planariza-
tion step for the wafer. Silicon dioxide (SiO2) has a very 
special purpose, as it is typically used as a sacrificial 
material that is removed by an oxide or hydrofluoric 
acid (HF) etch as a final step in the MEMS process 
(called release or lift-off). This allows freestanding Si 
and metal structures, such as cantilevers and bridges, 
to be generated and features like-covered channels and 
fluidic systems to be patterned.

Subtractive processing is called bulk micromachining but 
can also include some selective etching processes men-
tioned above. This processing typically uses the sub-
strate as the material in which to carve out the final 
device. Here photoresist is deposited and patterned on 
the substrate (silicon) as a protective layer exposing 
the bare areas of substrate that will be etched to form 
the final structure. This can be done using wet etch-
ing with potassium hydroxide (KOH), which selectively 
attacks the silicon along the edge of the crystalline 
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143Micro Electro Mechanical Systems

structure to form bare planes, or dry-etching, which 
bombards any exposed surfaces with ions in a plasma 
field causing gradual material removal. For silicon, the 
DRIE process developed by Bosch allows vertical struc-
tures to be etched through the entire wafer thickness.

MEMS Packaging

In order to physically and functionally integrate a MEMS 
device into a system, special connectivity called packaging is 
required. As typically seen for standard microelectronics, the 
packaging requirements from one MEMS device to the next 
will vary a great deal. The package housing for a resonator 
can allow optical access, environmental exposure, or vacuum 
sealing. In addition to the housing of the device, packaging 
can include mechanical and electrical connectivity. This can 
include connection of moving parts or connection of electri-
cal components via wire-bonded interconnects. The complex-
ity and constraints involved in these types of housings and 
functional connections necessitate a systems engineering 
approach. In most cases, the MEMS package cannot be sepa-
rated from the device design, and device and package need to 
be treated as a system.

MEMS Electronic Interface

One of the hardest problems in MEMS engineering is inter-
facing to the macroscale electronic world. Many of the sensor 
devices generate only a small signal or current, and consid-
ering the scale and capacitances involved, usually require 
immediate signal boosting by a nearby amplifier. Different 
approaches have been used to get around the different pro-
cessing environments, which are destructive for the comple-
mentary metal-oxide semiconductor (CMOS) devices, from 
burying the electronics before MEMS processing or processing 
the electronics before the MEMS is released. More recently, 
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144 Systems Engineering for Microscale and Nanoscale Technologies

chip-scale packaging allows the electronics wafer to be bonded 
and connected to the MEMS die, which is probably the most 
elegant way of hybrid packaging with two different dies. Wafer 
vias and other three-dimensional integration (3DIC) technolo-
gies are becoming more common in integrating MEMS and 
electronics. Interconnecting, driving, and reading the MEMS 
devices are still engineering challenges for which the solutions 
depend on the system in view.

MEMS Engineering

As described above, the techniques employed for the design 
and fabrication of MEMS systems come from the microelec-
tronics/integrated circuit world. In order to understand the 
differences, let’s take a look at systems engineering, focused 
on design and fabrication, in the microelectronics world first, 
and then see how this compares to MEMS fabrication.

Integrated Circuit Fabrication

The electronic components in an integrated circuit (IC), such 
as a CMOS transistor with a gate, source, and drain, are fab-
ricated on an ultrapure silicon wafer. The wafers used in such 
processing are up to 300 mm in diameter and around 775 µm 
thick. For fabrication of a CMOS transistor, a defect-free silicon 
layer is deposited via epitaxy onto a prepared wafer followed 
by deposition of the gate dielectric (SiO2). Using photolithogra-
phy, the gate and the source and drain regions are patterned, 
and then dopants are implanted via ion beam implantation 
and annealing to achieve the desired electronic properties.

In order to form complete electrical circuits, the transis-
tors (and other components) are interconnected with insulated 
metal conduction lines. For this processing, a thin film of SiO2 
is deposited, and trenches (for the interconnects) and holes (for 
the vias) are patterned and etched into the oxide. The trenches 
and holes are filled with a barrier layer and Cu. After each 
layer, chemical mechanical planarization (CMP) is used to 
ensure flat surfaces for the subsequent step.
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145Micro Electro Mechanical Systems

An important aspect of this fabrication, which will continue 
into MEMS and nanotechnology, is parallel/batch fabrication. 
No longer are the components of the integrated circuit built 
separately as their own entities and assembled, but they are 
constructed at the same time using the deposition and pat-
terning of successive layers over an entire substrate. The big 
advantage of this approach is that many completely identical 
devices can be built in each batch with only slight variations, 
which originate from defects in the masks and the wafers. One 
of the disadvantages in this type of construction method is the 
dependency of success on each serial process. Minor variations 
in the processing of one layer will compound in successive lay-
ers. Additionally, if a process at the end of the batch fabrication 
fails, the entire device and thus all previous steps are wasted. 
In order to mitigate these dependencies and reduce overall 
cost, the number of masks and, therefore, the number of layers 
and processes, needs to be kept to a minimum. This strategy 
will reduce the variety of the components across the wafer. For 
example, in a single process batch, the doping levels at each 
device will probably be kept the same, and it will be difficult to 
design a circuit, which requires different doping levels.

Integrated CMOS circuits are built in a semiconductor 
fabrication plant (fab) or a foundry (fab which only produces 
for outside designers). For each required process step, the IC 
designer sends a mask for each serial process in the design. In 
order to reduce cost for the designer, some foundries standard-
ize their processes so multiple designs can be produced on a 
single wafer or potentially multiple wafers in a single piece 
of equipment. This can impose some design rules onto the 
designer, as well as a given order of processes.

Integrated Circuit Engineering

Depending on the complexity and hierarchy of the device, it is 
likely most integrated circuit or ASIC (application-specific inte-
grated circuit) designers will ever see a photolithography mask 
layout or know of the different layers or processes in the device 
fabrication. As a means of abstraction, starting in the mid-
1980s, standard cells were implemented where each ASIC man-
ufacturer offered the use of functional blocks to the designer 
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146 Systems Engineering for Microscale and Nanoscale Technologies

with known characteristics (propagation delay, capacitance, and 
inductance). These blocks, which separate design from fabrica-
tion, could be utilized in software programs that utilize hard-
ware description language (HDL) to describe the functionality 
of the integrated circuit and facilitate efficient circuit layout. 
Logic synthesis tools now compile such HDL descriptions into 
a gate-level netlist, which enables the standard cell integrated 
circuit design. The different steps are shown below, which fol-
low very well the systems engineering approach described in 
the beginning of this book:

Requirements analysis: Determine the required functions 
of the ASIC.

Register transfer level (RTL) Design: Describe the functions 
of the ASIC in HDL.

Functional verification: Software models and simulation 
are used to verify the RTL design.

Logic synthesis and layout: The RTL design is turned into 
a collection of standard cells and electrical connections 
between them, called a gate-level netlist. A placement 
tool places the standard cells on the ASIC, and a rout-
ing tool uses the netlist to create electrical connection 
between the physical placements of the standard cells. 
The output is a layout file that can be used to create the 
photomasks required to produce the integrated circuit 
in a foundry or fab.

Signoff analysis: From the final layout, parasitic resis-
tances and capacitances are calculated to determine 
delay information and performance via timing analy-
sis. A design rule checker determines if the designs fol-
low the rules recommended by the foundry (e.g., with 
respect to width, pacing, and enclosure). After com-
pletion, a set of photomask designs is released to the 
foundry for chip fabrication.

Fabrication: Using photolithography, source and drain 
regions are patterned, dopants are implanted, and 
trenches and holes for vias and interconnects are pat-
terned, etched, and filled.

Metrology: After each step, wafer test metrology verifies if 
the wafer has been damaged and needs to be scrapped.
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147Micro Electro Mechanical Systems

Wafer-level device testing: Once fabricated, each die is 
tested at the wafer level. In many cases, test structures 
to allow and simplify these tests are included in the 
wafer design. The ratio of properly working dies on a 
wafer is referred to as yield.

Chip-scale packages: A modern package approach uses chip-
scale packaging where the package (a silicon or glass 
cover die) is attached at the wafer level, and then a die-
saw is used to dice the wafer into completely packaged 
devices.

Packaging: Each die is mounted into a ceramic or plastic 
package, the die bond pads are connected to the pack-
age pins via wire-bonding, and the die is capped or her-
metically sealed if required.

Final retesting: This confirms performance of the inte-
grated circuit.

As shown above, producing a microfabricated integrated 
circuit follows pretty much a standard systems engineering 
approach. The steps would be a little different if the IC design 
required fast design iterations for tweaking of speed, chip den-
sity, and so forth. For a custom device, given the front-end 
resources required, this standard cell approach can no longer 
be used. For custom designing, there is a much closer connec-
tion between the design functionality and the mask layout; 
therefore, knowledge of the physics and the fabrication pro-
cess is required. If the custom design closely follows another 
with a previously established fabrication process, this cell-like 
approach may be employed. This is true only on a new devel-
opment. Once a process has been developed and reduced into 
a standard cell-like approach, the approach sketched above 
applies again.

One approach, which revolutionized systems engineering 
approaches in semiconductor design, was the introduction of 
VLSI. In order to integrate these large electronic systems like 
a microprocessor onto a single die, die size or device density or 
both needed to increase. This requirement obviously increases 
fabrication complexity and negatively impacts the batch yield. 
Additionally, because modularity is decreased, it requires dies 
with less and smaller defect density and photolithography 
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148 Systems Engineering for Microscale and Nanoscale Technologies

patterning with higher resolution and improved alignment 
accuracy. When considering the potential sources of variation 
in materials and processing and the decreasing tolerances 
brought about by small features and higher feature densities, 
it might actually be impossible to create a single die without 
any defect. Therefore, to compensate, new approaches were 
taken during the design process allowing for a certain num-
ber of defects in the die by expecting these in the design of 
the die. Once produced, a die can be tested, and the defective 
areas can be identified and assessed. Depending on the defect 
density and functional location of defects, this information is 
stored and can be used to determine the potential operating 
range in the application of the die. For example, even with a 
defect that impacts speed, the die could still be used with a 
speed lower than that for which it was originally designed.

MEMS Fabrication

Given the evolution of the semiconductor field and the tech-
nologies available for patterning microscale structures, it is no 
surprise that the fabrication steps for MEMS devices are simi-
lar to those for integrated circuits. MEMS devices can consist 
of mechanical components, such as membranes, cantilevers, 
springs, actuators, and so forth, or electrical components, such 
as conduction lines or sensors that detect changes in specific 
phenomena (impedance, electrical fields, temperature, etc.). 
MEMS devices can consist of a single functional or structural 
component (e.g., a MEMS microphone, a resonator) or a num-
ber of integrated components such as springs, proof-masses, 
and rotors.

As is the case for integrated circuits, batch fabrication 
involving the series deposition and patterning of blanket lay-
ers of material is required to construct each device. Despite the 
similarities in processing methodology of CMOS and MEMS 
fabrication, there are differences in the processing (i.e., temper-
ature), structural geometries, and materials used depending 
on the mechanical requirements of the final device. Whereas 
the design of CMOS devices focuses on the electrical resistivity 
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149Micro Electro Mechanical Systems

and conduction and the thermal issues, MEMS devices need to 
account for mechanical factors like material elasticity and dura-
bility. For example, an extreme elevation in a processing param-
eter like chamber temperature might be required to achieve 
superior mechanical performance. Additionally, whereas an IC 
device will be separated from the wafer and batch by dicing the 
substrate around it, many nonplatform-based MEMS devices 
need to be physically detached or “lifted-off” from the substrate 
following fabrication.

MEMS Engineering

The MEMS devices are typically fabricated in foundries such 
as MCNC’s MUMPs process (now MEMS CAP), or SNL’s 
SUMMiT IV process. As described before, each foundry has 
a predefined series of processes for the successive deposition 
and patterning of material layers and thicknesses to allow 
multiple designs to be placed on the same wafer. Custom 
MEMS devices with special materials and thicknesses 
require unique processing; therefore, they are usually more 
expensive to manufacture. Typically, these special process-
ing runs are used only for special mass products like Analog 
Devices Accelerometers, Texas Instruments’ DMDs, or cer-
tain high-impact applications requiring specific performance. 
The different steps in a standard MEMS design and fabrica-
tion process are shown below and follow a similar path as the 
steps for microelectronics:

Requirements analysis: Determine the required functions 
of the MEMS device.

Functional model: This is often a multiphysics model 
where electrical behavior is coupled to mechanical 
behavior. In some applications, fluidic behavior (gas 
or liquid) also needs to be included, as does thermal 
behavior, particularly for thermally sensitive devices 
or thermally actuated devices.

Functional verification: Simulation software is used to 
verify the performance of the MEMS model.
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150 Systems Engineering for Microscale and Nanoscale Technologies

Layout: The mechanical model is translated into a MEMS 
design built of different layers. Different foundries 
have libraries of such devices, which take to required 
parameters (frequency, capacity, etc.) as input and cre-
ate a multilayer design. For custom designs, software 
is available (Coventor, L-Edit, Sandia’s MEMS design 
tools with AutoCAD, etc.), which helps to translate the 
model into layers and follow the design rules; how-
ever, there is still significant manual layout involved. 
Placement and routing are typically done manually, 
because the device densities are small enough. The 
output of the layout software is a layout file, which can 
be used to create the photomasks required to build the 
devices at a fab.

Signoff analysis: For some standard MEMS designs, the 
performance can be estimated using certain software 
modules, which will “model” the fabrication and gen-
erate a 3D model of the end result. This process still 
requires processing expertise and, typically, a design 
review. Once at the foundry, the design rules will be 
checked before the photomask designs are released for 
the fabrication.

Fabrication: Using photolithography, each layer is pat-
terned and deposited and possibly planarized, etched, 
or annealed.

Metrology: For more complex MEMS processes, metrol-
ogy verifies if the wafer has been processed correctly or 
needs to be scrapped. A common approach for process 
development is to start a large number of wafers in the 
process and only run a partial lot to have some backup 
wafers in case the processes did not work. Test struc-
tures are typically included by the foundry to measure 
the performance.

Wafer-level device testing: Usually, the device’s functional-
ity cannot be assessed before the devices are released, 
but some of the electric properties (the E in MEMS) can 
be tested.

Dicing and release: This process is unique to MEMS 
devices. Using etchants, a sacrificial layer is removed 
which generates freestanding MEMS devices. Depend-
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151Micro Electro Mechanical Systems

ing on the device, these can be very sensitive, and often 
the release process is performed after the wafer is 
packaged and diced.

Wafer-level packaging: Wafer-level packaging (WLP), 
where a silicon or glass cover die is attached at the 
wafer level, was introduced for MEMS devices initially 
and has become more important for MEMS because it 
allows release processes at the wafer level before die-
saw. The wafer level package keeps the particles gener-
ated from the die-saw away from the sensitive MEMS 
components. This also allows sensitive mechanical 
structures to be packaged in vacuum or sealed in atmo-
sphere and from then can be used like an electronic die 
in a plastic package.

Packaging: Many MEMS devices are packaged into 
ceramic or plastic packages, but often the package is 
part of the engineering design, and special require-
ments such as environmental access or damping 
restrictions require custom packaging approaches.

Final testing of the packaged device confirms performance 
of the MEMS device. Even though this seems to be a straight-
forward engineering approach, the geometric and material 
variability and processing parameter ranges can create pro-
cessing interdependencies that complicate the overall systems 
design. For example, etching selectivity can preclude the use 
of certain materials or result in additional processing to pat-
tern protective layers. The breadth of materials expands the 
application ad infinitum as much as if one would include all 
semiconductors into IC processing.

MEMS Systems

From the large number of MEMS devices that have been inte-
grated into systems, few have had commercial impact, and 
those that have are still in an engineering spiral for perfor-
mance enhancement or miniaturization. Other devices have 
been specifically developed for unique applications such as a 
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152 Systems Engineering for Microscale and Nanoscale Technologies

spacecraft mission. Depending on the production level, applica-
tion, and device complexity, the systems engineering approach 
for MEMS devices is quite different.

Only a few MEMS systems are finalized at the compo-
nent level with little device integration or packaging needed. 
Examples for those are resonators or MEMS switches. These 
devices can be treated like electronics components requiring 
just electrical connects and simple packaging to maintain a 
preset pressure whose precision controls the resonator quality 
factor.

Most MEMS devices are designed to interact mechanically 
with the environment (e.g., directing optical beams, detecting 
sound waves, or directing liquid flow). In this case, the devices 
are integrated into a larger system, and package and microscale-
to-macroscale interface is the important aspect for the systems 
engineer. The complexity of this packaging can range from sim-
ple electrical connectivity to high precision physical alignment 
of moving mechanical parts. A simple example for packaging is 
the integration of a MEMS microphone into a circuit board using 
standard electronic assembly processes. More complex examples 
are the integration and environmental considerations for MEMS 
micromirrors from Texas Instruments or the shutters for the 
James Webb Space Telescope. Requiring even more development 
are medical and biomedical devices, which require not only bio-
logical compatibility but also ensured benefit for each patient.

One large advantage that MEMS components provide is 
miniaturization. Although this can provide tremendous bene-
fits for integration into space- and weight-limited devices, it can 
require special considerations during the system engineering 
approach for packaging. A good example of the benefit provided 
for MEMS miniaturization was the development of stand-alone 
accelerometers and gyroscopes, both components designed to 
be inertial measurement units (IMUs). The incorporation of 
these components into car air-bag deployment systems was a 
big breakthrough for the MEMS field. This miniaturization 
benefit propagated the development of technologies to amplify 
the very small charges generated in the reduced-impedance 
capacitive readout. Soon after, gyroscopes with six degrees 
of freedom on a single die were successfully developed. Even 
though the MEMS device did not change much, with exception 
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153Micro Electro Mechanical Systems

to some evolutionary performance improvement, the device as 
a whole, the IMU, suddenly became the complete microsystem. 
These motion-detecting systems, which are presently in use 
in commercial entertainment systems, eventually contained 
both the electronics for translating MEMS outputs into coor-
dinates and the microprocessor capability to translate velocity 
data into motion signals such as shake, up, down, and so forth. 
The MEMS device becomes part of a more integrated micro-
system, which utilizes MEMS technology to integrate multiple 
components into a small package.

The following will discuss some commercial and spacecraft 
applications that have been developed from MEMS devices 
and now are integrated MEMS systems.

MEMS Microphone

Given that the first MEMS devices were pressure sensors 
using small freestanding membranes, taking the next step to 
build a MEMS microphone is not all that exciting by itself, 
and there has not been a commercial or technical driver for 
a long time. At their inception, MEMS microphones could not 
compete with electret microphones, which were already very 
inexpensive, more sensitive, and nearly as small. This, how-
ever, changed with the introduction of a newly popular mass-
production process called lead-free solder reflow assembly. 
Instead of point-soldering each stand-alone electrical com-
ponent for integration into a circuit board, this new process 
heated the entire board to reflow all patterned solder at once. 
Although MEMS devices could withstand the processing tem-
peratures required during the assembly cycles, electret micro-
phones needed to still be placed and soldered individually. 
Given its allowable use in this mass-production process, the 
development of the Knowles SiSonicTM MEMS microphone was 
targeted toward high-volume consumer electronic products 
where cost is a key factor [15].

For a complete auditory system (in addition to the MEMS 
microphone sensor), accessory circuit components are required 
to boost and process the MEMS microphone signal. Established 
and inexpensive CMOS amplifiers are well suited to provide 
this amplification and are small enough to be electrically 
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154 Systems Engineering for Microscale and Nanoscale Technologies

packaged to the microphone and allow the sensor to be open to 
the environment.

The microphone is a fully clamped round polysilicon mem-
brane about 0.5 mm in diameter and 1 µm thick, which is micro-
machined on a standard silicon wafer. During fabrication, the 
silicon below the membrane is removed using deep reactive 
ion etch (DRIE). The total die size is 1.65 × 1.65 mm, and the 
electrical packaging for the microphone contains a series of 
separately constructed CMOS amplifiers to boost the signal 
from the membrane. Given the limited capacity between this 
membrane and the substrate, these amplifiers are placed very 
close to the MEMS device to reduce stray capacities and pre-
vent the introduction of electromagnetic interference (EMI).

Without a commercial foundry to offer joint MEMS and 
integrated CMOS electronics fabrication, the dies that contain 
the individual fabricated microphone and amplifiers are sub-
sequently packaged together by using standard semiconductor 
packaging equipment at an extremely low cost. The packaging 
sufficiently exposes the microphone sensor to the environment 
yet still protects the MEMS and CMOS die from both physical 
damage and unwanted electrical noise.

MEMS Inertial Measurement Systems

MEMS inertial systems such as accelerometers and gyroscopes 
can probably be considered to be the MEMS devices with the 
largest commercial impact. Driven by the needs of air-bag 
technology and entrance into a potentially large commercial 
market, Analog Devices introduced the ADXL50 in 1996 as 
the world’s first integrated MEMS accelerometer [13,14].

For the development of the ADXL50 accelerometer, there 
are multiple systems engineering considerations. A more 
holistic view looks at the inertial navigation system (INS) and 
its spiral development into a microsystem. An inertial mea-
surement unit typically consists of three-axis accelerometers 
and three-axis gyroscopes and the read-out electronics that 
determine direction and velocities. An INS also requires a 
processor, such as Systron Donner’s MMQ50 INS system [16], 
to perform Kalman filtering and provide continuous position 
information. The development of such a system requires an 
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155Micro Electro Mechanical Systems

initial plan for integration of these individual components 
followed by the design and construction of each component. 
This system design and integration has led to the develop-
ment of INS devices like InvenSense’s MPU-6000 three-axis 
Gyroscope, three-axis Accelerometer, and nine-axis sensor 
fusion [17], which can incorporate motion-processing libraries 
to allow use in smartphone and gaming devices.

Looking at the development of inertial MEMS devices from 
a historical view reveals the same spiral steps that have to 
be taken when designing an integrated MEMS INS starting 
with the MEMS accelerometers.

Analog Devices’ success with the ADXL50 accelerometer 
was based on the integration of analog electronics with the 
MEMS structure using Analog Device’s iMEMS® process [18]. 
Their process allowed the electronics and the MEMS devices 
to be built on the same die, which was a critical development. 
This close integration allowed parasitic capacities to remain 
small, increasing the overall measuring resolution of the 
accelerometer [19,20].

Another important functional requirement for a complete 
IMU is the measurement of orientation using a gyroscope. 
Most MEMS gyroscopes measure the effect of the Coriolis 
force onto a vibrating mass. This measurement uses an object 
in a rotating reference system where an applied pseudo-
force proportional to the rotation rate acts perpendicular to 
the direction of motion. The difference in this accelerometer 
design is that the mass is driven in one direction, and the 
deflection is measured in the other direction. The ADXRS150 
and the ADXRS300 with full-scale ranges of 150°/s and 300°/s 
from Analog Devices were the first commercially available 
surface-micromachined angular rate sensors with integrated 
electronics [21].

Although combining two axes onto a die is straightforward, 
the integration of a third axis requires a different design for 
either accelerometers or gyroscopes. In 2006 Analog Devices 
introduced the ADXL330, which provided three sense axes in 
a 4 mm × 4 mm Lead Frame Chip Scale Package (LFCSP) 
by combining both MEMS structures and ASIC circuitry 
on a single die [21–23]. Just recently, Analog Devices intro-
duced the ADXL345, a triple-axis accelerometer that uses 
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156 Systems Engineering for Microscale and Nanoscale Technologies

separate MEMS and ASIC dies wire-bonded together in a sin-
gle package. While this separates the fabrication processes, 
the increased modularity allows for higher complexity in the 
ASIC circuitry. A similar approach is used by InvenSense for 
their MPU 6000 using the ASIC die as the cap for the MEMS 
die [24].

MEMS DMD

One of the biggest success stories in Micro Opto Electro 
Mechanical Systems (MOEMS) is the Texas Instruments 
Digital Mirror Display (DMD). First invented in 1987 and 
introduced in 2000, the technology now powers more than 
1,500,000 projectors [25,26]. DMD is an array of mirror-
switches each 16 µm by 16 µm in size that reflect light in and 
out of the optical path.

Texas Instruments’ development of the DMD for digital 
light projection is an excellent example for systems engi-
neering involving MEMS. It started with the work of Larry 
Hornbeck in 1977 at Texas Instruments to develop a device to 
modulate light for the Department of Defense. The first proto-
type was a deformable mirror based on a metalized polymer 
membrane, which was controlled by a charge-coupled device 
(CCD) array.

Further development in the 1980s led to an analog sys-
tem that incorporated a reflective metal cantilever controlled 
by n-channel metal-oxide-semiconductor (nMOS) field-effect 
transistor circuitry. At this point, Texas Instruments decided 
to investigate the incorporation of mirror display technology 
into their printer systems. However, the analog mirror did 
not meet the requirements for the printer or display applica-
tions. As a result, focus was placed on the utilization of digital 
switches that could turn the mirror in or out and modulate 
the intensity via pulse-width modulation. The first DMD, a 
linear 512 pixel array, was built in 1987, and in 1992 Texas 
Instruments utilized a 840 pixel array in their high-speed air-
line ticket printers.

In 1991 Texas Instruments formed a corporate-level ven-
ture project to develop digital video applications using the 
DMD, which then became digital light processing (DLP). 
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Texas Instruments built a dedicated wafer fabrication facility 
for the development of this concept, which replaced the pixels 
with arrays of close-packed micromirrors on torsional flexures 
hidden under the mirror. This new design helped to remove 
scatter from the projector light. They then developed a pulse-
width modulation scheme based on electromechanical latch-
ing of the mirror to the electrodes displaying the optical signal 
while memory is being reloaded. One of the impressive break-
throughs for this DMD device is that the MEMS components 
are integrated directly with control electronics on the same 
chip. This provides advantages for both simplified connectiv-
ity and control of each mirror and just requires careful selec-
tion of materials to ensure fabrication process compatibility 
for both the MEMS and CMOS components. Given the number 
of mirrors on each device, this direct connectivity is necessary 
because it would be virtually impossible to wire-bond sufficient 
connections from the mirrors to the chip to pass all switching 
information. The aluminum alloy used to construct mirrors 
allows low-temperature processing compatible with the silicon 
electronics on the chip. With this process and device integra-
tion, the first DLP projection system was introduced in 1997, 
and it captured a 20% share of the market very quickly.

Since the release of the initial projection system, DMD 
technology has been expanded to digital cinema applications, 
volumetric displays, and spectral processors. As of 2008, DMD 
chips were available in sizes up to 2048 × 1080 mirrors, each 
mirror moving up to 3,000 times per second or 1012 cycles per 
100,000 hours.

In the case of the DMD technology, the engineering devel-
opment began at the manufacturing process. The DMD array 
is a monolithic device with the aluminum DMD superstructure 
built onto a CMOS address circuit on a silicon wafer. The DMD 
structure composes three layers of an aluminum alloy devel-
oped for the requirements of the system with two layers of sac-
rificial photoresist for release. After release, a self-assembled 
monolayer is deposited onto the device during packaging to 
act as a lubricant to prevent sticking. With this design, the 
aluminum alloy for the torsion fixture allows reliability to 
more than 20,000 hours. The packaging requirements for this 
system include optical access through a high-quality window, 
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158 Systems Engineering for Microscale and Nanoscale Technologies

image-limiting aperture, package headspace for reliable oper-
ation (hermeticity and contaminant removal via getters), and 
temperature control.

The DMD is one of the most complex machines ever built 
with 1 million moving parts working reliably over trillions of 
cycles. The challenge for the device is that each pixel needs 
to work reliably as a single failure is readily identifiable. Due 
to the requirement for very high fidelity, a Failure Modes and 
Effects Analysis (FMEA) was used to ensure reliability, and a 
test-to-failure implementation was used to probe the limits of 
the devices.

Space Technology 5 Satellites—
MEMS Louvers

In addition to the large-scale manufacturing for commercial 
products, MEMS devices can be uniquely designed for many 
noncommercial and limited-production systems. Although 
development for these systems still requires iterative design, 
fabrication, packaging, and assembly, only limited numbers of 
working devices are constructed and used for the prescribed 
and dedicated functionalities. Many examples of these devices 
originate from development for military and space applica-
tions, and include the shutters used for the Space Technology 
5 (ST5) satellites’ MEMS radiator [27,28] and the James Webb 
Space Telescope [29].

Given the scope, unique deliverables, and the defined bud-
gets for these types of projects, different requirements exist for 
device development. A typically limited budget does not allow 
the same investment as Texan Instruments undertook to build 
a complete MEMS product platform. This is especially true 
when considering the limited application space and produc-
tion requirements of these unique devices. For devices used in 
space, special environmental considerations can impose engi-
neering constraints and boundary conditions. In all, the follow-
ing unique conditions and requirements expected for a device 
launched into space can complicate the design: low-power 
requirements, resistance to humidity and severe mechanical 
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inputs while on the launch pad, viability in space vacuum and 
in extreme temperatures ranging from –45°C to 65°C, limited 
outgasing, resistance to micrometeorites in space, and the need 
for backup systems and redundancy to prevent complete fail-
ure. Given the cost of launching devices into space, extensive 
testing is also needed to ensure performance.

One of the first space devices comparable in complexity 
to the DMD was the MEMS shutter array for the National 
Aeronautics and Space Administration’s (NASA) New 
Millennium Mission ST5, launched in 2006. The development 
of this device resulted from a collaboration between NASA’s 
Goddard Space Flight Center, the Johns Hopkins Applied 
Physics Laboratory, and Sandia National Laboratories. This 
device functioned with minimal energy to open and close a 10 
× 10 cm radiator in order to control the emitted radiation, and 
therefore the temperature, of the satellite. As a forerunner for 
small micro- and nanosatellites, the successful demonstration 
of this MEMS device to provide active thermal control vali-
dated the applicability of MEMS in space.

The initial shutter design used arrays of large louvers, 
1 × 0.4 mm, that were opened and closed by MEMS motors 
(see Figure  6.1). Although this design allowed good cover-
age and greater material selection for the high emissiv-
ity surface (the exposed material), these larger active areas 
appeared to be too delicate for space flight. Additionally, the 
initial fabrication process that was used did not allow for 
high-efficiency electrostatic motors or reliable shutter hinges. 
Thermal expansion mismatches between the gold coating and 
the silicon substrate of these large louvers also led to mate-
rial strains large enough to induce unintended bending and 
curling. The subsequent design compartmentalized the large 
louvers into arrays that contained shutters that were each 6 
µm wide, 150 µm long, and 6 µm apart. These arrays, which 
were 3 × 6 mm in size, could be opened and closed by teams of 
six integrated electrostatic motors powered with voltages up 
to 30 V. In the first prototype, nine such arrays were on each 
die, as shown in Figure 6.2. These prototypes were fabricated 
with Sandia’s Summit V process, gold coated, and then sub-
jected to electrical, shock, and temperature tests. The design 
utilized “mushroom” bondpads, which were designed to allow 
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the entire array to be gold coated without creating shorts at 
the bondpad–silicon interface. For the same reason, the design 
included buried interconnects between the bondpads and the 
motors. In this design, the movement of the shutters was sen-
sitive to any type of debris, either mechanically disabling the 
shutter action or inducing a short in the drive circuit as only 
one in five devices had no defects and complete functionality.

As a compromise between higher yield, which can be depen-
dent on device size and total coverage area, the next design 
used arrays of 300 × 300 shutters, and a die size of 12.65 × 
13.03 mm. Instead of independent control, all shutter arrays 
were driven by a single control supply. In order to ensure that 
an electrical short in any shutter would not short the entire 
array, each shutter was connected to this drive power with a 
MEMS fuse. In the case of a short, this fuse would blow and dis-
connect the broken shutter from the rest of the shutter array.

Figure 6.1 Micro Electro Mechanical Systems (MEMS) louvers, partially 
open (top) and all closed (bottom). (Courtesy of JHU/APL.)
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Given the number of moving devices, fidelity remained a 
main challenge. Each die was tested semiautomatically, and 
after initial power-up, nonworking shutters would blow their 
individual fuses. By quantifying these broken fuses, the yield 
of working shutters could be better quantified. For this spe-
cific application in space, the goal was to achieve roughly 95% 
of the shutters working.

The sensitivity to particulate contamination created unique 
packaging challenges for protecting the shutter elements dur-
ing launch. This device was mounted to the exterior of the 
spacecraft; therefore, grounding for the spacecraft electrical 
surface needed to be considered as well. The final package cov-
ering for the radiator utilized a window made from 3 µm CP1 

Figure 6.2 Close-up of electrostatic motor and shutters (top) and shutter 
array (bottom). (Courtesy of JHU/APL.)
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polymer that was coated with indium-tin oxide (ITO), which 
is a transparent conductor, to meet the conductivity require-
ments. To manage the thermal expansion mismatch between 
aluminum and silicon for the survival temperature range 
(–45°C to 65°C), an intermediate carrier made from alumi-
num nitrite was used.

For assembly, sets of six die with wire-bonds connecting 
all the common inputs were attached to an aluminum nitride 
substrate with conductive epoxy. Six of these die sets were 
then themselves attached to the aluminum radiator with 
epoxy. The overall shutter control was closed-loop, utilizing a 
thermistor temperature sensor colocated on the underside of 
the radiator chassis with a heater to allow both heating and 
cooling control of the radiator temperature. A top-view picture 
of the radiator is shown in Figure 6.3.

Prior to launch, the package went through a full space quali-
fication including thermal vacuum, vibration, shock, and acous-
tic testing at NASA Goddard Space Flight Center. The presence 
of MEMS devices open to the environment required some 
changes in the testing work-flow. The radiator was protected 
by a “remove before launch” cover, which, while protective, was 

Figure 6.3 Space Technology 5 (ST5) radiator, six substrates with six 
Micro Electro Mechanical Systems (MEMS) shutter arrays each. (Courtesy 
of JHU/APL.)
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not kept under vacuum. In air, condensation could potentially 
cause shorts and stiction, and any voltage on the devices would 
blow the respective fuses disconnecting these specific shutters 
and reducing device performance. Therefore, testing was only 
performed while under vacuum. This ST5 radiator device and 
its MEMS components finished its mission successfully in 2006 
working for the full 3 months of the mission life.

James Webb Space Telescope (JWST) MEMS Shutters

The MEMS shutters for the James Webb Space Telescope 
(JWST) provide an example of a high-complexity device that 
was designed around the MEMS component [29,30]. These 
shutters selectively expose an infrared spectrometer, the Near-
Infrared Spectrograph (NIRSpec), to different sections of an 
image to perform simultaneous spectroscopy on up to 100 very 
dim targets. To further illustrate the complexity, one of the 
original NASA requirements was an open fill-factor of more 
than 65%. Two potential solutions existed: small micromirrors 
(similar to the Texas Instruments’ DMD), which would reflect 
undesired objects out of the optical path, or shutters, which 
would block unwanted parts of the image.

The final implemented solution was an array of silicon 
shutters with a magnetic coating, which were controllable by 
a proximal magnetic field moving across the array. The shut-
ters could be independently opened by an electrostatic elec-
trode allowing for complete control of the image that passed 
through the array. Figure 6.4 shows an earlier version of the 
shutters with one of them being opened mechanically. Each 
of the four 41.2 × 44.6 mm microshutter arrays contains 171 
× 365 shutters, and each shutter is 204 µm long and 105 µm 
wide. In addition to achieving space qualification (thermal 
vacuum, shock, vibration, and acoustic testing), these shut-
ters had to work at cryogenic temperatures (35°K) and have 
the ability to successfully open and close more than 100,000 
times. Unlike the ST5 shutters that are all on a common signal 
line, this shutter device needed to demonstrate independent 
shutter control. Using a strategy employing physical electrical 
conduction lines would require a large number of connections 
between the shutter die and a control board. Because these 
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connections also needed to survive the transition to cryogenic 
temperatures, NASA used indium bump bondpads to connect 
the shutter array to the silicon substrate. Figure 6.5 shows 
such a shutter array mounted on the substrate. To reduce the 
possibility of failure, approaches were taken to mitigate risk 
and ensure array performance. For example, failed shutters 
were sealed, and any shorts in the metal traces were removed 
using laser ablation. Figure 6.6 shows all four shutter arrays 
mounted in the NIRSpec instrument.

Figure 6.4 The James Webb Space Telescope (JWST) microshutter array. 
(Courtesy of the National Aeronautics and Space Administration.)

Figure 6.5 The James Webb Space Telescope (JWST) shutter array 
mounted onto the substrate. (Courtesy of the National Aeronautics and 
Space Administration.)
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From Micro- to Nanosystems

The goal for this chapter is to define the unique requirements 
and conditions for MEMS system engineering as compared to 
standard system engineering principles and techniques and 
to reveal some past MEMS successes and their unique sys-
tems approach. Background on a variety of devices was pro-
vided to demonstrate where MEMS have been integrated into 
engineering systems. The MEMS louvers that were built for 
spacecraft heat dissipation are a good example with which to 
examine the systems engineering approaches as analogous 
devices exist at the macroscopic, microscopic, and potentially 
at submicron/nanolevels.

The comparison of engineering approaches for macro- and 
microscale devices provides some insight for the development 
of nanoscale devices. A macroscopic system, which includes an 
assembly of modular components, is always built top-down as 
the development of each subsystem is carried out independent 
from each other. For example, a macroscopic louver consists 
of a holding frame, the louvers, the driving motor, and the 

Figure 6.6 The Near-Infrared Spectrograph (NIRSpec) microshutter assem-
bly. (Courtesy of the National Aeronautics and Space Administration.)
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electronics control module. The final device will utilize one 
modular radiator design, which is potentially constructed and 
incorporated multiple times. Each of the shutter and motor 
subcomponents will be constructed in parallel and then sub-
sequently assembled. In addition to reducing the reliance on 
construction yield for device success, modular design also 
allows for independent testing prior to assembly.

As illustrated previously, for a MEMS system, both the 
design approach and construction processes have significant 
differences compared to macroscale systems. MEMS systems 
cannot readily utilize subsystem components, because the 
requirement for assembly and packaging at the microscale 
needs to be minimized. Where modularity and reuse of subsys-
tem components would be implemented in a macroscale system, 
the MEMS solution would instead reuse a particular design 
or feature multiple times, which would be batch fabricated at 
once. Even though mass production is possible using batch 
fabrication, it carries with it a higher reliance on batch yield, 
because the serial replacement of any nonfunctioning features 
in a MEMS component is either not possible or is extremely 
resource intensive. When considering the development of the 
ST5 shutters, the bondpads had to be designed in a way that 
the final gold coat of the entire array, which was not part of 
the SUMMiT V process, would not short to the substrate. The 
removal of these shorts required individual laser ablations, 
which did not repair the device but simply prevented its com-
plete failure. Given that features of the MEMS component are 
fabricated together, thorough knowledge of each fabrication 
process parameter and its effect on those features is impor-
tant from the initial design and forward. These considerations 
range from processes like wet-etching silicon, where the etch-
ing angle depends on the orientation of the silicon crystal lat-
tice, to blanket etches using deep-reactive ion etching (DRIE), 
where the etch rate depends on the feature dimensions.

Once the system is designed, all components are built in 
parallel on the wafer, layer by layer, and again, the main reli-
ance for device success is the yield. Yield is a seminal issue for 
semiconductor manufacturing, and given the reliance on simi-
lar construction techniques, it extends to MEMS. As described 
previously for the ST5 shutters, the batch yield decreases with 
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167Micro Electro Mechanical Systems

increasing size according to a power law. Increasing complex-
ity of the MEMS component that increases the number of fab-
rication processes can decrease yield as well. This has to be 
taken into account in the very beginning of a project, in the 
requirements definition phase, and has to be integrated into 
the system design.

Two approaches for reliance on yield have been discussed: 
the refinement of the fabrication process to increase the yield 
and the introduction of compensatory design features to allow 
device performance despite nonperfect feature yield. Texas 
Instruments invested to develop processes and approaches 
that, after the infusion of millions of dollars, delivered error-
free devices with a reasonable yield. The ST5 MEMS shutters 
program chose the second approach by incorporating fuses 
to prevent an electrical short from causing the failure of the 
entire device.

Assuming we could scale the MEMS structures down to the 
submicron and nanoscale to produce Nano Electro Mechanical 
Systems (NEMS), it is likely that the design approach would 
closely follow the top-down approach that is used for semicon-
ductor devices and MEMS. NEMS devices share similar design 
challenges with MEMS and have promising benefits for con-
tinued miniaturization and reduced power requirements, but 
nanoscale material and scaling-based limitations ultimately 
limit the overall application space. For example, in a nanoscale 
shutter system similar in concept to the ST5, once the shutter 
becomes smaller than the wavelength of the light, it will no 
longer transmit all wavelengths. In addition, the metrology 
and testing techniques available to MEMS, even something 
as simple as visualization, would not scale down appropriately 
or provide insufficient resolution for NEMS. Characterization 
and validation of the device performance would be difficult or 
even impossible. Given these complexities and limitations, the 
top-down systems approach of a nanoscale device is still pro-
hibitively challenging at this point.

There are, however, examples of nanosystems that have 
been developed using a bottom-up system approach. The inte-
gration of carbon nanotubes (CNTs) has been successful in a 
variety of technologies, because they can provide unique struc-
tural, geometric, thermal, and electrical properties. They can 
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be used to increase the conductive surface area and, therefore, 
reflection when spread on top of a substrate (e.g., by an elec-
tric field), or, given their high emissivity when standing up, 
to radiate heat. This could be used to switch the emissivity 
of a CNT-coated substrate via an applied electric field. This 
emissivity change can only be observed for a forest of CNTs, 
because a single CNT does not change its emissivity whether 
it is flat on the substrate or straight up. This new property is 
called an emergent property, existing due to the assembly of 
the CNTs only. In contrast, conductive polymers will change 
emissivity within an applied electrical field independent of the 
dimensions of the polymer. This differentiates a nanosystem 
from a material such as the polymer.

Like the deposition of thin-film SiO2 onto a silicon wafer or 
the careful etching of nickel to produce nanosized islands, the 
process of growing CNTs is an established MEMS fabrication 
technique. Process refinement for the construction of semicon-
ductor and MEMS components will increase yield and repeat-
ability, but the process conditions for growing an individual 
carbon nanotube cannot be controlled precisely enough to 
manipulate the shape or permit exact reproduction of a specific 
carbon nanotube design. Given the scale and the method of CNT 
growth, the environmental conditions (chemical availability, 
thermodynamics, etc.) seen at the chemical bond level contain 
too much variability, and increased reproducibility requires the 
development of microscale technologies dedicated to enhancing 
this control.

Although controlled growth of individual nanotube ele-
ments is currently limited, a variety of design parameters for 
the development of CNT systems, such as nanotube density, 
length, thickness, and potentially in the near future, chirality, 
can be controlled. Given enough research and resources, the 
processes can be set to achieve these design parameters, but 
within the distribution set by environmental conditions such 
as processing temperature. Despite the dimensional consider-
ations, a NEMS designer can use an understanding of phenom-
ena like van der Waal forces and CNT behavior in an electrical 
field to manipulate, among other things, the direction of CNT 
growth. Fine-tuning the density, length, and so forth, of the 
nanotubes, which affects overall emissivity, can be employed 
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169Micro Electro Mechanical Systems

as a means to control electrical functionality. However, many 
uncertainties in the development of this relatively well-
understood nanotechnology area still exist. The performance 
of this and other nanosystems cannot be reliably controlled or 
designed, just optimized within certain limits. For nanotech-
nology in general and the development of NMES, fundamental 
discovery is required to overcome these extensive challenges.

Concluding Remarks

Within the last two decades, the field of MEMS has achieved 
enough maturity to be integrated into a wide breadth of engi-
neered systems from gaming devices, to projectors, to special-
ized space applications. For MEMS development, the systems 
engineering approaches developed for macrosystems cannot 
only be adapted well, but are required, to couple the environ-
ment, the MEMS device, and the electronic and macroscopic 
world. Given how close in size MEMS are to the threshold 
of the nanoworld, the systems engineering approaches dis-
cussed here are in many ways applicable to systems engi-
neering for nanotechnology and nanoscale devices.
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Introduction to 

Nanotechnology
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“Would you like the Bottom up
or Top down section?”
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Introduction

Nanotechnology is the creation, manipulation, and exploita-
tion of materials with at least one dimension ≤100 nm. For 
only a few decades now, thanks to advances in microscopy, 
manipulation, and materials synthesis and deposition, scien-
tists and engineers have been able to purposely create, con-
trol, and characterize materials at this scale. These scientific 
and engineering advances have led to the realization of some 
of the phenomenological explorations highlighted by Richard 
Feynman in his famous lecture, “There’s Plenty of Room at the 
Bottom.”1

Feynman posed a challenge to the scientific community to 
explore the rich physics at this scale. Although the technology 
was not yet available to manipulate nanostructures individu-
ally, it was known that fundamental physical length scales, 
such as the penetration depth in superconductors, the Bohr 
exciton radius in semiconductors, and the magnetic coercivity 
critical thickness had nanoscale dimensions. Feynman cor-
rectly predicted that the creation and study of nanomaterials 
would be an exciting field of research.

Several techniques critical to nanomaterial fabrication 
have been available for decades, including chemical synthe-
sis and milling or grinding (bulk material degradation). A 
nanoparticle consists of on the order of 1,000 to 10,000 atoms 
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and can be created either by assembling the particle from 
atoms or by processing bulk, macroscopic materials down to 
the nanoscale. Starting with atoms to create nanomaterials 
is generally referred to as bottom-up assembly or manufactur-
ing, whereas starting from bulk materials is referred to as 
top-down manufacturing or processing. An example of bot-
tom-up manufacturing is wet chemical synthesis of nanopar-
ticles by reduction of metal salts or electrodeposition of metal 
nanowires. Bottom-up assembly leads to flexibility in materi-
als design, for example, ligands, metal deposition, alignment, 
and so forth. Top-down fabrication leads to precisions not cur-
rently achievable with bottom-up assembly.

Molecular beam epitaxy (MBE), invented in the 1960s, is 
a top-down fabrication technique allowing deposition of nearly 
perfect layers of atoms onto substrates. MBE, combined with 
photolithography and electron microscopy, provided a foundation 
for creating microscale structures from the top down. Generally, 
top-down lithography is currently used in nanotechnology to 
create nanostructures, to characterize nanomaterials, and to 
make devices. And, of course, it is also used for integrated cir-
cuit fabrication.

Atomic imaging was invented in 1981 by researchers at IBM 
who created the scanning tunneling microscope, a microscope 
that exploits the exponentially distance-dependent tunneling 
current between two metal surfaces to characterize individual 
atoms of a surface.2 This invention paved the way for signifi-
cant advances in nanotechnology by allowing researchers to 
understand the arrangement of atoms in nanomaterials such 
as carbon nanotubes.

In some sense, nanomaterial fabrication began centu-
ries ago. The colors of stained glass and glazed pottery can 
be attributed to dispersions of nanoparticles or colloidal 
nanoparticles. However, reproducible creation of nanomateri-
als with well-defined, controllable size and shape came much 
later. Semiconductor nanoparticles often called quantum dots 
were first synthesized by chemists in 1993.3 These particles 
were found to exhibit a size-dependent bandgap or color and 
were one of the first nanomaterials to be commercialized. They 
are now available for biomedical imaging applications and as 
light-emitting diodes (LEDs).4

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
28

 1
2 

M
ay

 2
01

6 



176 Systems Engineering for Microscale and Nanoscale Technologies

Carbon nanotubes (CNTs), single sheets of graphene with 
remarkable mechanical, thermal, and electrical properties, 
were discovered in 1991.5 CNTs have made their way into 
devices and commercial technology and will be explored later 
in this chapter as a case study in the “generations of nano-
technology.” Figure 7.1 shows electron microscope images of 
nanomaterials including carbon nanotubes grown as a film 
and onto a carbon fiber to increase the surface area of the fiber 
and nanoparticles alone and grown into a conductive polymer 
for bulk heterojunction, flexible solar cell applications.

Nanotechnology is frequently based on exploitation of 
a property found at the nanoscale but not in bulk, such as 
increased wear resistance of a nanograined ceramic6 due to 
the Hall-Petch effect. Another example is nanowire sensors.7 
One reason that nanotechnology is interesting scientifically 
is that new phenomena exist at the nanoscale, including some 
that do not exist in bulk. For example, one photon can excite 
two or more excitons (electron-hole pairs) in semiconductor 

a b

c d

Figure 7.1 (a) CdSe quantum dots in polyphenylenevinylene polymer. (b) 
Carbon nanotubes (CNTs) grown onto a carbon fiber. (c) CNT array film. (d) 
Silica nanospheres.
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177Introduction to Nanotechnology

nanoparticles, a property that is extremely useful for solar 
cell applications.8 This effect arises because of quantum con-
finement, which increases the interaction between the high-
energy single exciton state and the first-excited multiexciton 
state.

More often, properties are just different at the nanoscale 
below a certain critical length-scale. Electrical, optical, physi-
cal, magnetic, surface properties, and reactivity can all be dif-
ferent at the nanoscale.

Emergent Nanoscale Properties

Emergent properties are essentially functions of a system that 
are not attributable to its individual parts. Thus, a difference 
exists between nanosystems based on simple exploitation of a 
nanoscale phenomenon and emergent behavior in a nanomate-
rial or nanoscale system. This distinction may be relevant to 
the application of systems engineering principles to nanoscale 
systems.

As an example of nonemergent behavior, Thaxton et al. 
(Figure 7.2) demonstrated detection of prostate serum antigen 
(PSA) in postprostatectomy patients.9 Detection of this antigen 
in these patients is difficult due to the extremely low levels in 
blood after prostate removal, but it is important in predicting 
cancer recurrence. The researchers used an elegant nanostruc-
ture-based amplification technique to detect extremely small 
(femtogram) quantities of antigen exploiting surface area and 
binding between DNA- and antibody-coated nanostructures. 
This sensor relies on multiple nanoscale interactions, and its 
performance is determined by those interactions in a known 
way (specificity and number of binding interactions).

By contrast, numerous nanotechnology-based systems 
exhibit emergent properties. Perhaps the most widely known 
example is the photonic crystal. Like an atomic crystal lat-
tice, a photonic crystal diffracts electromagnetic radiation of 
wavelength of order of the structure’s periodicity. Photonic 
crystals are created using periodic arrays of nanostructures 
and have been assembled from silica nano- and microparticles 
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178 Systems Engineering for Microscale and Nanoscale Technologies

(Figure  7.3) of various sizes,10 and other materials, notably 
including polystyrene microspheres. These crystals can also 
be inverted (filled with another material, such as a metal) 
with the template material removed afterward in order to 
achieve a higher degree of dielectric constant contrast within 
the structure.

Gold Nanoparticle (Au NP) Probes

(1) in borate buffer

(2) BSA passivation

30 nm
Au NP

Coloaded
NP probe

Bio-Barcode Assay

30 nm Au
NP probe

Target protein

Barcode DNA
detection

MMP probe

Scanometric
detection with

a universal probe
Barcode DNA

Magnetic
field

Probe separation and
DNA cleavage from

NP surface

Figure 7.2 Prostate specific antigen (PSA) detection scheme showing 
nanoparticle probes (upper) and bio-barcode assay (lower). This assay 
detects PSA at 330 fg/mL (see C.S. Thaxton, R. Elghanian, A.D. Thomas, 
S.I. Stoeva, J-S. Lee, N.D. Smith, A.J. Schaeffer, H. Klocker, W. Horninger, 
G. Bartsch, C.A. Mirkin, PNAS, 106(44), 18437–18442, 2009). In this fig-
ure, NP refers to nanoparticle, Au and Ag are the elements, BSA is a pro-
tein, and the MMP is a magnetic bead.
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179Introduction to Nanotechnology

The photonic bandgap is an emergent phenomenon aris-
ing specifically in these photonic crystal arrays. This gap 
essentially corresponds to wavelengths that are disallowed in 
the structure due to the diffraction-like conditions set up by 
the periodic dielectric constant. These structures have been 
explored for waveguide applications because certain wave-
lengths cannot pass through the structure. The ordered array 
of nanoparticles rather than the nanoparticles are manipulat-
ing light; hence, this represents an emergent phenomenon.

Other nanomaterial systems with emergent properties 
include shear thickening fluids, magnetorestrictive, magneto-
rheological, and ferrofluids, dye-sensitized solar cells, quan-
tum-dot-based quantum cellular automata (QCAs), single 
electron transistors, and magnetic nanoparticle-based artifi-
cial cilia structures.11

It is interesting to note that the concept of emergent proper-
ties also defines a system. For example, the definition of a sys-
tem from the International Council on Systems Engineering 
(INCOSE) is a “homogeneous entity that exhibits predefined 
behavior in the real world and is composed of heterogeneous 
parts that do not individually exhibit that behavior and an 
integrated configuration of components and/or subsystems.”12

Figure 7.3 Photonic crystal made from self-assembled polystyrene 
microspheres.
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180 Systems Engineering for Microscale and Nanoscale Technologies

At a very basic level, the ability of nanomaterials to self-
assemble (bottom-up versus engineered top-down assembly) 
may represent emergent behavior. For example, when placed 
onto the surface of water, a biomodally sized population of sil-
ver nanoparticles will spontaneously form arrays and shapes 
such as wires and disks according to their diameter, diameter 
distribution, and concentration.13 The ability of nanoparticles 
to self-assemble is a direct result of interparticle interac-
tions; therefore, not emergent, the interactions of groups of 
assembled particles leading to egg-shaped arrays with large 
nanoparticle “yolks” and small particle “whites” arises from 
more complex interactions including interparticle attrac-
tions and repulsions, intercluster attractions and repulsions, 
and interactions of the clustered particles with the water 
subphase.

The dynamics of nanoscale systems are such that the 
scale of attractive and repulsive forces between nanoparti-
cles relative to thermal energy dominates the interactions of 
these materials. Thus, they are configurable and dynamically 
reconfigurable. The transition between nanoscale and bulk 
(coupled behavior of nanoparticles) properties in nanomaterial 
systems has been extensively studied for phenomena includ-
ing metal-to-insulator14 and superconductor-to-insulator tran-
sitions, which in some cases are reversible due to the dynamic 
nature of the forces governing their interactions. In other 
cases, the transition is irreversible or reversible once due to 
the nature of the probing experiment. For example, the super-
conductor-to-insulator transition has been probed discretely 
and, thus, irreversibly by varying the coupling interactions 
via ligand length between lead nanoparticles.15 The metal-to-
insulator transition has been visualized and observed via sec-
ond harmonic generation at the nanoparticle/water interface 
in a system similar to the one described above but with highly 
ordered nanoparticles. The Teflon barriers of the Langmuir-
Blodgett trough are used to physically apply pressure to the 
nanoparticle array until the interparticle spacing decreases 
to essentially zero and the array becomes metallic. This tran-
sition is observed with an optical change from red (particle 
film appears red due to surface plasmon resonance of separate 
nanoparticles) to silver.
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181Introduction to Nanotechnology

At any scale, both naturally occurring and engineered com-
plex systems exist. Engineered systems are typically designed to 
have specific emergent properties, whereas natural systems sim-
ply exhibit these properties. Engineered systems are often deli-
cate with respect to their natural counterparts, which are often 
more robust, flexible, and adaptable. These differences may be 
due to the top-down or hierarchical design approach often used 
in human engineered systems. Nature designs systems from the 
bottom-up from existing or modified components and assembles 
without performance constraints or functional goals beyond sur-
vival according to the principles of natural selection. Engineered 
systems instead are designed with the end in mind, often with 
the guidance of rigorous systems engineering principles.16

Nanotechnology Integration Challenges

Nanomaterials have remarkable properties often not available 
with conventional materials. Thus, they have been consid-
ered as candidates for very demanding materials applica-
tions including for various systems, including those exposed 
to extreme environments such as outer space. However, it can 
be difficult to create functional devices or technology from 
nanomaterials because of various material property-related 
challenges, such as strong interparticle van der Waals interac-
tions, tendency to phase segregate, insolubility in appropriate 
solvents, incompatibility with cellular environments, toxicity, 
and so forth. These challenges are illustrated by the example 
of carbon nanotubes.

Carbon nanotubes (CNTs) are hollow tubes consisting of 
one sheet of carbon atoms rolled into a tube. They were discov-
ered in 1991, and it took approximately eight years for them 
to become commercially available due to bulk fabrication chal-
lenges. It took another several years for researchers to develop 
techniques to disaggregate them so that their individual prop-
erties could be studied. Once isolated, their chirality-dependent 
properties were investigated. The electrical properties of CNTs 
depend on the structural arrangement of their carbon atoms. 
Possible arrangements are shown in Figure 7.4.17
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182 Systems Engineering for Microscale and Nanoscale Technologies

CNT-based transistors were investigated for electronics 
applications by many groups in the early 2000s.18 Their very 
small diameter and ballistic electron transport over macro-
scopic length scales captured the imagination of scientists, 

(b)

(a)

no. 10

no. 11 no. 1

no. 8

1 nm

H

ф
T

no. 7

T ф H

(11, 0)

(0, 7) Armchair
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(0, 0)

ф

θ
a1

a2

Zigzag
Tu

be
 ax

is
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Figure 7.4 Relationship between hexagonal carbon lattice (a) and the chi-
rality of carbon nanotubes. (b) Atomically resolved STM images of carbon 
nanotubes of varying chirality.
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183Introduction to Nanotechnology

making them seem ideal to replace silicon as a transistor chan-
nel material. Many such devices were made and tested despite 
significant initial device fabrication integration challenges, 
including isolation and making ohmic contact to a single nano-
tube. These fabrication challenges were overcome using dilute 
dispersions of carbon nanotubes spun onto a silicon wafer with 
alignment markers. This resulted in isolated nanotubes ran-
domly distributed on the surface. After the nanotubes were 
deposited, they were imaged by scanning electron microscopy, 
their locations were noted, and electrodes were patterned on 
top of them. Alternatively, CNTs were deposited on top of 
prepatterned electrodes, and those appropriate for making 
measurements were found by imaging and electrical measure-
ments. Figure 7.5 is a photo of a CNT transistor and a plot of 
its device performance that shows gain, an essential property 
of transistors.19

An interesting aspect of CNT transistor technology, how-
ever, is the historical perspective on the promise of this tech-
nology versus the outcome. As is often the case with research 
into new functional materials, especially nanomaterials, real-
izing the promise of the materials can be difficult. A mix of 
semiconducting and metallic nanotubes exists in most samples 
because of the way they are grown. Much research is under-
way to either separate out the nanotubes based on their elec-
tronic properties or to specifically grow nanotubes with desired 
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Figure 7.5 Carbon nanotube (CNT) transistor (a) and performance data (b).
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184 Systems Engineering for Microscale and Nanoscale Technologies

electronic properties, but this technology also has yet to be 
realized.20,21 The fabrication requirements for CNT growth also 
present a challenge with device integration. CNTs hold prom-
ise as a channel material and may ultimately find use as part 
of hybrid devices, which hybridize conventional complementary 
metal-oxide semiconductor (CMOS) technology with nanoma-
terials or as a silicon-CMOS replacement. Conventional CMOS 
is based on silicon devices whose performance is substantially 
degraded when exposed to the elevated temperatures required 
to grow CNTs. Thus, it is difficult to grow CNTs on devices 
and difficult to deposit them onto devices after they are grown 
due to their varying electronic properties. CNTs have not yet 
achieved their promise as the next generation of transistors 
because of these fabrication challenges.

Examples of Applied Nanotechnology

Nanomaterials have also found widespread application in 
biomedical (diagnostic and therapeutic) and personal care 
consumer product applications. Nanomaterials can be found 
in consumer products such as cosmetics and sports equip-
ment, mostly as nanoparticle-based pigments, emulsions, or 
nanofiber/nanocomposite materials. Commercial products as 
diverse as socks and ski wax are reported to contain nano-
technology. Nanoparticles are commercially sold for biological 
imaging applications (quantum dots) and therapeutics (e.g., 
nanoshells22).

Various active, functional nanodevices are in development 
for sensing and electronics applications. Silicon nanowire sen-
sor systems have been developed for highly sensitive detection 
of biomolecules.23 The conductance through very small wires, 
compared to large wires, is more sensitive to binding events 
and, specifically, to the binding of charged molecules to the 
wire surface. This is because in bulk, macroscopic, or micron-
sized wires, the percentage of atoms at the surface relative to 
interior atoms is small, and current through the wire is rela-
tively unaffected by what is happening on the wire surface. 
However, with nanowires, the surface is a much larger fraction 
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185Introduction to Nanotechnology

of the total wire, and a change such as the binding of a charged 
molecule will affect the conductance through the wire by field 
effect (the field is set up by the bound charged molecules).24 An 
array of sensors operating on this principle and data demon-
strating the nanowire conductance response to various concen-
trations of bound analyte are shown in Figure 7.6.

The marriage of nanotechnology and biology is a fasci-
nating area of nanotechnology applications. Significant 
advances have been made in nanomedicine, including the use 
of nanoscale drug delivery platforms for more effective and 
targeted drug delivery, nanoscale vectors for nonviral gene 
therapy, and novel therapeutics using nanomaterials, such 
as gold/silica nanoshell nanoparticles, which aggregate in a 
tumor and then absorb light and heat up, thereby shrinking 
and killing the tumor.25

A more esoteric and imaginative merging of nanotechnol-
ogy and biology is shown in Figure 7.7: the DNA walker. While 
it remains questionable what the ultimate utility of DNA-
based robots will be, it is fascinating to consider the extent to 
which DNA can be manipulated simply as a self-assembling 
material regardless of its biological function.

It is possible to specifically engineer DNA to have desired 
shapes (such as smiley faces, Figure 7.8)26 and assembly prop-
erties, because DNA readily self-assembles to its complemen-
tary strand in a highly controllable way. The DNA walker is 
an advanced example of this concept. Free DNA and a “track” 
of DNA are engineered such that as the DNA hybridizes and 
dehybridizes to its complementary strands on the track, it will 
walk along the track. This motion can be observed by incor-
porating into the moving part fluorescent reporter dyes that 
indicate the position of the DNA “bot.”

Maturation of Nanotechnology

The four generations of commercialized nanotechnology were 
outlined by Roco in a 2004 National Nanotechnology Initiative 
(NNI) report.27 The generations begin with the synthesis of 
nanomaterials (first generation, see Table  7.1) and progress 
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Figure 7.6 Nanowire sensor arrays and detection data. (a) Optical image of a nanowire device array, with white lines cor-
responding to metal electrodes connecting individual nanowire devices. (b) Two nanowire devices with nanowires modified 
to detect two different analytes. (c) Change in conductance versus concentration of prostate specific antigen (PSA) analyte, 
with buffer added in between PSA concentrations. (d) Conductance versus time for additional PSA solutions. (e) Thickness 
dependence of “gate” (analyte) layer on device properties.
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187Introduction to Nanotechnology

by generations as nanomaterials are applied and matured to 
complex, all-nanotechnology-based nanosystems. These gen-
erations categorize technological development and maturity 
from academic laboratories to commercialized products.

The current state of nanotechnology overlaps the first, 
second, and third generations. Incremental improvements in 
maturity in some technologies and major advances in others 
will be required to progress from the first to fourth genera-
tions. For example, the presentation “Productive Nanosystems” 
by Drexler28 envisions a manufacturing-style assembly of com-
plex systems from molecules and atoms. This is a compelling 

(a)

Walker

+A1

+A2

(b)

(d) (c)

+D1

Waste

Track

Figure 7.7 DNA walker locomotion mechanism. Dyes are used to detect 
the movement of the walker. The diagram depicts (a) unbound walker, (b) 
walker attached to branch 1, (c) walker attached to branches 1 and 2, and 
(d) walker released from branch 1, yielding waste DNA strand. (See Shin, 
J.-S, and Pierce, N.A., Journal of the American Chemical Society, 126, 
10834, 2004.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
28

 1
2 

M
ay

 2
01

6 



188 Systems Engineering for Microscale and Nanoscale Technologies

vision for highly controlled materials and device synthesis, yet 
it may require significant technological advancements to be 
made practically useful and cost effective for many applica-
tions. For example, the precision required to place individual 
atoms into precise arrangements is in contrast with what 
is achievable in the presence of thermal energy (room tem-
perature). Also, chemistry and local control of chemistry are 
often temperature dependent. Thus, very low temperatures or 
precise temperature control may be required for this type of 
manufacturing, making it impractical at this time for mass 
production of devices such as laptops.

New properties of nanomaterials are still being discovered. 
For example, carbon nanotubes were recently discovered to act 
as fuses and burn very quickly producing energy in the pro-
cess.29 This type of energy source has not been studied, but 
new advances in energy technology are always needed. Several 

(a) (b) (c) (d) (e) (f)

~ 100 nm

Figure 7.8 Shapes formed using “DNA origami.” Structure-programmed 
folding paths are shown in the top row, followed by a row showing diagrams 
of the structures, followed by scanning electron microscope (SEM) images 
(third-row panels are all the same size), scale bars for the bottom five right-
most images are (b) 1 mm and (c–f) 100 nm.
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189Introduction to Nanotechnology

barriers to implementing this technology as a battery replace-
ment exist, for example, providing long-lasting energy rather 
than rapid burning, and most notably, efficient conversion of 
heat into electricity. However, in this case, the marriage of 
engineering with nanotechnology may yield a productive solu-
tion to this problem, and work in this area is certainly cur-
rently underway.

In order for any nanomaterial to find widespread applica-
tion, it must first be available to scientists and engineers. Initial 
fabrication of nanomaterials occurred in academic laboratories, 
and to work with the materials it was necessary to collaborate or 
somehow otherwise procure the material. The first commercial 
nanotechnology was simply nanomaterials for purchase from 
companies specializing in their fabrication. Numerous exam-
ples of commercially available nanomaterials exist, including 
carbon nanotubes, quantum dots, and magnetic, metallic, sil-
ica, and polymer nanoparticles. Table 7.2 lists the year of first 
discovery and commercialization of several nanomaterials.

TABLE 7.1
Four Generations of Commercialized Nanotechnology

First 
generation

Passive nanostructures: nanomaterials fabrication and 
commercialization including carbon nanotubes, quantum 
dots, nanomaterial dispersions, required isolation and 
functionalization, characterization of novel properties, and 
standardization

Second 
generation

Active nanostructures: devices exploiting nanoscale 
phenomena, nanowire field effect transistors, quantum 
well infrared photodetectors, stimulus-responsive 
nanomaterials,a therapeutic nanomaterialsb

Third 
generation

Three-dimensional (3D) nanosystems and systems of 
nanosystems: carbon nanotube (CNT) memory devices, 
MRAM devices, quantum dot polymer solar cells

Fourth 
generation

Heterogeneous molecular nanosystems: systems in which 
each molecule in the nanosystem has a specific function, 
molecular manufacturinge

Note: See Rothemund, P.W.K., Nature, 440, 297–302, 2006.
a See Technology Roadmap for Productive Nanosystems, www.foresight.org/

roadmaps/.
b See Heath, J.R., Kuekes, P.J., Snider, G.S., and Williams, R.S., Science, 

280, 1716–1721, 1998.
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190 Systems Engineering for Microscale and Nanoscale Technologies

The fourth generation of commercialized nanotechnology 
is interesting to consider, and it is particularly interesting to 
predict whether or not this generation will actually be realized 
or rather redefined. For heterogeneous molecular nanosystems 
such as those envisioned in “molecular manufacturing”35 to be 
realized, significant control over local chemical environments 
of atoms and molecules will be required. Whether or not it 
will be necessary, practical, or possible to create nanosystems 
under these conditions remains to be seen.

Self-assembly, or making functional structures from the 
bottom up, does hold promise for creating heterogeneous 
molecular nanosystems. Self-assembly typically exploits 
reversible interactions including van der Waals interac-
tions, electrostatic interactions, and hydrophobic/hydro-
philic interactions. These forces, depending on the specific 
materials and the interactions involved, can be compara-
ble to thermal energy; therefore, imperfect materials may 
be produced ultimately. Defect-tolerant architectures have 
been proposed to accommodate defect densities arising from 
self-assembling components.36 The impact of these defects 
ultimately depends upon the role of the nanomaterials in 
the system.

The possibility of achieving the fourth generation of com-
mercialized nanotechnology is interesting from the perspec-
tive of systems engineering. If autonomous nanosystems 
whose functions exploited nanoscale effects not achievable at 
the macroscale, or emergent phenomena existed, it is interest-
ing to consider whether or not the traditional systems engi-
neering spiral would be sufficient to address risk associated 
with the nanocomponents.

TABLE 7.2
Examples of Nanomaterial Discovery and 
Commercial Availability

Material First Reports Year Commercially Available

Carbon nanotubes (CNTs) 1991 1999

Quantum dots (QDs) 1993 2002

Nano Electro Mechanical 
Systems (NEMS)

1995 2005
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191Introduction to Nanotechnology

Systems Engineering Applied to 
Nanotechnology: Issues and Conclusions

Configuration management (i.e., maintaining consistency in a 
system’s performance), is a primary goal and of great impor-
tance in systems engineering. To achieve the required level 
of performance consistency in nanotechnology, further stan-
dardization of nanomaterials and related device performance 
characterization may be necessary. Historically, much prog-
ress has been made toward this goal; however, many chal-
lenges remain.

It was certainly true near the beginning of nanoscience as 
a field (1990s) that nanomaterials were highly variable from 
batch to batch as produced. In the late 1990s, researchers 
were still learning how to create and characterize nanostruc-
tures and variables such as temperature, chemical composi-
tion of reactants and catalysts, and other external factors had 
yet unknown effects on products. In 2000, Richard Smalley, 
one of the pioneers of nanotechnology, started a company 
that sold carbon nanotubes, Carbon Nanotechnologies, Inc. 
(CNI).37 Variability in the purchased nanotubes from batch 
to batch was common, such that experiments optimized from 
one batch had to be reoptimized when that batch ran out. 
In 2003, the National Institute of Standards and Technology 
(NIST) began to tackle the challenge of defining metrics by 
which nanotubes could be standardized. Today, NIST stan-
dard reference nanoparticle and nanotube materials are 
available.

Still, some of the published research and experimen-
tal results derived from nanomaterials-based technologies 
remain difficult to reproduce, largely because the art or skill 
or system familiarity required to generate the reported data 
is very difficult to attain. Similar challenges exist with tran-
sitioning basic research results into system design regardless 
of the type of technology.

Additional issues arise when systems engineers face using 
nanotechnology as a system component. Many of these are 
addressed in other chapters of this book:
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192 Systems Engineering for Microscale and Nanoscale Technologies

• System design tools—new tools may be required
• Material suppliers and their consistency—standard-

ization of nanomaterials
• Reliability—smaller scaling may lead to higher failure 

rates
• Architecture—redundancy may counter effects of 

smaller scaling
• Circuit manufacturing technology
• Circuit architectures
• Cost
• Profit margin
• Toxicity
• Public fear/marketing
• Unforeseen risks

Toxicity and health effects of many nanomaterials are still 
unknown. Health effects of CNTs are under study particularly 
because of their resemblance to asbestos fibers in diameter (when 
bundled) and aspect ratio. A correlation has been found between 
length, dispersity, and inflammation. Bundled and aggregated 
nanotubes appear to be relatively inert to the body.38

Public fear of nanotechnology is a concern. Health effects 
associated with nanomaterials and nanotechnology-based 
consumer products are certainly a cause for public concern. 
However, science fiction also shapes the image of nanotech-
nology. Michael Crichton’s fictional account of nanotechnol-
ogy gone wrong in Prey39 raises ethical and unanticipated 
consequence issues. Although fictional, such scenarios could 
be alarming to readers without specific knowledge about the 
actual technology and its capabilities and limitations. Of 
course, even those working in the field may be surprised by as 
yet unanticipated risks.

Summary

Recent issues of journals from most disciplines contain 
research involving nanotechnology or nanoscale phenomena 
and effects. Nanotechnology has found wide application, and 
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193Introduction to Nanotechnology

due to new phenomenology, it is still relevant because there 
remain a lot of unexplored phenomena at the nanoscale. It 
remains to be seen when and how nanotechnology will be 
integrated into multiscaled functional systems designed by 
systems engineers; however, with increased technological 
maturity and attention to risk mitigation, it should be possible.
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8
Nanoscale Systems—
Top-Down Assembly

Jeffrey P. Maranchi

When top down meets
bottom up construction techniques.
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Introduction

In the world of nanoscale systems, there are three routes 
to take to assemble a nanoscale material or component into 
a useful system that meets a well-defined requirement as 
defined by the systems engineer. One route is to use a top-
down assembly approach and guide the nanoscale components 
or materials into a desired configuration using techniques bor-
rowed from traditional system fabrication processes such as 
printing, depositing, or etching. Another route is to “let nature 
take its course” and to rely on bottom-up assembly techniques 
such as self-assembly, which rely on the minimization of free 
energy to assemble nanoscale materials and components into 
useful structures, devices, and ultimately systems. The third 
method is a hybrid method that when necessary in system 
processing steps, utilizes techniques that are both top-down 
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199Nanoscale Systems—Top-Down Assembly

and bottom-up in nature to leverage the best parts of both 
assembly styles at the right time in the fabrication. The top-
down assembly route to create nanoscale systems will be dis-
cussed in detail in this chapter, while bottom-up assembly will 
be examined closely in Chapter 9. The hybrid method will not 
be discussed further, as it is a variable method that will draw 
from the techniques described in the top-down and bottom-up 
chapters of this book.

There are several key nanoscale system manufactur-
ing “grand challenges” from both the cost and performance 
perspective. In particular for nanoscale electronic or opto-
electronic systems, the challenges include the following:

• The prohibitive cost of state-of-the-art manufacturing 
systems for “standard” photonic-based lithographic 
tools (e.g., extreme-ultraviolet (UV) lithography is 
greater than $25 million per tool) and the low through-
put speed of techniques such as electron-beam lithog-
raphy must be overcome.

• Today’s techniques such as nanoimprinting and soft-
lithography are not suitable for developing complex 
three-dimensional (3D) nanoscale systems.

• The reliability of self-assembled nanoscale systems 
needs to be improved to reduce defect densities.

In particular, it is interesting to explore the world where 
nanoscale systems for advanced electronic devices could poten-
tially break us free from Moore’s law. For example, Figures 8.1 
and 8.2 illustrate Moore’s law for feature size and device com-
plexity. Although the development of true nanoscale systems 
using more sophisticated tools and approaches compared to 
conventional tools and fabrication techniques could further 
decrease the feature size and concomitantly increase com-
plexity (e.g., transistors per die), Figure 8.3 shows the cost of 
advanced tools as a function of time and illustrates the need 
for more cost-effective, scalable approaches to nanoscale sys-
tems engineering and development as a whole, using both top-
down and bottom-up assembly processes.
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200 Systems Engineering for Microscale and Nanoscale Technologies

It is important to take a forward look at methodologies to 
cost-effectively produce nanoscale systems in the remaining 
sections of this chapter, but we should pause for a moment 
to examine our starting point. In particular, we will briefly 
introduce or refresh the reader on the current and past top-
down methods to produce microscale systems. We can only 
briefly examine the top-down fabrication of microscale sys-
tems in this section, so the reader is strongly encouraged to 
refer to Campbell’s excellent treatment of the subject in his 
book entitled The Science and Engineering of Microelectronic 
Fabrication.1 The subject of top-down microelectronic fabrica-
tion methods can be broken down into the following categories: 
raw materials for integrated circuits, patterning methods, 
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201Nanoscale Systems—Top-Down Assembly

thin film deposition techniques, etching, and interconnect 
technologies. When one thinks of microelectronics, one thinks 
of resistors, capacitors, transistors, diodes, and many other 
electrical circuit elements. In order to illustrate a simple case 
of microelectronic circuit fabrication, one can consider how 
one may produce a rectangular thin film capacitor on a sili-
con wafer. One possible top-down fabrication method for the 
capacitor would involve the steps shown in Figure 8.4.

The process of forming a thin film capacitor using semi-
conductor processing techniques as described above is a good 
illustration of many of the common top-down unit processes 
used today in the semiconductor device industry and which 
have been developed and refined over the past ~40 years to 
yield very sophisticated high-yield devices and components. 
The categories of unit processes used in semiconductor device 
fabrication include the following:

 1. Single crystal growth and wafer formation—Common 
methods of wafer growth include techniques such as 
Czochralski, Bridgeman, and Float Zone growth meth-
ods. The boules (large single crystals) grown using 
these methods are cut into rough wafers, ground, pol-
ished, and lapped to yield very flat, low-defect den-
sity semiconductor wafers that can be over a foot in 
diameter.
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Figure 8.3 The exponential rise in lithography tool cost (per tool) over 
time. 
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202 Systems Engineering for Microscale and Nanoscale Technologies

 2. Insulator growth/deposition—Silicon-based devices are 
so abundant because silicon forms a wonderful native 
oxide naturally when it is thermally oxidized. The sili-
con oxide can be formed using thermal anneals in an 
oxidizing atmosphere at elevated temperature and can 
differ based on the amount of moisture present dur-
ing the anneal (wet/dry oxide). Silicon oxide and sili-
con nitride can also be deposited using chemical vapor 
deposition (CVD) from various precursors such as tetra-
ethylorthosilicate (TEOS) and ammonia. Furthermore, 
the stress in the oxide films can be tailored based on 
the deposition/growth parameters.

 3. Patterning—Patterning of films is typically performed 
by spin coating a photosensitive polymer onto a sub-
strate and exposing ultraviolet (UV) light through a 
photomask pattern (e.g., chrome thin film pattern on 
a glass plate) and then washing away the exposed/
unexposed areas depending on whether or not one used 
a positive/negative photoresist, respectively. The pat-
tern of photoresist serves to protect underlying films/

Prepare a  planar, polished
semiconductor wafer

Spin coat and develop a
photoresist pattern

Grow or deposit an
insulating thin film
(e.g., oxide or nitride)

Deposit a thin metal film
using physical vapor
deposition (e.g., evaporation)

Deposit a second metal
layer for the other
electrode in the capacitor

Deposit a dielectric thin
film (e.g., atomic layer
deposition) 

Lift-off the remaining
photoresist, leaving metal
only in the open spaces

Lift-off the remaining
photoresist, leaving metal
only in the open spaces

Lift-off the remaining
photoresist, leaving dielectric
only where desired

Spin coat and develop a
second photoresist pattern

Spin coat and develop a
third photoresist pattern

Prepare a  planar, polished
semiconductor wafer

Spin coat and develop a
photoresist pattern

Grow or deposit an
insulating thin film
(e.g., oxide or nitride)

Deposit a thin metal film
using physical vapor
deposition (e.g., evaporation)

Deposit a dielectric thin
film (e.g., atomic layer
deposition) 

Lift-off the remaining
photoresist, leaving metal
only in the open spaces

Lift-off the remaining
photoresist, leaving dielectric
only where desired

Spin coat and develop a
second photoresist pattern

Spin coat and develop a
third photoresist pattern

Figure 8.4 The process steps necessary for one possible method of forma-
tion of a thin film capacitor on a semiconductor wafer.
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components such that etching or deposition can be per-
formed on exposed regions.

 4. Etching—Etching is performed using wet chemicals 
such as acids or bases (e.g., hydrochloric acid (HCl) to 
etch indium gallium arsenide (InGaAs) or hot potas-
sium hydroxide (KOH) to etch silicon) or reactive ion 
etching (RIE) in which a plasma is used to activate a 
gas molecule making it more reactive to etch away the 
desired material. Some etching methods are directional 
(anisotropic) following crystallographic planes or normal 
to the plane of an electrode in a plasma system, while 
other etching methods are more isotropic in nature.

 5. Deposition—Deposition methods include physical 
vapor deposition methods (e.g., thermal evaporation, 
electron beam evaporation, sputtering), CVD methods 
(e.g., plasma-enhanced CVD, metallorganic CVD [aka 
organometallic vapor phase epitaxy]), molecular beam 
epitaxy, atomic layer deposition, pulsed laser deposi-
tion, and other methods.

Top-Down Assembly of Nanoscale 
Electronic and Opto-Electronic Systems

There are several emerging top-down assembly technologies 
that have significant promise to tackle the nanoscale sys-
tem manufacturing “grand challenges” outlined above for 
nanoscale electronic and nanoscale opto-electronic systems. 
Top-down assembly manufacturing processes will be dis-
cussed such as plasmonic imaging lithography,2 nano-imprint 
lithography,3 dip pen nanolithography, and heterogeneous 
3D electronic devices made by using printed nanomaterials.4 
Particular emphasis will be placed on the materials, reliabil-
ity of the processes, scalability potential for volume produc-
tion, and integration with preexisting manufacturing unit 
processes for each of the top-down assembly processes.

Plasmonic Imaging Lithography
Plasmonic imaging lithography (PIL) is a relatively recent 
photolithography exposure technique that allows researchers 
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to surpass the diffraction limit of light using the special prop-
erties of surface waves or plasmons. In particular, researchers 
have recently shown that patterned thin metallic films that 
facilitate the formation of surface plasmon polaritons (SPPs) 
can be used to focus and guide UV light that can subsequently 
be used to form patterns at length scales less than the wave-
length of the incident light.5 Therefore, one can think of pat-
terning larger focusing structures (e.g., circles or ellipses) on 
a mask and illuminating the patterned mask with UV light. 
The focused surface plasmons from the patterned structures 
could be focused in the near field to pattern photosensitive 
polymers with nanometer-scale resolution. Rather than using 
a relatively large array of two-dimensional (2D) patterned 
structures to generate the focused plasmons, one could lever-
age the disk drive infrastructure and technology and pattern 
a single structure or a linear array of structures on a flying 
head (i.e., plasmonic flying head) that could be used with a 
rotating substrate to generate the desired subwavelength fea-
tures as shown in Figure 8.5.6 A prototype plasmonic imaging 
lithography system as shown in Figure 8.5 has been used suc-
cessfully to pattern the features shown in Figure 8.6 at length 
scales in the 80 nm range. A favorable operating energy anal-
ysis comparison of PIL has been made compared to conven-
tional optical projection lithography (OPL) and electron beam 
lithography.2 In fact, the operational energy analysis has 
shown that PIL really shows an advantage in situations with 
low numbers of prototypes or cases where 11 or fewer wafers 
are used per design change. The advantage lies in the energy 
cost to generate the OPL photomask, which is fairly high com-
pared to the energy required to implement the PIL system.

Nano-Imprint Lithography
Nano-imprint lithography is an excellent example of a rela-
tively new, scalable, technique in which a nanostructured 
master template (typically made by electron beam lithogra-
phy) is utilized to create a working template (e.g., polymer such 
as polyvinylchloride [PVC] or polydimethyl siloxane [PDMS]) 
that can then be used to pattern a thermoplastic at elevated 
temperature or a UV curable resin when illuminated with UV 
light. For example, conventional antireflective (AR) coatings 
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205Nanoscale Systems—Top-Down Assembly

UV illumination

Plasmonic
flying head

20 nm

Plasmonic
flying head

Plasmonic flying head

Rotating substrate

Rotating substrate
Photoresist

Laser

xyz Nanostage

Substrate (Spinning at 1,000s r.p.m.)

Positioning encoder
Process
control

High speed
optical modulator

(100 MHz)

UV illumination

A

B

C

Plasmonic
lens

Figure 8.5 One method of implementing plasmonic imaging lithogra-
phy. (A) The lens array focusing ultraviolet (365 nm) laser pulses onto the 
rotating substrate to concentrate surface plasmons into sub-100 nm spots. 
However, sub-100 nm spots are only produced in the near field of the lens, 
so a process control system is needed to maintain the gap between the lens 
and the substrate at 20 nm. (B) Cross-sectional schematic of the plasmonic 
head flying 20 nm above the rotating substrate that is covered with photore-
sist. (C) A process control system. (Reprinted by permission from Macmillan 
Publishers Ltd: Nature Nanotechnology, Vol. 3, p. 733–737, Copyright 2008.)
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206 Systems Engineering for Microscale and Nanoscale Technologies

consist of low and high refractive index multilayer dielectric 
films. Even though the conventional film-based AR coatings 
are highly effective at reducing reflections for a particular 

A

B

C

80 nm

5 µm

100 µm

Figure 8.6 Maskless lithography by flying plasmonic lenses at the near field. 
(A) Atomic force microscope (AFM) image of a pattern with 80 nm linewidth 
on the TeOx-based thermal photoresist. (B) AFM image of arbitrary writ-
ing of “SINAM” with 145 nm linewidth. (C) Optical micrograph of patterning 
of the large arrays of “SINAM.” (Reprinted by permission from Macmillan 
Publishers Ltd: Nature Nanotechnology, Vol. 3, p. 733–737, Copyright 2008.)D
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207Nanoscale Systems—Top-Down Assembly

wavelength and angle of incidence, they are not effective over 
broad wavelength regions and angles of incidence. Engineers 
have taken a cue from nature and are attempting to mimic 
the nano- and microstructure of the moth’s eye to make a bet-
ter AR surface. A moth’s eye is composed of 200 to 300 nm 
tall pillars that enable them to see well in the dark and also 
minimize reflections off of their eyes, camouflaging them from 
predators. This same nanostructure has been fabricated in 
master templates, transferred to PVC working stamps, and 
used to pattern a UV curable resin with the moth’s eye struc-
ture.7 The nanostructured moth’s eye serves as a continously 
graded refractive index coating that grades from the refrac-
tive index of air (or other surrounding medium) to the index 
of the imprinted polymer. The continously changing refrac-
tive index mitigates Fresnel reflections. A scanning electron 
microscope (SEM) image of the imprinted pattern is shown in 
Figure 8.7. The normal incidence transmission for a double-
side moth’s eye treated glass slide was improved by ~4 – 6% 
over the entire visual spectrum while the same measurement 
with a 30 degree angle of incidence showed a similar improve-
ment but over a slightly reduced wavelength range of ~ 450 
nm to 700 nm. The effect pattern pitch and dual-side pattern-
ing of the moth’s eye AR coating created via nano-imprint 
lithography (NIL) was also systematically studied by Choi et 

2 um

1 um

Figure 8.7 Scanning electron microscope (SEM) image of the moth’s eye 
pattern imprinted using ultraviolet-nano-imprint lithography (UV-NIL) in 
a polymer on a glass substrate.
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208 Systems Engineering for Microscale and Nanoscale Technologies

al.8 Furthermore, a practical implementation of a moth’s eye 
AR coating on a GaN light-emitting diode (LED) was recently 
described by Hong et al.9 The process for treating the LED 
surface with the nanotextured pattern is shown in Figure 8.8. 
The transmittance of the AR-coated LED was increased by 
1.5 to 2.5 times compared to the untreated LED. Furthermore, 
the photoluminescence from the treated LED was improved by 
five to seven times over the untreated LED. Soft NIL has also 
been applied to a sensing application that relies on surface-
enhanced raman spectroscopy (SERS) to identify target mol-
ecules on a surface. The technique described by Baca et al. is 
important because it is a method for fabricating and utiliz-
ing large-area, planar SERS substrates that in a cost-effec-
tive manner with uniform amplification laterally across the 
substrate can be engineered for multiwavelength operation.10 
The NIL processing to produce the SERS substrates used soft 
lithography in negative photoresist (SU-8) to pattern the SU-8 
with nanocavity arrays with periodicities ranging from 0.49 
to 1.75 mm and diameters ranging from 0.17 to 1.12 mm and 
cavity depths of ~360 nm. Figure 8.9 shows the cross section of 
the plasmonic cavity array, SEM views of the array and indi-
vidual cavities, and a photograph of an entire SERS substrate. 

Ni Template

PVC sheet PVC PVC mold PVC mold Hexane solution

(1)

(1) Resin drop (2) UV
imprinting

(3) Demolding (4) Polymer
etching

(5) Cr etching (6) p-GaN etching

(2) Hot embossing

(A)

(B)

(3) Demolding (4) SiO2 deposition (5) SAM coating

Pressing

Pressing

PVC mold

resin
Cr (5 nm, 10 nm)

LED substrate

O2 plasma Cl2/O2 plasma SiCl4/Ar plasma

Figure 8.8 (A, B) Process of top-down nanoscale light-emitting diode 
(LED) system with nanotextured surface for antireflective properties. 
(Reprinted from Materials Science & Engineering B, Vol. 163, Hong et al., 
Fabrication of moth-eye structure on p-GaN layer of GaN-based LEDs for 
improvement of light extraction, pp. 170–173, Copyright 2009, with permis-
sion from Elsevier.)
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209Nanoscale Systems—Top-Down Assembly

Baca et al.10 and Piner et al.11 did an excellent job at develop-
ing a scalable, simple approach to fabricate a highly uniform 
nanoscale system that delivers reproducible responses.

Dip Pen Nanolithography

Dip pen nanolithography (DPN) is an excellent method devel-
oped circa 2000 by Mirkin et al., which is important because 
it addresses individual nanowire or nanomaterial assembly at 
the very low nanometer scale (e.g., 1 to 10 nm dimension con-
stituent length scale components).11 DPN is also advantageous 
over conventional lithography and other processes because it 
eliminates processing steps (e.g., multiple protection/deprotec-
tion steps) saving time and money during the manufacturing 

A Au

SU-8
Glass

0.2 µm 1 µm

10 mm

C

D

B

Figure 8.9 (A) Cross section of the nanocavity surface-enhanced raman 
spectroscopy (SERS) substrate architecture. (B) Scanning electon micros-
copy (SEM) of array of nanocavities. (C) Zoom-in SEM of individual nano-
cavity. (D) The complete SERS substrate. (Reprinted with permission from 
Applied Physics Letters, Vol. 94, pp. 243109-1–243109-3, Copyright 2009, 
American Institute of Physics.)
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210 Systems Engineering for Microscale and Nanoscale Technologies

process. In short, DPN uses an atomic force microscope (AFM) 
to deliver an ink to a substrate in a user-defined, arbitrary 
configuration. The ink can be composed of a volatile solvent 
with a nanoparticle dispersion, a polymer dissolved in a solu-
tion, or other liquid media carrier dispersions. The size limi-
tation (minimum feature size) of DPN is driven by the probe 
shape, the free surface energy of the liquid media and the 
substrate, and the chemical nature of the ink. One group has 
successfully used DPN to deposit luminescent conductive poly-
mer nanowires (MEH-PPV) in an array on a substrate.12 Upon 
deposition using the DPN’s AFM probe, the nanowires were 
subsequently imaged using a confocal microscope to deter-
mine their fluorescence intensity. This work led the authors 
to discover that another important parameter is probe trans-
lation speed. Slower probe translation speeds across the sub-
strate led to an increase in the polymer nanowire diameter. 
While the optical properties (fluorescence) of DPN deposited 
nanowires were of interest in the work of Noy et al.,12 the tech-
nique of DPN for producing electrical contacts to nanowires 
(i.e., single-walled carbon nanotubes) developed by Wang et al. 
expanded the realm of single nanowire electronic device appli-
cations.13 The process that Wang et al. developed is described 
in Figure  8.10. The first step in the process is to deposit a 
thin film of gold in desired locations. The second step involves 
DPN of an etch resist layer (16-mercaptohexadecanoic acid, 
MHA) in a user-defined geometry. Finally, a gold wet etchant 
is used to remove all gold not patterned with MHA via DPN. 
The MHA geometry is selected such that it produces contacts 
to the two ends of a predeposited carbon nanotube on a sub-
strate. It should be noted that recent work is pointing toward 
the evolution of new system-level approaches to make DPN a 
high-throughput process. In particular, Haaheim et al. pio-
neered a new Micro Electro Mechanical Systems (MEMS)-
enabled DPN process for Directed Nanoscale Deposition and 
commercialized it as a system called NanoInk’s 2D nano 
PrintArray™. They used 55,000 tip-cantilevers across a 1 cm2 
chip in a manner described schematically in Figure 8.11.14 The 
manufacturability advantages of massively paralleled DPN 
heads in terms of resolution, flexibility, and life-cycle cost are 
shown in Table 8.1.
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211Nanoscale Systems—Top-Down Assembly

Printing Nanomaterials in 3D to Make Devices

When one thinks of the ultimate in systems engineering to 
make a scalable nanomaterial-based electronic or opto-elec-
tronic device, one can envision a notional process that includes 

(A) (B)

(1) �in film Au
deposition
(~15 nm)

15
20

10

0

10
5
0

–5
0.0 0.5 1.0 1.5 2.0

nm

µm

(2) DPN of MHA

(3) Wet Au etch

Figure 8.10 (A) Dip pen nanolithography (DPN) process to make contacts 
to carbon nanotubes on a rigid substrate. (B) Atomic force microscopy (AFM) 
topographic images of the mercaptohexadecanoic acid (MHA)-masked gold 
contacts and carbon nanotube. (Reprinted in part with permission from 
ACS Nano, Vol. 3(11), pp. 3543–3551. Copyright 2009, American Chemical 
Society.)

A B
Water Meniscus

Ink-coated DPN pen
Individual ink
molecule

Nanopatterned
Ink

Substrate

Writing
Direction

Figure 8.11 (A) Dip pen nanolithography (DPN) concept illustra-
tion. (Reprinted by permission from Macmillan Publishers Ltd: Nature 
Nanotechnology, Vol. 2, pp. 145–155, Copyright 2007.) (B) Concept of two-
dimensional (2D) nano-PrintArray™ lithographic process. (Reprinted by 
permission from John Wiley & Sons Inc.: Scanning, Vol. 30, pp. 137–150, 
Copyright 2008.)
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TABLE 8.1
Comparing Nanopatterning Techniques—Dip Pen Lithography’s (DPN) Competitive Advantages

Direct-Write 
Placement of 

Nanoscale 
FeaturesApproach

Nanopatterning 
Technique

Serial/
Parallel

Material 
Flexibility

Litho 
Resolution

Litho 
Speed

Registration 
Accuracy

Cycle 
Time

Cost

Purchase Operation

Top-down Photolithography Parallel No No ~35 nm Very fast High Weeks >$10M High—
masks

E-Beam Serial No No ~15 nm Medium High Days >$1M High

Lithography

Nanoimprint 
Lithography (NIL)

Parallel No No ~10 nm Fast High Days–week >$500k Moderate—
molds

Enables 
both

Dip Pen 
Nanolithography 
(DPN)

Serial or 
parallel 

pens

Yes Yes 14 nm Highly 
scalable

Extremely 
high

Hours—
change on 

the fly

<$250k Low

Bottom-up Microcontact 
Printing (μCP)

Parallel Yes No ~100 nm Fast Low Days–week ~$200k Moderate—
masks

Scanning Serial Limited No Atomic Very Extremely Days >$250k Low

Tunneling 
Microscopy (STM)

slow high

Source: Reprinted by permission from John Wiley & Sons Inc.: Scanning, Vol. 30, p. 137–150, Copyright 2008.
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213Nanoscale Systems—Top-Down Assembly

a scalable method of producing high-quality constituent nano-
materials, a process of assembling them using a top-down 
process (which may mean that humans control the kinetics 
of a process rather than nature, as may be the case in self-
assembled bottom-up processes), and a method of directing 
the placement of those assembled nanomaterial constituents 
into useful systems. In fact, the process described above has 
recently been realized by the Rogers group at the University of 
Illinois at Urbana-Champaign.

The method of stamp transfer printing of nanomaterials 
was shown by Ahn et al. to yield high-performance, heteroge-
neous 3D nanomaterial-based circuits.15,16 In that work, the 
authors followed a procedure illustrated in Figure 8.12. First, 
high-quality semiconducting nanomaterials such as single-wall 
carbon nanotubes (SWNTs), GaN ribbons, Si ribbons, or GaAs 
nanowires were prepared on a source “donor” wafer via a CVD 
process in the case of the SWNTs or a photolithography and 
etching procedure for the other materials. An elastomeric stamp 
composed of a polymer such as polydimethylsiloxane (PDMS) 
was used to gently pick up the nanowire array and transfer it 
to the destination substrate. The destination substrate is coated 
with a thermal or UV curing thin liquid film such as polyimide. 
The “inked” PDMS stamp is contacted to the coated substrate 
while the thin liquid cures. After curing, subsequent peeling of 
the PDMS leaves behind the embedded nanomaterials. Iterative 
stamping and curing processes can be used to build up multi-
layer electronic circuits composed of nanomaterial components. 
Furthermore, all of the aforementioned processes can be done 
with excellent registration between deposited layers.

Top-Down Assembly of Nanoscale 
Composite Materials for Structural, 
Thermal, and Energy Harvesting Systems

A second focus of this chapter will be on the top-down assem-
bly of nanoscale composite materials that are not electronic or 
opto-electronic in nature, but rather fulfill other functional-
ities in larger engineered systems (e.g., structural, thermal, 
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214 Systems Engineering for Microscale and Nanoscale Technologies

or energy harvesting functionalities). For example, top-down 
assembly practices such as mechanical stretching, spin-
casting, wet spinning, melt fiber spinning, and electrospinning 
have all been used by researchers to produce preferentially 
oriented nanomaterial-based polymer composites.

SWNTs GaN GaAs Si

Nanotubes, wires, and ribbons
Source
wafer

Stamp
Print

Process devices;
repeat printing

Device
substrate

3D-HGI

Figure 8.12 A scalable manufacturing method for printing heterogeneous 
three-dimensional (3D) electronics using nanomaterial constituents. (From 
Ahn et al., Heterogeneous Three-Dimensional Electronics by Use of Printed 
Semiconductor Nanomaterials, Science, Vol. 314, pp. 1754–1757. Reprinted 
with permission from AAAS.)
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215Nanoscale Systems—Top-Down Assembly

Top-Down Assembly of Nanoscale 
Structural Material Systems

Interestingly, materials such as carbon nanotubes and 
nanoscale diameter cellulose fibers exhibit mechanical 
strengths and moduli that are extraordinary compared to 
traditional composite reinforcement materials such as glass 
or carbon fibers. However, translating those impressive indi-
vidual fiber mechanical properties to macroscopic, practical 
structural materials proves challenging. One reason is that, 
unlike micron scale glass fibers, the nanomaterial fibers are 
difficult to create in long straight runs. Therefore, one obtains, 
at best, individual segments of nanofiber that are in the ~100s 
of µm to several mm in length. Making composites with those 
short segment nanomaterials tends to reduce the overall com-
posite’s mechanical properties below the ultimate possible in 
the nanomaterial reinforcements constituents. All that being 
said, recent progress in academia has suggested that naturally 
occurring, bacteria-derived nanocellulose fiber mats may yield 
composite materials with excellent mechanical properties.17–22 

Recently, efforts have been initiated at the Johns Hopkins 
University’s Applied Physics Laboratory (JHUAPL) to refine 
the work done in academia and make it amenable for produc-
ing larger-scale composites. The overall concept for a top-down 
manufacturing approach to generate large-scale nanocellu-
lose mat–based structural composites with interesting optical 

Stock roll of
reinforcement
ply (e.g.,
woven/non-
woven fabric)

BioReactor to
infiltrate
nanostructured
cellulose
throughout ply

Cellulose purification
step
(Base treatment) and
solution chemistry
treatment (adjust
refractive index and
improve wetting per
resin selected)

Cellulose drying
step (e.g., freeze
drying, hot press
drying, or
chemical drying
(e.g., HMDS))

Resin infusion
and composite
molding/curing
steps

tock roll of
f

Cellulose drying
step (e.g., freeze
drying, hot press

Resin infusion
and composite
molding/curing

Figure 8.13 A scalable manufacturing concept for making nanocellulose 
structural materials.
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216 Systems Engineering for Microscale and Nanoscale Technologies

properties is shown in Figure  8.13. More details on specific 
processing steps with rationale are provided in Figure 8.14.

To date, emphasis has been placed on scaling the thickness 
of the nanocomposite materials from the ~60 um thickness 
reported in academia, retaining good mechanical reinforcing 
capability (high modulus and high strength) and maintain-
ing high transmittance in the visible region of the electro-
magnetic spectrum. The bacterial cellulose nanofibers are 
shown in the SEM images of Figure 8.15. The bacteria ingest 
sugar and secrete six pure cellulose chains per pore from an 
array of ~50 pores on its backside. The resultant fibers aggre-
gate to form ~14 nm × 50 nm ribbon cross-sectional fibers 
that are hundreds of microns in length. The images shown in 
Figure 8.15A through 8.15C are images from a drying experi-
ment in which the effect of drying technique on result fiber 
mat morphology was examined. From the images, it can be 
seen that hexamethyldisilazane (HMDS) chemical drying and 

Rinse commercial
bionanocellulose
(remove preservative)
note: max 5"  8"

Grow bionanocellulose using
bacteria and sugar media

Grown
already
at APL

Purify bionanocellulose using
sodium hydroxide solution

and rinsing to remove
bacterial debris

Chemical modify cellulose functional groups
(replace some hydroxyl –OH groups with

acetyl –OCOCH3 groups)

Decrease hygroscopic nature of
cellulose, improves wettability

with some resins, and decreases
refractive index of cellulose

Treat with silane to improve fiber/matrix
adhesion and wetting (e.g., use APS,

aminopropytriethoxysilane)

Stack, press, and dry the bionanocellulose plys
(flat or curved mold)

Vaccum infuse with resin
(e.g., acrylic, polyester, polyurethane, epoxy)

Cure (UV or thermal) in mold

0.5 in2

20 in2

80 in2

Rinse commercial
bionanocellulose
(remove preservative)
note: max 5" 8"

Grow bionanocellulose using
bacteria and sugar media

Purify bionanocellulose using
sodium hydroxide solution

and rinsing to remove
bacterial debris

Chemical modify cellulose functional groups
(replace some hydroxyl –OH groups with

acetyl –OCOCH3 groups)

Decrease hygroscopic nature of
cellulose, improves wettability

with some resins, and decreases
refractive index of cellulose

Treat with silane to improve fiber/matrix
adhesion and wetting (e.g., use APS,

aminopropytriethoxysilane)

Stack, press, and dry the bionanocellulose plys
(flat or curved mold)

Vaccum infuse with resin
(e.g., acrylic, polyester, polyurethane, epoxy)

Cure (UV or thermal) in mold

0.5 in2

20 in2

80 in2

Figure 8.14 Processing details for making nanocellulose structural mate-
rials using top-down methods.
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217Nanoscale Systems—Top-Down Assembly

supercritical CO2 drying are both very effective in maintaining 
discrete cellulose fibrils, while ethanol dried cellulose tends to 
agglomerate and form very dense, rather impenetrable mats. 
The open discrete fibril structure is conducive for the next step, 
which is resin infiltration. Typically, resins, such as Norland 
Optical Adhesive resins, were vacuum infused into the cellu-
lose mats over a period of hours. After complete wetting, the 
infused cellulose mat was transferred to a flat, two-part mold 
with either 110 µm or 250 µm spacers. The top mold was typi-
cally a UV transparent quartz plate. Then, a UV curing lamp 
was used to cure the composite. Following careful demolding, 
the composite was aged overnight at 60°C and subsequently 
characterized for its optical and mechanical properties. A typi-
cal bionanocellulose-reinforced polyester sample is shown in 
Figure  8.16. The mechanical properties of a 0.25 mm thick 
sample were measured and compared to the native, unrein-
forced resin properties. The stress–strain curve is shown in 

A B

C

2.0kV 15.5mm x5.00k SE(L) 2.0kV 15.8mm x5.00k SE(L)

2.0kV 5.1mm x25.0k SE(U) 2.00um

10.0um 10.0um

Figure 8.15 Scanning electron microscopy (SEM) images of (A) ethanol 
dried bacterial cellulose mat, (B) hexamethyldisilazane (HMDS) dried bac-
terial cellulose mat, and (C) supercritical CO2 dried bacterial cellulose mat.
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Figure 8.17. The calculated ultimate tensile strength was ~60 
MPa and the modulus was 9 GPa. This result is significant 
because the modulus of the neat resin was improved by an 
order of magnitude and the tensile strength was improved by 
four times. Furthermore, as shown in Figure 8.18, the trans-
mittance across the visible range is still very high. At ~550 
nm, the wavelength of highest photopic sensitivity for humans, 
the total transmittance of the composite is as high as 87% with 
~85% direct transmittance, which implies high optical clarity 
(very little “fuzziness”) in images seen through the sample even 
when the sample to background object/observer is significant. 
If the sample measured in Figure 8.18 had been treated on the 
front and rear surfaces with a perfect antireflective coating, 
one could expect to achieve the top blue curve in Figure 8.18, 
which has an ~95% total transmittance at 550 nm.

Figure 8.16 Transparent cured bionanocellulose composite in front of 
a flower at the Johns Hopkins University’s Applied Physics Laboratory 
(JHU/APL). Sample thickness was measured to be 110 μm.
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Figure 8.17 Stress–strain curve of a 0.25 mm thick bionanocellulose 
composite.
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Figure 8.18 Ultraviolet-visible near-infrared (UV-VIS-NIR) transmit-
tance curves (measured and calculated) for total transmittance, direct 
transmittance, and notional total transmittance with perfect antireflective 
front–back surface coatings.
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Top-Down Assembly of Nanoscale 
Thermal Material Systems

Top-down assembly can also be used to create nano-, micro-, or 
macroscopic material systems with desired thermally conductive 
characteristics. For example, desired characteristics may be pat-
terned heat spreader applications, but more interesting applica-
tions for which nanomaterials are particularly suited are those 
that require flexibility in the end product. Making thermally 
conductive materials flexible and stretchable can be a challenge 
with conventional materials in the materials scientists’ toolbelt. 
However, researchers have recently had separate successes in 
using top-down assembly to create flexible, stretchable, high 
thermal conductivity material substrates and composites that 
incorporate ultrananocrystalline diamond (UNCD) and carbon 
nanotube thermal materials.

Diamond is a well-known material with extremely high 
thermal conductivity on the order of 1000 to 2000 W/(m ∙ K). In 
comparison, traditional engineering polymers typically exhibit 
thermal conductivities on the order of 0.25 to 1 W/(m ∙ K). The 
same group at the University of Illinois at Urbana-Champaign 
who developed the stamp transfer technique for making het-
erogeneous 3D circuits from nanomaterials has also applied 
the technique to make UNCD heat spreader layers for flexible 
devices. Kim et al. showed that while UNCD films could not be 
grown successfully on flexible polymer substrates due to the 
high deposition temperature, the UNCD films could be grown 
on a rigid Si/SiO2 source wafer, patterned and etched into 
UNCD microstructures (long platelets), and then transferred 
onto a flexible substrate to enable improved thermal spreading 
on the flexible substrate.23 Figure 8.19 is an illustrated flow-
chart of the process to create the UNCD microstructures and 
then stamp transfer them to a flexible substrate. In order to 
test the heat spreading capabilities of the stamp transferred/
printed UNCD microstructures, the authors fabricated three 
Au/Ti serpentine heaters on flexible 75 μm polyethylene tere-
phthalate (PET) substrates. The first heater was uncoated. 
The second heater was coated with a thin film of poly(methyl 
methacrylate) (PMMA) polymer. The third heater was coated 
with an array of UNCD stamp transfer printed platelets that 
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221Nanoscale Systems—Top-Down Assembly

were 800 µm × 800 µm × 400 nm thick. Figure 8.20 shows the 
results for each heater when heated at three different applied 
power levels of 53 mW, 97 mW, and 160 mW. One can see that 

(i)

(ii)

(iii)

(iv)

Grow UNCD

UNCD
SiO2

Silicon

Pattern UNCD
Undercut etch SiO2

Apply elastomer stamp.
Quickly peel-back stamp

Apply stamp to receiver,
slowly peel-back stamp

SEM view of
Printed UNCD

Angled SEM view
of undercut UNCD

Figure 8.19 Process (i)–(iv) to create ultrananocrystalline diamond 
(UNCD) microstructure patterns on a flexible substrate using polydimethyl 
siloxane (PDMS)-based stamp transfer techniques. (Kim et al., Ultranano-
crystalline diamond with applications in thermal management. Advanced 
Materials. 2008. Vol. 20. pp. 2171–2176. Copyright Wiley-VCH Verlag 
GmbH & Co. KGaA. Reproduced with permission.)D
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at the highest power level, the substrate is damaged in all 
of the images, and the heater survived for only the UNCD 
coated sample.

In the case of carbon nanotube thermal materials, they 
have very good promise in applications such as printed wiring 
boards, thermal interface materials, and heat sinks. However, 
large jumps in thermal conductivity of materials have not 
been seen by forming composites with low volume fraction of 
carbon nanotubes. Although the thermal conductivity of an 
individual nanotube is high, the thermal conductivity of the 
resultant carbon nanotube composites appears to be limited 
by the extremely high thermal resistance at the carbon nano-
tube to resin interfaces. Common top-down assembly meth-
ods used for carbon nanotube composite fabrication, such as 
solution blending, melt blending, and in situ polymerization 
have not led to substantial improvements in thermal conduc-
tivity over the neat resins. However, chemical vapor deposited 

A

B

C

200 µm

Figure 8.20 Heat spreader functionality shown with (A) uncoated serpentine 
heater, (B) poly(methyl methacrylate) (PMMA) polymer coated serpentine 
heater, and (C) ultrananocrystalline diamond (UNCD) platelet array coated 
serpentine heater. Images in each column are at three different applied power 
levels of 53 mW, 97 mW, and 160 mW, respectively, from left to right. (Kim et 
al., Ultrananocrystalline diamond with applications in thermal manage-
ment. Advanced Materials. 2008. Vol. 20. pp. 2171–2176. Copyright Wiley-
VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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223Nanoscale Systems—Top-Down Assembly

carbon nanotube arrays have shown significant promise for 
thermal interface material applications when they were syn-
thesized with injection molded silicone matrices.

Top-Down Assembly of Nanoscale 
Energy Harvesting Systems

Energy harvesting from natural and man-made sources in the 
environment has the potential to significantly increase the effi-
cacy of sensors and devices by increasing their endurance or 
operational characteristics (e.g., pulse repetition interval). It is 
believed that there are opportunities to significantly advance 
the state-of-the-art of harvesting kinetic energy using the 
piezoelectric effect by leveraging recent work in two respective 
fields: stamp transfer–based assembly of nanomaterial-based 
electronic devices and new nanostructured piezoelectric mate-
rials. It is believed that with proper engineering, a mechani-
cally flexible energy harvesting material that can harvest 
energy 10 times more effectively than polyvinylidiene fluoride 
(PVDF) from vibrations (e.g., cantilever or membrane geom-
etry), flowing water (e.g., bluff body/eel geometry), or wind (e.g., 
bluff body/fluttering flag geometry) can be demonstrated by 
developing an innovative, scalable, low-temperature manufac-
turing process to fabricate a piezoelectric energy harvesting 
composite that includes nanowire piezoelectric energy har-
vesting materials and nanoscale electrode materials.

In earlier work, others used piezoelectric thin crystals or 
film-based bimorph cantilevers made of materials such as lead 
zirconium titanate (PZT) to harvest vibration energy and zinc 
oxide (ZnO) piezoelectric nanowires attached radially to a poly-
mer fiber to harvest frictional energy. Specifically relevant to 
the aforementioned concept, PVDF artificial “eels” have dem-
onstrated the ability to harvest energy from the currents of 
flowing water as a succession of rotational vortices behind a 
bluff body strain the piezoelectric elements. In a previously 
funded Defense Advanced Research Projects Agency (DARPA) 
effort, the piezoelectric eel, roughly the dimensions of a scarf, 
was able to harvest 10 mW in flowing water.

As shown in Table 8.2, other materials such as lead zir-
conia niobate–lead titanate (PZN-PT) exhibit much higher 
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224 Systems Engineering for Microscale and Nanoscale Technologies

mechanical to electrical coupling properties and proportion-
ally higher harvestable power compared to PVDF.

The concept for novel nanomaterial-based nano-piezo-
generator (NPG) composite devices for energy harvesting syn-
thesis is described below. One would synthesize high-quality 
piezoelectric nanowires of PZN-PT or PZT, assemble them 
using a polydimethylsiloxane (PDMS) stamp transfer tech-
nique, and align them using a electrophoretic alignment pro-
cess. Using these aligned nanowires, one would construct a 
piezoelectric/polymer composite that is flexible and thin with 
electrode layers (Ag nanoparticles) immediately above and 
below the edges of the piezoelectric nanowires. It is believed 
that the nanowire composite approach and the selected har-
vester architecture have significant advantages over PVDF, 
such as having a higher electromechanical coupling coefficient 
that results in more charge production for a given stress; being 
more damage tolerant, flexible, and having better piezoelectric 
material quality than the PZT bimorph thin crystals or films 
(discrete nanowires lead to more flexibility, and the small 
dimensions of nanowires may have few or single crystals and 
less losses in the piezoceramic during operation); and having 
better performance than the semiconducting ZnO direct cur-
rent radial nanowire-on-polymer fiber approach (friction will 
lead to failure at some cycle number, and the architecture had 
electrode contact at only discrete portions of the nanowire). 
Also, while macrofiber composites and microfiber composites 
exist that exhibit piezoelectric properties, the nanowire pro-
posed devices should be superior in terms of ultimate bend 
strain to failure (fewer defects in the nanowires compared to 
bulk microfibers of piezoelectric ceramics), and also because of 
the small nature of the nanowires, they may be single crystals 
or few grains, leading to less electrical losses (heating in the 

TABLE 8.2
Strain Coefficients (d33) of Various Bulk Piezoelectric Materials

Polyvinylidiene 
Fluoride 
(PVDF)

Zinc 
Oxide 
(ZnO)

Lead 
Zirconium 
Titanate 

(PZT)

Lead Zirconia 
Niobate–

Lead Titanate 
(PZN-PT)

d33 (pC/N) 30 10 300–650 2,000
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225Nanoscale Systems—Top-Down Assembly

material) as the material is cycled in an alternating bending 
stress.

The technical challenge to make a highly efficient energy 
harvesting flexible material will be to synthesize high-qual-
ity piezoelectric nanowires (such as PZN-PT) and assemble 
them into a piezoelectric/polymer composite as shown in 
Figures 8.21 and 8.22. The resultant composite should be flex-
ible and thin with electrode layers immediately above and 
below the edges of the piezoelectric nanowires. The PZN-PT 
nanowire synthesis method can be described as a solvother-
mal synthesis technique in which one loads an autoclave 
with lead, zirconium, niobium, and titanium metal oxide and 
alkoxide precursors and solvents in appropriate ratios, seals 

Piezoelectric (ZnO, PZT,
PZN-PT, ...) Nanowires
embedded in Spin-
coated Polyimide

Nanoscale Ag particles
for use as top electrode

Electrode TabsPolyimide SubstrateNanoscale Ag particles
for use as electrode

Figure 8.21 Three-dimensional (3D) cross section of a single layer of the 
proposed nano-piezo-generator. The multilayered ABCABCABC stacking 
sequence (nano-Ag electrode layer/piezoelectric nanowire layer/nano-Ag 
electrode layer…) is easily realizable.

Piezoelectric (ZnO, PZT, PZN-
PT, ...) Nanowires embedded
in spin-coated polyimide

Nanoscale Ag particles
in polyimide for use as
top electrode

Electrode Tabs

Polyimide SubstrateNanoscale Ag particles in
polyimide for use as
bottom electrode

Figure 8.22 Cross section of a single layer of the novel nano-piezo-generator.
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226 Systems Engineering for Microscale and Nanoscale Technologies

the autoclave, and raises the temperature and pressure to 
nucleate and grow the PZN-PT nanowires. Another potential 
synthesis method suitable for PZN-PT nanowire fabrication 
includes growing the nanowires in a template, such as a nano-
porous anodic alumina template, followed by dissolution of the 
alumina template. It should be noted that these would be truly 
novel materials, as there are currently no published articles 
describing the synthesis of PZN-PT nanowires.

To create the piezoelectric nanowire-based composite, one 
could employ a polydimethylsiloxane (PDMS) stamp transfer 
technique. A thermo- or photo-curing polymer (e.g., polyimide) 
could be spun coat on a substrate as a base layer, and a pat-
terned PDMS stamp would be used to transfer a patterned 
electrode (e.g., Ag nanoparticles) layer (layer A) into the wet 
thin polymer layer using a specified contact pressure. Heat or 
UV light would be used to cure the polymer with the embed-
ded Ag nanoparticles. The process would be repeated by spin 
coating another layer of thermo- or photo-polymer and then, 
using a different PDMS patterned stamp, transferring a single 
layer of piezoelectric nanowires (layer B). (Note that in some 
embodiments, the layer of piezoelectric nanowires may be 
aligned between interdigitated electrodes using dielectropho-
resis before being stamp transferred. Dielectrophoresis is the 
polarization and manipulation of neutral dielectric objects in a 
nonuniform electric field, which can be used to manipulate the 
nanowires at the nanoscale between interdigitated electrodes 
on a substrate.) Again, heat or UV light will be used to cure 
the polymer with the embedded piezoelectric nanowires.

The process would be repeated with spin coating more 
polymer and transferring another electrode layer using the 
electrode patterned PDMS stamp (layer C). Curing the poly-
mer in this layer creates a single-layer composite. However, 
the layers can be repeated with any desired permutation of 
A, B, and C (or other patterned stamp layers) until a suit-
ably thick multilayer composite piezoelectric device has been 
developed. This will fabricate an ABCABCABC stacking 
sequence, where A and C are interleaved nano-Ag electrode 
layers and B is a sandwiched piezoelectric nanowire layer. 
Finally, a diamond knife and conductive epoxy can be used 
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227Nanoscale Systems—Top-Down Assembly

to make electrical contact to all of the electrode layers in any 
desired configuration.

Sensing in oceanic, river, and stream environments is criti-
cal for commercial and defense applications. Current systems 
may have limited lifetime due to battery life or rotating parts 
(turbine-based systems) that limit endurance of the sensing 
activity. Continuous energy harvesting to trickle charge a 
battery that powers the sensor will enable extended duration 
sensing activities. As a result of this and knowledge of typical 
flow rates, one could optimize the development of a nano-piezo-
generator for an underwater application with flowing water 
currents of 0.5 to 1 m/s.

As is shown in the model in Figure 8.23, the theoretical 
power available from water flowing at 1 m/s is approximately 
500 W/m2. However, for piezoelectric devices, this number is 
normalized using three efficiency parameters, η1, η2, and η3. 
The first parameter, η1, is the hydrodynamic efficiency that 
takes into account the efficiency of converting water energy 
into mechanical energy. This value is denoted by the Betz 

600

P = ρV3η1η2η3A
1
2500

400

300

200

100

0
0 0.2 0.4 0.6
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Po
w
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2

Figure 8.23 Model of the power per area produced by flowing water as 
a function of water velocity. At 1 m/s, the theoretical power output is 500 
W/m2.
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number (Cb) that computes the energy extracted by slowing 
flowing water. The equation for the Betz number is

 

Cb = − +
1
2
1 12

2

1
2

2

1

υ

υ

υ
υ

where ν2 and ν1 are the downstream and upstream flow veloci-
ties, respectively.

With a velocity relation (ν1: ν2) of 3:1, the Betz number 
reaches a maximum value of 0.592. However, practical values 
of the number are in the range of 0.35 to 0.45, and one can 
select the conservative value of 0.35 for this efficiency. The 
second parameter, η2, is the efficiency of the electronic cir-
cuitry. For the notional nano-piezo-generator devices, one can 
envision using a switched resonant power conversion circuit. 
For the frequencies of interest in the low Hz range, this type 
of circuit has calculated potential efficiencies of 37%. For our 
calculations, we are using a conservative value of ~25%. The 
last parameter, η3, is the efficiency of a specific piezoelectric 
material to convert mechanical energy into electrical energy. 
For PZN-PT, this number has been reported as high as 88%, 
but again we will use a conservative value of 25%. For PVDF, 
this efficiency is 1%. Using these efficiencies, the theoretical 
power output of a PVDF device in 1 m/s flowing water is 0.4 
W/m2. Our power output estimate of a PZN-PT device in the 
same water is 10 W/m2, due to the higher mechanical to elec-
trical coupling.

The experimental approach for the energy harvesting, 
as schematically shown in Figure  8.24, incorporates a von 
Karman vortex street/fluttering flag geometry to harvest 
energy from flowing water. The Strouhal equation, which 
describes oscillating flow mechanisms, is

 
f V

dS =
⋅0 2.

where fS is the Strouhal frequency, V is the velocity of the fluid, 
d is the diameter of the bluff body in which the piezoelectric 
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composites are attached, and 0.2 is the Strouhal number for 
fluids with low Reynolds numbers. From this equation, at a 
water velocity of 1 m/s and a bluff body diameter of 1.5 cm, 
the flags will flutter at a frequency of 13 Hz. By adjusting the 
diameter of the bluff body, the frequency of oscillations can be 
optimized for the composite to maximize strain and resulting 
power output.

From the power equation above, we conservatively predict, 
using the kinematic viscosity of water, a flow velocity of 1 m/s, 
the efficiencies described above, and an additional 10% effi-
ciency value, the fabricated device will produce 215 mW/m2, a 
five times increase in the power produced by the PVDF elec-
tric eel (39 mW/m2).

The described composite nano-piezo-generator device can 
be considered a multifunctional apparatus. As mentioned 
above, one potential application area is in the area of energy 
harvesting from a flowing water source such as an ocean cur-
rent. The piezoelectric composite device would be placed on 
an inactive flexible support sheet and arranged in a flag-type 
configuration behind a bluff body (e.g., something like a flag-
pole that would disrupt the normal flow of water to create a 
von Karman vortex street of alternating vortices at some fre-
quency) as shown in Figure 8.24. An array of such “flags” could 
be used to harvest the necessary amount of power for a given 

Figure 8.24 The nano-piezo-generator in a fluttering flag geometry for an 
underwater energy harvesting application.
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application. Although so far in the discussion we have focused 
the nano-piezo-generator concept of operations on an under-
water energy harvesting system, the final device’s utility could 
be applicable to a wide variety of environments. For instance, 
the conformal devices could be used to cover large surface 
areas (truck beds, vehicle hoods, entire exteriors of buildings, 
etc.) to harvest vibrational energy, even at low frequencies. 
Furthermore, the piezoelectric device fluttering flag geometry 
could be used for wind harvesting in the same form. However, 
due to the power conversion equation governing piezoelectrics 
(power is proportional to density), the much lower density of air 
compared to water will severely limit the harvestable energy. 
Additionally, by changing the approach from a piezoelectric 
nanowire design to a thermoelectric nanomaterial (nanowire/
nanoparticle) design, the described nanodevice could harvest 
energy from temperature differentials on vehicles, woven into 
fabrics to be worn by soldiers to recharge batteries, etc. One 
can also envision a hybrid piezoelectric:thermoelectric multi-
modal energy harvesting device assembled using nanomateri-
als, nanowires, and the stamp transfer technique.

Top-Down Assembly of Nano Electro 
Mechanical Systems (NEMS)

Finally, the chapter concludes with a brief examination of the 
top-down assembly processes and potential scalability asso-
ciated with Nano Electro Mechanical systems (NEMS). For 
example, electrofluidic “tools” have been shown to be very 
effective in the assembly of NEMS.24 Furthermore, a mass 
spectrometer on a chip-NEMS-based system to create a high-
performance instrument is an excellent example of nanoscale 
top-down assembly.25

Electrofluidic Top-Down Assembly of a NEMS

NEMS are typically fabricated by spatially patterning a sin-
gle crystal mechanical layer (Si, GaAs, etc.) followed by an 
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etch release of an underlying sacrificial layer. Such NEMS 
mechanical components are useful for ultrasensitive sensing 
applications and low-power radio frequency (RF)-range nano-
mechanical signal processors.24 However, traditional top-down 
nanomachining approaches have damaged the surfaces of the 
mechanical resonators limiting their quality factors and ulti-
mately their sensitivity. Recently, Evoy et al. demonstrated a 
promising new method: electrofluidic top-down assembly of a 
NEMS.25 In their approach, the researchers combined elec-
trodeposition of a noble high-conductivity metal (Rhodium) 
into anodized alumina membrane nanopores to synthesize 
Rhodium nanorods. The nanorods were then assembled on an 
electrode Si/SiO2 wafer using a dielectrophoresis electroflu-
idic assembly technique. Electrodes were deposited on one or 
both ends of the Rhodium rods. Finally, the underlying SiO2 
was etched away to produce suspended Rh rods with attached 
electrodes, a NEMS device.

Top-Down Assembly of a NEMS-Based 
Mass Spectrometer on a Chip

Researchers recently announced the first successful fabrica-
tion and testing of a NEMS-based mass spectrometer. The sys-
tem is shown schematically in Figure 8.26. The system uses 
some traditional mass specification components, such as elec-
trospray ionization to ionize the species of interest and mag-
netic fields to guide the species, but the heart of the system is 
the NEMS device. As the individual molecules and nanopar-
ticles arrive at the NEMS sensor, the increased mass due to 
their adsorption causes increases of mass of the sensor beam 
and concomitant decreases in the resonance frequency. Their 
direct observation was reported for the first time in 2009 in 
the NEMS-MS system.25 The numerous potential benefits of 
NEMS-MS systems equipped with arrays of NEMS sensors 
and additional technologies are very promising for the future. 
The top-down assembly of the NEMS sensor has made this 
attractive single molecule/nanoparticle detection method 
possible.
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Conclusion

The science and engineering related to the top-down assembly 
of nanoscale systems is still in the early stages. The research 
in this area is growing but is still sparse. Many researchers 
are still studying nanomaterials at the individual nanolevel. 
Significant, targeted government funding in the area of top-
down assembly of scalable, cost-effective nanosystems is war-
ranted to increase the number of researchers and quality of 
research in this important area. However, even though the 
existing body of literature is small in this area, this chapter has 
highlighted numerous success stories where engineers have 
been able to translate the properties of a single nanoparticle or 
nanomaterial into a larger system to create unique function-
alities. Those functionalities have spanned multiple domains, 
including nano-electrical, nano-optical, nanostructural, nano-
thermal, nano-energy, and nano-electro-mechanical. Now that 
proof-of-concept systems have been demonstrated, new chal-
lenges await the research engineers as they move toward the 
daunting task of making their systems cost-effective, scalable, 
and integration worthy into larger, more complex systems with 
heretofore unseen functionality. Systems engineers may begin 

Figure 8.25 Conceptual diagram of an electrofluidic assembled Rh Nano 
Electro Mechanical Systems (NEMS).
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to take note of the new, exciting capabilities of some of the newly 
demonstrated top-down assembled nanosystems and hopefully 
build previously unthinkable requirements into projects.
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P A R T  3

Systems Engineering 
Process Elements

Component Advanced Development …
The fundamental objectives of this stage of development are to 
accomplish risk-reduction activities as required to establish con-
fidence that the building blocks of the system are sufficiently well 
defined, tested, and demonstrated to provide confidence that when 
integrated into higher-level assemblies and subsystems, they will 
perform reliably.

Part 3 discusses key activities in all phases of micro- and 
nanoscale technology development that support and run par-
allel to systems engineering verification and validation and 
risk management activities. Tools and techniques that are 
unique to micro- and nanoscale technology development are 
described. Issues integral to the conduct of a systems engi-
neering effort are discussed, from planning to consideration of 
broader management issues (Chart III.1). These issues include 
the differences in process flow, need for strict configuration 
management, risk management of technology readiness, 
management of interfaces across scales, selection of verifica-
tion methods, need for prototyping (Chart III.2), and qual-
ity management. The importance of defining decision gates 
and conducting technical reviews is discussed (Chart III.3). 
Throughout the part, the role of multidisciplinary subject 
matter experts and “product” systems engineers in providing 
data for key decision points and risk mitigation techniques is 
described.

Chapter 10:  Modeling and Simulation in the Small World, 
Morgan Trexler and John Thomas
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Chapter 11:  Interfaces at the Micro- and Nanoscale, 
Jennifer Breidenich

Chapter 12: Systems Reliability, O. Manuel Uy
Chapter 13:  Test and Evaluation Techniques from 

Very-Large-Scale Integration (VLSI) to 
New Developments in Micro- and Nanoscale 
Technology (MNT), William Paulsen

Chapter 14:  Developing and Implementing Robust 
Micro- and Nanoscale Technology Programs, 
Janet L. Barth

CHART III.1
Systems Analysis and Control—Sampling of Tools

Work Breakdown Structure

The Work Breakdown Structure (WBS) is a means of organizing system 
development activities based on system and product decompositions. These 
product architectures, together with associated services (e.g., program 
management, systems engineering, etc.) are organized and depicted in a 
hierarchical tree-like structure that is the WBS.

Configuration Management

Configuration management permits the orderly development of a system, 
subsystem, or configuration item. A good configuration management 
program ensures that designs are traceable to requirements, that change is 
controlled and documented, that interfaces are defined and understood, and 
that there is consistency between the product and its supporting 
documentation. Configuration management provides documentation that 
describes what is supposed to be produced, what is being produced, what 
has been produced, and what modifications have been made to what was 
produced. 

Data Management

Data management documents and maintains the database reflecting system 
life cycle decisions, methods, feedback, metrics, and configuration control. It 
directly supports the configuration status accounting process. Data 
Management governs and controls the selection, generation, preparation, 
acquisition, and use of data imposed on contractors.
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CHART III-1 (Continued)
Systems Analysis and Control—Sampling of Tools

Interface Management

Interface Management consists of identifying the interfaces, establishing 
working groups to manage the interfaces, and the group’s development of 
interface control documentation. Interface Management identifies, develops, 
and maintains the external and internal interfaces necessary for system 
operation. It supports the configuration management effort by ensuring 
that configuration decisions are made with full understanding of their 
impact outside of the area of the change.

Interface Identification

An interface is a functional, physical, electrical, electronic, mechanical, 
hydraulic, pneumatic, optical, software, or similar characteristic required to 
exist at a common boundary between two or more systems, products, or 
components.

Trade Studies

Trade studies identify desirable and practical alternatives among 
requirements, technical objectives, design, program schedule, functional 
and performance requirements, and life-cycle costs are identified and 
conducted. Choices are then made using a defined set of criteria. Trade 
studies are defined, conducted, and documented at the various levels of the 
functional or physical architecture in enough detail to support decision 
making and lead to a balanced system solution.

Modeling and Simulation

A model is a physical, mathematical, or logical representation of a system 
entity, phenomenon, or process. A simulation is the implementation of a 
model over time. A simulation brings a model to life and shows how a 
particular object or phenomenon will behave. It is useful for testing, analysis 
or training where real-world systems or concepts can be represented by a 
model. 

Metrics in Management

Metrics are measurements collected for the purpose of determining project 
progress and overall condition by observing the change of the measured 
quantity over time. Management of technical activities requires use of three 
basic types of metrics:

• Product metrics that track the development of the product,
• Earned Value that tracks conformance to the planned schedule and 

cost, and
• Management process metrics that track management activities.
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Prove System Need:
Use existing high resolution

models to emulate
operational situation

Smooth Transition to Operation
Manual proven
Trained personnel
Operationally ready before
equipment is given to
operators

Reduce Program Risks
Design
Integration
Transition to production
Testing

Helps Refine Requirements

Test “concepts” in the  “real
world” of simulation using
simple models and putting
operators into process

Get the user involved
Prevent gold-plating

$ Savings

Saves Time Improves IPPD

Shortens
Schedules

Need

Detail
Design

Prelim
Design

Sometimes it’s the only way
to verify or validate

Prod
Deploy

O&S

Concepts

Chart III.2 Advantages of Modeling and Simulation

Before During After

Follow-up

Resolve

Track action
items and
issues

Assign
responsibilityReview

Individual and
team reviews

Pre-review

Familiarize

Plan

Individual and
team reviews
Examine data
Analyze data
Track and
document
analysis

Facilitate and
pace meeting
Examine review
data and
analyses –
record and
classify findings
Address key issues
identified by pre-review
activity
Assess severity
of problems
Identify action
items

Have overview
meeting

Identify
participants
Assign roles and tasks
Establish guidelines
and procedures
Establish and
use entry criteria
Establish exit criteria
based on the event-
driven schedule

Track action
item completion
trends
Document and
distribute
results of
review and
action item
completions

Chart III.3 Technical Review Process
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9
Nanoscale Systems—
Bottom-Up Assembly

Jason Benkoski

Nano child’s play.
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Nano-Intuition

Because forces do not scale linearly with length, our physical 
intuition can falter at the nanoscale. The textbook example 
is gravity. Weight is a central design consideration for every-
thing from transportation to personal electronics. At the 
nanoscale, gravity and inertia are practically nonexistent. In 
contrast, adhesion can be difficult to achieve between mac-
roscopic objects, but it frequently dominates all other forces 
at the nanoscale. It is not unusual for self-assembling nano-
systems to be held together by nothing more than the surface 
tension of water.
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Nanotechnology would be counterintuitive enough if only 
the relative magnitudes of forces were different. Even less 
intuitive is the fact that thermal fluctuations are large enough 
to overcome the forces holding nanoscale systems together.1 
At times a challenge and an opportunity at others, the impor-
tance of random thermal vibrations means that the state of 
each nanocomponent is probabilistic. It makes more sense to 
speak in terms of a most probable state rather than a precise 
condition. Each nanocomponent may spend, for example, 80% 
of its time in the “on” state and 20% in the “off” state, switch-
ing thousands of times each second. Alternatively, one can 
take a snapshot of thousands of identical nanocomponents to 
reveal that 80% of them are “on” at any given instant.

Another way to conceptualize thermal fluctuations is to 
consider that the signal-to-noise ratio is extremely low. The 
total energy holding a system together might be only 3 or 10 
times larger than the kinetic energy of an atom vibrating at 
room temperature. Many nanoscale systems, therefore, lie just 
on the edge of complete randomization. A vivid illustration is 
that ordinary physical properties do not have well-defined 
values. For instance, the adhesive strength between a pair of 
nanoparticles is never the same twice. It has a probabilistic 
range of values depending on how fast they are pulled apart.2,3 
Two particles pulled slowly will break apart at a much lower 
force than those pulled quickly. At infinite time, there is no 
force required. The reason is that if you wait long enough, a 
random thermal vibration will eventually come along to kick 
the two particles apart. If they are pulled quickly, less time is 
available for a helpful push.

No discussion of self-assembly is complete without mention-
ing the importance of entropy. Intuitively, one thinks about 
energy as the capacity to do work, such as the potential energy 
of a bowling ball placed at the top of a hill. However, energy can 
also be stored by increasing the order of a system. This energy 
of disorder is observed whenever salt dissolves in water. The 
system starts out ordered (pure salt and pure water), but then 
the drive for greater disorder causes mixing between the two 
pure compounds. Energy that depends on the degree of disorder 
is said to be entropic in origin. Entropy receives less attention 
at the macroscale because it is usually small enough to ignore. 
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The potential energy of the bowling ball in the above example 
is equal to the mass of the bowling ball times the acceleration of 
gravity times the height of the hill. Entropy is not large enough 
to affect the position of the bowling ball, but it will actually 
overcome gravity to roll a nanoparticle uphill. Defying gravity 
is only one of the counterintuitive consequences of entropy that 
will be explored later in this chapter.

Macroscale Manufacturing

These same inconsistencies carry over into nanoscale manu-
facturing. Macroscopic manufacturing is characterized by 
accuracy, precision, repeatability, and six-sigma quality man-
agement. Nanoscale manufacturing, by contrast, is inherently 
variable. Rather than producing exactly 1,000 identical com-
puters, a nanoscale manufacturing process might create an 
unknown number of particles with a distribution of diameters, 
variable aspect ratio, and a fixed fraction of thermodynamically 
unavoidable defects. The final product may appear to be little 
more than a pile of powder,4 a vial of solution,5 or an invisible 
surface coating.6 The manufactured “part” in this case can have 
greater variability than a collection of snowflakes and yet still 
outperform the most precisely constructed macroscale object.

The basic principles of manufacturing at the macroscale 
place the design paradigms of nanoscale self-assembly into 
context. As shown in Figure 9.1, manufacturing can be catego-
rized into three types: transformative, subtractive, and addi-
tive. Transformative refers to any process that causes a shape 
change with no change in volume. Examples include injection 
molding, metal working, and pottery. The idea is to begin with 
a pliable material and then deform it into its final shape. The 
final step may or may not include a hardening step such as 
freezing, sintering, vitrifying, or cross-linking.

The second type of manufacturing is called subtractive, 
because one starts with a large, monolithic block of material 
and then removes material to achieve the desired shape. The 
shape change results from a loss of material. At its basic level, 
subtractive manufacturing is synonymous with sculpting. 
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Industrial examples include etching and computer numeri-
cal control (CNC) machining. Unlike transformative pro-
cesses, subtractive manufacturing necessarily begins with a 
solid material. This method is frequently employed precisely 
because the starting material is hard and brittle (e.g., marble).

The final category of manufacturing is additive process-
ing. Additive processing most frequently refers to the assembly 
of smaller solid objects into a larger object. Additive process-
ing may also occur through the addition of pliable materials, 
however, as with welding and three-dimensional (3D) printing. 
Therefore, the broadest sense of additive manufacturing is a 
shape change achieved through an increase in volume.

Nanoscale Manufacturing

These definitions set the stage for describing the two major 
classes of nanoscale manufacturing: top-down and bottom-up. 

Subtractive Transformative Additive

Figure 9.1 The three primary categories of manufacturing are (1) subtrac-
tive, which involves a shape change with a loss in volume, (2) transformative, 
which involves a shape change with no change in volume, and (3) additive, 
which involves a shape change with an increase in volume.
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As described in the previous chapter, top-down nanomanu-
facturing is a subset of subtractive manufacturing. It was 
originally developed by the semiconductor industry for the pro-
duction of microchips. Broadly speaking, it is an iterative pro-
cess involving the deposition of a monolithic film followed by 
patterning with a template and then etching. Deposition pro-
cesses include physical vapor deposition (PVD) and chemical 
vapor deposition (CVD). Patterning may be achieved through 
photolithography, nano-imprint lithography, or electron beam 
lithography. Finally, wet etching, plasma etching, or reactive 
ion etching carves out a permanent impression of the litho-
graphic pattern on the starting material.

Whereas top-down nanomanufacturing resembles micro-
chip fabrication, bottom-up nanofabrication resembles chem-
istry. Many of the building blocks for bottom-up assembly are 
synthesized through a wet chemistry process. Polymer syn-
thesis, for example, occurs through the successive addition of 
organic repeat units into long chains. Another common bottom-
up process is the nucleation and growth of solid nanoparticles 
from a liquid salt solution. As one example, gold nanoparticles 
originate from reduction of auric acid (HAuCl4) in water.7 In 
fact, few details of nanoparticle synthesis differ from routine 
precipitation save for the ability to limit crystal growth and 
minimize polydispersity. The subsequent process of nanopar-
ticle assembly is also performed in a liquid medium. Liquid 
media are generally crucial to this process, for they mediate 
the interactions between the particles and prevent uncon-
trolled aggregation.

The differences between top-down and bottom-up manu-
facturing extend far beyond the methods of construction. 
Moreover, the resulting structures, properties, and functions 
generally fall along different lines as well. From a morphologi-
cal standpoint, top-down structures are characterized by geo-
metric primitives, repeating patterns, and long-range order. In 
many respects, they look similar to macroscale machines and 
electronics. Bottom-up structures, on the other hand, appear 
much more familiar to a microbiologist. As such, they contain 
fractal geometries, polydisperse size distributions, and mostly 
short-range order. The similarity to biological systems is not 
coincidental. Bottom-up assembly shares many of the same 
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physical principles employed by cells during protein synthesis, 
protein assembly, and biomaterial synthesis.

Any technology that is manufactured by a process that 
resembles wet chemistry results in structures that resemble 
biology and obey quantum physics is bound to hold surprises 
for even the most seasoned engineer. The following sections 
will explain the physical principles that govern nanoscale 
assembly and then describe how they can be exploited to gen-
erate the desired structures and properties.

Relationship of Bottom-Up 
Fabrication to Chemistry

Chemistry is a natural starting point for nanotechnology. 
Indeed, nanotechnology traces back to the Middle Ages when 
alchemists made red pigments for stained glass from gold 
nanoparticles.8 Most molecules are inherently nanoscopic. A 
routine chemical reaction typically produces about 1023 identi-
cal molecules, each of which measures a fraction of a nano-
meter across. In fact, one could say that nanoscale objects are 
large by chemistry standards. One might therefore mistak-
enly assume that nanomaterial synthesis would be relatively 
easy.

Although reducing the size is the greatest challenge for 
top-down nanomanufacturing, the reverse is true for bottom-
up assembly. Consider how most molecules consist of fewer 
than 50 atoms. A 10 nm nanoparticle may consist of 1,000,000 
atoms. The larger number of atoms leads to a larger opportu-
nity for error.

The concepts of large molecules and polydispersity first 
became widespread with the onset of polymer chemistry. 
Polymers are built up from the addition of identical chemical 
repeat units, or monomers. A typical polymer chain consists 
of about 1,000 monomers linked end-to-end in a linear chain. 
Because initiation and termination of polymerization are ran-
dom processes for each molecule, the number of monomers dif-
fers from one chain to the next. It would not be unusual for the 
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244 Systems Engineering for Microscale and Nanoscale Technologies

largest polymer chain to be a million times larger than the 
smallest chain in the same reaction.

Nanoparticle synthesis follows similar behavior. The poly-
dispersity is governed by the classical nucleation/diffusional 
growth model.9–11 In the initial stages of the reaction, atoms or 
molecules nucleate into a fixed number of seeds, and particles 
then continue to grow by diffusion-driven deposition of mate-
rial onto the existing seeds.

Relationship of Bottom-Up 
Fabrication to Biology

The basic building blocks of nanotechnology –nanoparticles, 
polymers, carbon nanotubes, and so forth, are built up from 
the addition of many atoms. In achieving greater functionality 
and sophistication, these building blocks are assembled into 
discrete structures with well-defined short-range order. These 
structures further integrate into systems of increasing com-
plexity. The hierarchical ordering of atoms, particles, assem-
bled subunits, and nanostructured systems mirrors almost 
exactly the world of proteins.

Proteins have primary, secondary, tertiary, and quater-
nary structure. Primary structure refers to the order of amino 
acids along the linear polypeptide chain. Amino acids are small 
molecules that form the basis of a polymer chain known as a 
polypeptide or protein. They are linked end to end in a precise 
sequence. The order is important because each amino acid has 
a set of specific physical properties that not only compel the 
chain to fold into a precise 3D shape, but also determine the 
function of the final structure. Amino acids can be positively 
charged, negatively charged, hydrophilic and neutral, hydro-
phobic, or include chemically active species.

The immediate impact of the amino acid sequence is to drive 
the assembly into a pair of relatively simple motifs referred to 
as the secondary structure. Secondary structure includes the 
alpha helix and beta sheet. As their names imply, the alpha 
helix is a coil-shaped configuration, and the beta sheet looks 
like a pleated two-dimensional (2D) sheet.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
31

 1
2 

M
ay

 2
01

6 



245Nanoscale Systems—Bottom-Up Assembly

These two structural motifs then organize to create the 
overall 3D structure of the polypeptide. Typically taking the 
form of a compact globule, this 3D structure is referred to as 
the tertiary structure. Finally, quaternary structure describes 
the self-assembly of multiple globular proteins into a single 
supramolecular structure.

Proteins perfectly illustrate the concept of self-assembly 
because the blueprint for the final structure is encoded in the 
protein sequence. No intervention is required to create the 
final product once the individual building blocks have been 
synthesized. This feature has a number of desirable conse-
quences for manufacturing technology.

Scalability: Self-assembly is a parallel process. 1023 objects 
self-assemble in the same time as a single object.

Cost: The costs for a self-assembly process lie entirely in 
the design and synthesis of the initial building blocks. 
Capital costs are comparable to those of a general wet 
chemistry laboratory. The costs of the required materi-
als are relatively small from that point forward.

Low energy: Self-assembly frequently occurs best at stan-
dard temperature and pressure.

Hierarchical order: Although self-assembly does not pro-
vide the precision and control of top-down methodolo-
gies, living organisms demonstrate how self-assembly 
manages complexity and control across all size scales. 
Because forces do not scale linearly with size, hierar-
chically, organization can exploit the quirks of each 
size regime to obtain combinations of properties that 
generally do not go together.

It is insufficient to argue that bottom-up assembly is a promis-
ing manufacturing technique based merely on the success of 
biology in producing vast quantities of biomass. The point of 
bottom-up assembly is not the production of mass quantities. 
Rather, the promise lies in the ability to create devices and 
materials with unprecedented capabilities. Moreover, when 
one looks at the photonic properties of butterfly wings, the 
strength of spider silk, the toughness of mollusk shells, and 
the self-cleaning properties of the lotus leaf, one sees many 
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246 Systems Engineering for Microscale and Nanoscale Technologies

examples where nature extracts extraordinary properties 
from ordinary materials.

The Physics of Self-Assembly

Thermal Energy

Self-assembly is generally possible at the nanoscale because 
the strength of most interactions drops close to the level of 
thermal energy below about 100 nm. The interaction forces 
must be relatively weak for the following reason: assembling 
objects must be allowed to try all possible combinations before 
settling into the desired configuration. In other words, the sys-
tem cannot find the correct configuration before first attempt-
ing all possible mistakes. If the interactions are too strong, 
they become irreversible. The first random collision will cause 
assembly, and the probability that the first random choice is 
the desired choice is vanishingly small.

The system of assembling nanoscale objects must be at or 
near equilibrium for true self-assembly to occur. Equilibrium 
can only be achieved by balancing thermal energy with all 
possible attractive and repulsive forces. A few examples of the 
possible interactions are shown in Figure  9.2. They include 
electrostatic, electret, magnetic, van der Waals, steric repul-
sion, and hydrophobic forces.

Electrostatic

Electrostatic

At
tr

ac
tiv

e
Re

pu
lsi

ve

Charge dipole
magnetic

Charge dipole
magnetic

Charge dipole

Charge dipole

Hydrophobic

Hydrophobic

van der Waals

Steric

Oil

Water

Figure 9.2 List of attractive and repulsive interactions common to build-
ing blocks in self-assembling systems.
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247Nanoscale Systems—Bottom-Up Assembly

Electrostatic Interaction

Perhaps the most familiar of these is the electrostatic inter-
action. It dictates that like charges repel each other and 
opposite charges attract. It is normally a strong and long-
range force between charged objects. The situation changes 
somewhat in a liquid medium like water. In water, the over-
all charge is neutral, so every charged object is surrounded 
by a cloud of counterions. The total charge of the particle and 
the surrounding cloud is zero, so no net attraction or repul-
sion occurs between pairs of charged particles at large dis-
tances. They can only “feel” the charge of the other particle 
if they are close enough to penetrate the counterion cloud. 
This distance decreases with increasing salt concentration. 
In blood, it drops to 1 nm.1

A bizarre consequence of the counterion cloud is that it 
controls the attraction and repulsion of the particle, and the 
attraction is entropic in nature. A pair of oppositely charged 
particles and their respective counterion clouds are depicted 
schematically in Figure 9.3. The counterions balance their 
attraction to the charged particle with the drive to maximize 
their freedom of translation. When two oppositely charged 
particles make contact, it is actually the entropy of liberat-
ing the counterions that causes the attraction, not the direct 
electrostatic attraction between the particles. Essentially, 
the system has traded particle/counterion bonds for par-
ticle/particle bonds. These enthalpic contributions cancel 
out. However, the counterions that were originally between 
the particles are now free to diffuse away in all possible 
directions. The overall entropy of the system increases, and 
assembly occurs.

Also arising from electrostatic interactions are dipolar 
forces. An electric dipole, or electret, is basically a positively 
charged object joined to a negatively charged object. It can 
also be a molecule with an uneven electron distribution that 
favors one side. All the above rules apply, except that orien-
tation matters. A head-to-tail orientation is attractive, but a 
head-to-head or tail-to-tail orientation is repulsive. Similarly, 
antiparallel orientation (side-by-side but opposite direction) is 
attractive, and parallel orientation is repulsive.
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248 Systems Engineering for Microscale and Nanoscale Technologies

Hydrogen Bonding

Even though the H2O molecule is typically represented as a 
V-shaped molecule, it actually has a tetrahedral shape. The 
two hydrogen atoms are spaced by a 108° angle on one side 
of the oxygen atom, and two free electron pairs are tetrahe-
drally oriented on the opposite side. Because oxygen is more 
electronegative than hydrogen, the electrons are not shared 
equally with hydrogen. This leaves a partial positive charge 
on hydrogen and a partial negative charge on each electron 
pair. Naturally, the hydrogen atoms are attracted to the elec-
tron pairs of the neighboring water molecules. When these 
two come into close contact, it forms a hydrogen bond.

Figure 9.3 Electrostatic interactions in a liquid medium are controlled not 
by the charge of the interacting particles but by the intervening counterion 
cloud between them. The energy of attraction between a pair of charged 
particles comes from the entropy gained by liberating counterions to dif-
fuse freely through solution.
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Hydrogen bonds are not distinct from a dipole/dipole bond, 
but because of their importance in biology and self-assembly, 
they are given their own classification. Next to a covalent bond, 
it is frequently the strongest bond in a nanoscale system. It is 
also responsible for many of the unique properties of water. 
One of these is described in the following subsection.

Hydrophobic Forces

The hydrophobic force is familiar to anyone who has ever 
shaken vinaigrette to disperse oil in vinegar. Following from 
the “like dissolves like” principle, it simply states that oily 
substances dissolve in other hydrophobic substances and 
phase separate from water. Polar or charged substances sim-
ilarly dissolve in water and precipitate in oil. The underly-
ing cause of this behavior is the polarity of the molecules. 
Polarity refers to how uneven the distribution of charge is 
within a molecule. Oils tend to be nonpolar and hydrophobic, 
whereas salts tend to be polar and hydrophilic.

The forces driving this segregation are much stronger than 
expected because of the internal structure of water. The water 
molecules arrange themselves tetrahedrally within the liquid 
to form as many hydrogen bonds as possible. This orientation 
is disrupted by the presence of a nonpolar particle. The water 
molecules are actually forced to form a cage around the hydro-
phobic object in order to preserve hydrogen bonds with their 
nearest neighbor. As in the previous examples, this increased 
order incurs an entropic penalty, which forces the water to 
minimize the contact area between itself and the hydrophobic 
particles. Entropy again drives the assembly of hydrophobic 
particles with each other in water.

van der Waals Forces

Also originating in the polarity of a material is the van der 
Waals attraction. Unlike electrostatic forces, van der Waals 
forces are always attractive. When molecules or electrons are 
free to redistribute themselves in the presence of neighboring 
materials, the dipoles will align to create the most favorable 
attraction (Figure 9.4). Even in nonpolar materials, temporary 
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dipoles form due to spontaneous fluctuations in their electron 
density. These temporary dipoles subsequently induce dipoles 
in neighboring materials, which then result in an attractive 
force.

The van der Waals interaction is normally tiny in com-
parison to electrostatic interactions. However, unlike the elec-
trostatic interaction, it does not attenuate in water. In fact, 
it is frequently the largest force holding a nanoscale system 
together. It normally acts in concert with the hydrophobic 
interaction to assemble hydrophobic materials in water. The 
main difference is that the hydrophobic interaction is caused 
by interfacial tension, and van der Waals attraction arises 
from the bulk material.

Polymeric Steric Repulsion

Like electrostatic and hydrophobic forces, steric repulsion also 
has roots in the entropy of the system. It causes polymer chains 
to elastically resist compression. As shown in Figure 9.5, poly-
mers are routinely attached to the surfaces of particles to pre-
vent aggregation because of this property. They allow colliding 
particles to bounce off of each other rather than make inti-
mate contact. The role of entropy is to force the polymer chains 
into a completely random coil. Because compression decreases 
the configurational disorder of the polymer chain, the entro-
pic energy penalty creates a restoring force for the polymer to 
return to its original randomized state.

Dipole
attraction

Induced
dipole
attraction

van der
Waals

Figure 9.4 Dipolar interactions between electret pairs can be calculated 
from the sum of all electrostatic interactions. Induced dipolar interactions 
can also be calculated on this basis, but the charge pair that composes 
dipole is harder to define because it results from a temporary, time-varying 
fluctuation in the electron density of the particle or molecule.
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Magnetic Interactions

Magnetic fields are largely unaffected by either the liquid 
medium or the other materials present in the self-assembling 
system. However two important consequences arise from the 
reduced length scale. The first is that the material properties 
frequently diverge from their bulk values. In particular, the 
magnetization nanoparticles made from ferromagnetic mate-
rials behave in unexpected ways when exposed to an applied 
magnetic field. A bulk ferromagnetic material is composed of 
many magnetic domains. Because each domain has a random 
orientation, the net magnetic dipole cancels out. A nanopar-
ticle, on the other hand, is too small to fit more than one mag-
netic domain. In fact, the enthalpic penalty of the domain walls 
outweighs the entropic gain from having randomly oriented 
domains in the same particle. The single domain nanoparticle, 
therefore, effectively possesses the saturation magnetization 
value even under zero field conditions.12

As the nanoparticle shrinks even further in size, another 
unexpected phenomenon occurs. The orientation of the single 
magnetic domain can rotate due to random thermal fluctua-
tions. So although the particle does not rotate, the magnetic 
dipoles of the atoms within the particle make random, coor-
dinated rotations at random intervals.13 The alignment only 
remains fixed in a particular direction under the influence 

Figure 9.5 Two particles with magnetic dipoles that are attracted to each 
other but cannot come into close contact because of the steric repulsion of 
grafted polymer chains on their surfaces.
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of an external field. Because only weak fields are required 
for alignment, the reinforcement of the external field by the 
nanoparticles can be substantial; so large, in fact, that this 
property merits its own classification. Such particles are said 
to be superparamagnetic. They have the high magnetization 
of a ferromagnetic material and the small hysteresis of a para-
magnetic material, but with the advantage of reaching a large, 
constant magnetization for even very weak aligning fields.

The second important consequence of the small length 
scale is that magnetic nanoparticles do not respond strongly 
to magnetic field gradients. Unlike charges accelerated in a 
uniform electric field, magnetic dipoles are only accelerated by 
a magnetic field gradient. A uniform field merely rotates and 
aligns a magnetic dipole. Because nanoparticles are so small, 
it is nearly impossible to create a gradient from one side of the 
particle to the other. So while an external field may have a 
steep gradient, a particle will hardly experience that gradient 
across a few nanometers. Consequently, magnetic nanoparti-
cles readily align with external fields but they do not readily 
accelerate toward the gradient. Alternatively stated, it is easy 
to apply a torque and difficult to apply a force.

Self-Assembly versus Directed Assembly

Hybrid Nanofabrication

Although bottom-up manufacturing is usually associated with 
self-assembly, it frequently occurs with the assistance of an 
external field or template. When external fields are present, 
nanoscale assembly is more accurately described as directed 
assembly. The most obvious example is the use of an applied 
electric field to assemble particles in electrophoresis. In this 
process, negatively charged particles migrate toward a posi-
tively charged electrode. Another common example is the use 
of evaporation to drive assembly. In this process, the liquid 
medium slowly evaporates, leaving behind a film of assembled 
particles. Rather than an electric field, it is helpful to think in 
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253Nanoscale Systems—Bottom-Up Assembly

terms of a directional surface tension field with a vector that 
points toward the center of the droplet.

Directed assembly sometimes takes a hybrid form that 
merges some aspects of top-down and bottom-up manufac-
turing. In these cases, one begins with a pattern on a solid 
substrate. The pattern could be alternating strips of dif-
ferent materials or simply rows of trenches etched into the 
substrate. In either case, particles follow the pattern by 
depositing preferentially in the trenches or on top of one par-
ticular material.

Symmetrical Self-Assembly

Useful self-assembly generally does not occur unless the 
building blocks possess broken symmetry, either in shape or 
in their interaction field. Perfectly symmetrical spheres can 
only aggregate into a handful of structures including disor-
dered globules, diffusion-limited aggregates, and close-packed 
crystals.

One can switch between these three morphologies by modu-
lating the strength of the interaction. In the limit of very strong 
binding relative to thermal energy, diffusion-limited cluster 
aggregation (DLCA) occurs.14–16 Pairs of particles bind irre-
versibly upon first contact and will remain permanently fixed 
in their original relative orientation. The resulting structures 
are highly branched and loosely packed. This characteristic 
morphology emerges because the available binding sites near 
the center are shadowed by the outer branches and therefore 
grow more slowly.17 At the other limit, the attractive potential 
energy is comparable with thermal energy. In this case, the 
adsorption and desorption of particles are at equilibrium. The 
condensed particle droplets will anneal over time, generally 
taking on a spherical shape to minimize the surface tension. 
The particles within the droplet will further densify into a 
closest packed crystalline structure so long as the friction at 
the particle junctions is low enough to allow rearrangement. 
For moderately strong, but not irreversible, binding energies, 
reaction-limited cluster aggregation (RLCA) occurs.18 In this 
process, the probability of two particles sticking is lower than 
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that for DLCA, so many contacts can be explored before the 
particles finally adhere.

Epitaxially Directed Growth

A simple way to break the symmetry of self-assembly and to 
create more complex structures is to assemble the particles 
on an asymmetric substrate. The deposition of particles upon 
a topographically patterned surface is known as graphoepi-
taxy.19,20 The most common method for deposition is to slowly 
evaporate the solvent, leaving behind the solid particles on 
the surface. This process usually results in selective deposi-
tion of particles into depressions on the surface. Careful choice 
of size and geometry can lead to highly ordered assembly. For 
example, a trench with a width and depth equal to one particle 
diameter will promote end-to-end assembly into a straight line.

Another common way to template a surface is through 
chemical patterning. Chemical patterning can be achieved 
through standard photolithographic techniques or through a 
recently developed technique known as soft lithography, which 
essentially uses a rubber stamp with nanoscale embossing.21 
Once the pattern is transferred to the surface, particles will 
selectively adhere to the surface chemistry that is most compat-
ible with its own surface. This compatibility is most frequently 
determined by either electrostatic or hydrophobic interactions.

Field-Aligned Growth

Externally applied fields are also helpful for introducing 
asymmetry to the bottom-up assembly process. A common 
example is the use of magnetic fields to drive the dipolar 
assembly of magnetic nanoparticles into one-dimensional 
(1D) chains. Figure 9.6 shows an example where an external 
magnetic field causes the alignment of 1D chains perpendic-
ular to a surface. The synthesis and assembly of magnetic 
colloids have been extensively investigated as a bottom-
up methodology to form self-organized mesostructures 
with 1D, 2D, or 3D ordering. Initially, magnetic assembly 
involved building blocks on the micrometer length scale.22–24 
The resulting structures had the added benefit of remaining 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
31

 1
2 

M
ay

 2
01

6 



255Nanoscale Systems—Bottom-Up Assembly

responsive to externally applied magnetic fields following 
assembly. Scaling of these systems below 1 µm was finally 
demonstrated by Singh et al. using polyelectrolyte-coated 
latex beads in the 500 to 800 nm range.25,26 They demon-
strated assembly of the beads into dispersed and surface-
tethered magnetic chains spanning 30 to 50 µm in length.

The dipolar assembly of ferromagnetic nanoparticles with 
sizes below 50 nm has more recently been explored to prepare 
responsive 1D mesostructures. Once the synthesis became rou-
tine, these building blocks were used to form ordered 1D chains 
that resembled giant, mesoscopic polymer chains.27 Keng et al. 
and Bowles et al. used polystyrene-coated ferromagnetic cobalt 
nanoparticles (diameter = 23.5 nm) to form micron-sized meso-
scopic 1D assemblies when dispersed in cross-linkable organic 
solvents.28,29

Using an electric field to control the motion of charged par-
ticles is known as electrophoresis. Electrophoretic deposition 
has seen wide use as a means to coat ceramic surfaces with 
charged particles.30,31 As expected, charged particles move in 
an electric field and eventually come to rest on an oppositely 
charged electrode. It allows a great degree of control as the 
voltage, particle concentration, and deposition time determine 
the degree of deposition. The deposition process is stochastic 
by nature, so the particles tend to adopt a random distribution 
on the surface. However, if the particles are coated with a sur-
factant or are otherwise prevented from coming into intimate 

Mag Field

Figure 9.6 When no magnetic field is applied, ferromagnetic nanoparticles 
self-assemble into disordered chains and loops. When a magnetic field is 
applied, the chains align with the external field and are pulled toward the 
location with the steepest magnetic field gradient.
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contact with the surface, they may rearrange into a hexagonal 
lattice. Electrophoresis can be combined with graphoepitaxy 
to provide additional patterning if desired. The primary limi-
tation of this technique is the requirement for a conductive 
substrate.32

Perhaps even more common than the previous techniques 
is the use of an evaporating solvent to drive particle assembly 
upon a surface.33 Confined to the liquid medium, the particles 
retreat from the approaching liquid/air interface (Figure 9.7). 
As mentioned previously, the receding liquid/solid/air contact 
line defines the location and direction of this repulsion. It has 

Negatively
charged
particle

Negatively charged surface

Evaporation
front

Receding
contact line

Figure 9.7 As the solvent evaporates, suspended particles retreat from 
the approaching liquid/air interface. The effective repulsion can overcome 
electrostatic repulsion to force the colloid in contact with the negatively 
charged surface.
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the same effect as a field as it sweeps across the entire surface. 
The repulsion pushes the particles down to the surface. The 
repulsive nature of the capillary interaction drives the par-
ticles into the deepest areas of the surface topology. Grooves, 
trenches, and depressions are the preferred locations using 
this method.

Enhanced order arises from this hybrid top-down/bottom-
up approach, because the top-down template restricts the pos-
sible degrees of freedom. This hybrid approach capitalizes on 
the strengths of the two methods: top-down fabrication works 
best at microscopic length scales, and bottom-up fabrication 
works best at nanometer length scales. Used individually, the 
degree of order will gradually break down at either small or 
large feature sizes. Used together, they achieve order continu-
ously throughout the entire range of length scales.

Examples of Bottom-Up Assembly

Physical Chemistry Approaches

Bottom-up assembly frequently takes the form of nanoparticle 
aggregation through some form of phase separation. A techno-
logically relevant example is the phase separation of fullerenes 
in polymer solar cells during spin casting. A common polymer 
solar cell design consists of fullerenes embedded in a matrix 
of conducting polymer. The polymer absorbs light to create 
electron-hole pairs known as excitons. The role of the fuller-
ene is to separate the electrons from the holes by abstracting 
the electrons from the polymer as soon as they form. The elec-
trons then hop from one fullerene to the other until they reach 
the cathode. The positively charged holes similarly conduct 
through the polymer to the transparent anode.

Charge separation only occurs very close to the polymer/
fullerene interface because excitons only travel about 10 nm 
before they recombine.34,35 If the solar cell contained only a 
single, planar interface, only a miniscule fraction of the mate-
rial would participate in charge generation. The solution to 
this problem is to create a bulk heterojunction. Simply stated, 
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258 Systems Engineering for Microscale and Nanoscale Technologies

a bulk heterojunction is an interpenetrating network where 
the polymer-rich phase and fullerene-rich phase are finely 
interwoven. The idea is to maximize the interfacial area per 
volume so that all locations within the material are no more 
than 10 nm away from an interface.

Because order does not affect the performance of the solar 
cell, the easiest way to create this morphology is through the 
natural phase separation of fullerenes from polymer/solvent 
solutions. Fullerenes and conducting polymers such as poly(3-
hexylthiophene) (P3HT) are both soluble in organic solvents 
such as dichlorobenzene (DCB). However, fullerenes are not 
soluble in the pure polymer. Therefore, the fullerenes precipi-
tate out of solution as the solvent evaporates. What one gets is 
a highly intercalated structure as shown in Figure 9.8.36

40
0 

nm

Figure 9.8 Three-dimensional reconstruction of a polymer/fullerene solar 
cell phase morphology obtained from a transmission electron microscope 
tomography tilt series. The more darkly colored phase represents the fuller-
enes, and the lighter phase is the conducting polymer. (From Yang, X., and 
Loos, J., Macromolecules, 40, 1353, 2007. With permission.)
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259Nanoscale Systems—Bottom-Up Assembly

This particular phase morphology occurs because the fuller-
enes only have limited time to diffuse away from the polymer 
before the solvent completely evaporates. During the final stages 
of evaporation, the polymer solidifies and diffusion essentially 
stops. Because the fullerenes have little time to move, the phase 
domains remain small. In addition to controlling the rate of 
evaporation, another method for controlling self-assembly is to 
add surfactant-like molecules that decrease the interfacial ten-
sion between the two phases. The lower the energy penalty for 
interfacial area, the more refined the structure becomes.37

Colloidal assembly in water and other liquids represents a 
large fraction of bottom-up assembly. As is typical with colloidal 
systems, the individual building blocks are typically polymer 
spheres with charged coatings that measure between 100 nm 
and 1 µm. One of the most active areas of research in colloidal, 
bottom-up fabrication involves photonic materials. A photonic 
material is defined as one that causes diffraction of light but is 
structured on length scales below the relevant wavelength. The 
name metamaterial denotes the fact that the composite behaves 
more like a homogeneous material as it interacts with light.

As the solvent slowly evaporates, the colloids in suspen-
sion gradually crowd closer together. Uniformly sized par-
ticles readily pack to form highly ordered crystals once the 
solvent has been completely removed. Because the periodicity 
of colloidal crystals can be easily controlled to be commensu-
rate with the wavelength of light, they have been extensively 
investigated as photonic materials.38 In fact, naturally occur-
ring opals acquire their photonic properties in the same fash-
ion. A man-made example in Figure 9.9 shows how spherical 
colloidal crystals can be formed by slowly removing water 
from the droplets of aqueous colloidal suspensions.39 The 
ability to direct, trap, or guide light via photonic materials 
is a key enabler for optoelectronic devices such as broadband 
matrix switches and fiber optic relays.

The previous example perfectly illustrates how the spheri-
cal symmetry of colloids is reflected in their assemblies. To 
achieve variety beyond dense shapes, asymmetry is frequently 
introduced into the system by using a template. Channels and 
pits etched into a surface create an asymmetric repulsive 
potential that forbids spherical or globular packing. Though 
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260 Systems Engineering for Microscale and Nanoscale Technologies

working mostly with microscale colloids, Younan Xia’s group 
has demonstrated an exceptional variety of complex and con-
trollable structures using template-assisted colloidal assem-
bly.40 Several examples of linear and even helical packing are 
given in Figures 9.10 and 9.11.

While templated colloidal assembly beautifully demon-
strates the control possible from bottom-up assembly, the 
structures are not functional in their stand-alone form. The 
primary interest is to use these patterns as a mask for pat-
terning microelectronic devices. Because nanoparticles have 
dimensions well below the wavelength of visible light, colloidal 
lithography can achieve smaller dimensional control relative 
to conventional photolithography.

The use of self-assembly for lithographic patterning has 
seen even greater interest in block copolymer systems.41 
Figure  9.12 illustrates an example of the processing steps 
involved when using a block copolymer as a lithographic mask. 
Essentially an amphiphile, a diblock copolymer is a linear 

Acc.V Det WD 2 µm
13.7SE7587x10.0 kV 3.0

Spot Magn

Figure 9.9 Hexagonally close-packed colloidal crystal with an overall 
spherical shape. The periodicity is comparable to visible light, creating 
a photonic bandgap. (From Yi, G.-R., Jeon, S.-J., Thorsen, T., Manoaran, 
V.N., Quake, S.R., Pine, D.J., and Yang, S.-M., Synthetic Metals, 139, 803, 
2003. With permission.)
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261Nanoscale Systems—Bottom-Up Assembly

polymer chain of composition A covalently bound at one end to 
a chain of composition B. When the two blocks are mutually 
immiscible, they separate into A-rich and B-rich domains. The 
morphologies of these microdomains range from cylinders to 
interpenetrating tetragonal phases. The chemical differences 
between the two blocks are then exploited to preferentially etch 
one phase or the other. What is left behind is an impression of 
the original block copolymer phase morphology.42 Depending 
on processing conditions, the degree of long-range order can be 
remarkable.43 A notable example is given in Figure 9.13 where 
a block copolymer with a cylindrical morphology demonstrates 
nearly perfect hexagonal order over several micrometers.

Biological Approaches

In contrast to the majority of nanoscale building blocks, 
proteins, virus capsids, and other biological building blocks 

A
54.7° 54.7°

D

W

360 nm

2 µm

C

B

Figure 9.10 (A) Unit crystal showing helical packing of colloidal particles 
in a V-shaped trench. (B) Scanning electron micrograph of helical pack-
ing. (C) Helical packing of 360 nm particles in a V-shaped trench. (Xia, Y., 
Yin, Y., Lu, Y., and McLellan, J., Adv. Funct. Mater., 13, 907, 2003. With 
permission.)
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262 Systems Engineering for Microscale and Nanoscale Technologies

encompass enormous heterogeneity in both shape and surface 
chemistry. An excellent example is the work of the Belcher 
group who used the M13 virus to template the growth of lith-
ium ion battery electrodes. For this process, the virus tem-
plates were incubated in aqueous cobalt chloride solution to 
produce cobalt oxide (Figure  9.14). Coupled with the high 
surface area of the virus capsid aggregates, Co3O4 provided 
an extremely large reversible storage capacity. Transmission 
electron microscopy (TEM) images are shown in Figure 9.15.44

The use of biological building blocks has the additional 
advantage of precise chemical control. Proteins have identical 

(nm)

~50 nm

~150 nm

400

3.0
2.0

1.0 1.0
2.0

3.0

0

A

B

(µm)

Figure 9.11 (A) Linear packing of 150 nm colloids along a 150 nm wide 
trench. (B) Ordered packing of 50 nm particles within a 150 nm trench. 
(Xia, Y., Yin, Y., Lu, Y., and McLellan, J., Adv. Funct. Mater., 13, 907, 2003. 
With permission.)
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263Nanoscale Systems—Bottom-Up Assembly

size, shape, and chemical patterning according to the pri-
mary, secondary, and tertiary self-assembly of globular pro-
tein nanoparticles. This capability was beautifully exploited 
in the same study where the virus capsids were genetically 

PS PB

Silicon nitride

Silicon nitride

Ozonated sample
Stained sample

Silicon nitride

Silicon nitrideSilicon nitride

Silicon nitride Silicon nitride

Silicon nitrideSilicon nitride

Silicon nitride Silicon nitride

DotsHoles

RIE RIE

RIE (CF4/O2)RIE (CF4 or CF4 /O2)

Silicon nitride

Figure 9.12 Processing steps required to form an impression of a block 
copolymer template onto the surface of a hard material such as silicon 
nitride (PS, polystyrene; PB, polybutadiene; RIE, reactive ion etching). 
(From Park, M., Harrison, C., Chaikin, P.M., Register, R.A., and Adamson, 
D.H., Science, 276, 1401, 1997. With permission)
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264 Systems Engineering for Microscale and Nanoscale Technologies

engineered to present gold binding thiol groups at regular 
intervals across the surface. Gold nanoparticles grew specifi-
cally from these sites, and the addition of gold nanoparticles 
to the Co3O4 nanoparticles increased the specific capacity by 
30%.

On a smaller scale, oligopeptide chains, consisting of 
fewer than 100 amino acids in a specific sequence, can serve 
as building blocks for materials having unique viscoelastic 
and biological properties. A self-complementary peptide was 
designed with 20 alternating polar and nonpolar amino acids. 
This ~3 nm molecule first folded back upon itself and then self-
assembled into β-sheet ribbons measuring 3 nm across with 
one hydrophobic face and one hydrophilic face. To protect the 
hydrophobic face from water, the ribbons then paired up to 
form bilayer strands with a buried hydrophobic interior. These 
strands continued to build up into a three-dimensional hydro-
gel network. An elastic solid at room temperature, this hydro-
gel rapidly shear thins and flows when it is pushed through a 
syringe. Perhaps more impressively, it regains its elastic prop-
erties almost immediately after it is dispensed.45

The fact that this material is composed of polypeptides 
makes it a prime candidate as a tissue scaffold or as a mate-
rial for encapsulating stem cells for therapeutics. The abil-
ity to flow and rapidly set makes it especially attractive for 
implantation through a simple injection.

In a similar system, Stupp and coworkers have developed a 
peptide amphiphile that combines the β-sheet forming aspects 
of the molecule described above with surfactant behavior.46 
What results is a molecule that forms extraordinarily strong 

500 nm

Figure 9.13 Atomic force microscope image of a polystyrene-poly(ethylene 
oxide) block copolymer that microphase segregated into hexagonally 
ordered, standing cylinders of poly(ethylene oxide). (Kim. S.H., Misner, 
M.J., and Russell, T.P., Adv. Mater., 16, 2119, 2004. With permission.)
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265Nanoscale Systems—Bottom-Up Assembly

cylindrical micelles that measure 5 to 8 nm in diameter and 
more than 1 µm long (Figure 9.16A). The interactions that drive 
micelle formation include chiral dipole-dipole interactions, π-π 
stacking, hydrogen bonds, van der Waals interactions, hydro-
phobic interactions, electrostatic interactions, and repulsive 
steric forces. This group has demonstrated the nucleation of 
hydroxyapatite nanocrystals with c-axis orientation along 

Virus Biotemplating

Assembly
Engineering

Li Ion Battery

Anode Electrolyte Cathode

Li+

Macroscopic Self Assembly of Virus

M13 Virus Co3O4

Au-Co3O4
Nanowire

or

Figure 9.14 Virus templates used to fabricate the anode of a Li ion bat-
tery. (Nam, K.T., Kim, D.-W., Yoo, P.J., Chiang, C.-Y., Meethong, N., 
Hammond, P.T., Chiang, Y.-M., and Belcher, A M., Science, 312, 885, 2006. 
With permission.)
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500 nm

A

500 nm

Figure 9.15 Transmission electron micrograph of viruses coated with 
cobalt oxide at two different thicknesses. (Nam, K.T., Kim, D.-W., Yoo, P.J., 
Chiang, C.-Y., Meethong, N., Hammond, P.T., Chiang, Y.-M., and Belcher, A 
M., Science, 312, 885, 2006. With permission.)

A K
V A

300 nm

V
I

B

Figure 9.16 (A) Peptide amphiphile in monomer form and self-assembled 
into a cylindrical micelle. (B) Scanning electron micrograph of cylindrical 
micelles after removal of water. (Hartgerink, J.D., Beniash, E., and Stupp, 
S.I., PNAS, 99, 5133, 2002. With permission.)
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267Nanoscale Systems—Bottom-Up Assembly

the micelle axis, which mimics the geometrical relationship 
between apatite crystals and collagen fibrils in bone. Because 
the amino acids decorate the outer surface of the cylinder, they 
also provide excellent scaffolds for cell growth. By presenting 
the neurite-promoting laminin epitope with the  amino acid 
sequence Ile-Lys-Val-Ala-Val (IKVAV), they created an arti-
ficial nanofiber scaffold (Figure 9.16B) that induced the rapid 
differentiation of neural progenitor cells into neurons while 
discouraging the development of astrocytes.47 Examples like 
this point to the possibility of using nanostructured scaffolds 
to direct the growth of complex tissues and organs from vari-
ous progenitor cells.

The final example of biologically driven bottom-up fab-
rication is given in Figure  9.17. The Montemagno group 
developed a cell-free artificial photosynthesis platform 
that embedded a nanoscale photophosphorylation system 
within foam formed from the Tungara frog surfactant pro-
tein Ranaspumin-2.48 Essentially, they assembled vesicles 
from lipid molecules and incorporated various enzymes and 
proteins into the lipid bilayer. Requiring water to preserve 
their function, these vesicles were then protected from dehy-
dration by encapsulating them within the walls of the foam. 
The foam resisted hydration much longer than conventional 
detergent foams due to the unique properties of the surfac-
tant protein. This protein was first discovered because of 
the unusual resiliency of foams produced by the Tungara 
frog to protect its eggs. As a large protein, it has the addi-
tional advantage that it does not disrupt the lipid vesicles, 
unlike a detergent, which would immediately cause lysis. 
In addition to keeping the system hydrated, this long-lived 
foam provided a large surface area for light absorption and 
CO2 diffusion.

Future Outlook of Bottom-Up Assembly

The continuing expansion of bottom-up assembly into main-
stream technology depends largely on advances in chemical 
synthesis. The largest barrier to commercialization at this 
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268 Systems Engineering for Microscale and Nanoscale Technologies

point is the limited ability to synthesize well-defined build-
ing blocks with structural complexity and chemical heteroge-
neity. The protein remains the gold standard. All copies of a 
protein are identical, they have specific chemical functionality 
at precise locations, and they routinely fit together in unique 
combinations via precise mating surfaces. Biology achieves 
this level of control through the complex chemical machinery 
of DNA and RNA, and it remains to be seen whether synthetic 
chemistry will ever match it.

BR/FoF1-ATPase
Vesicle

Carbon dioxide
(CO2)

H+

H+

H+ H+

H+ ADP

Phase 2:
Reduction

Phase 3:
Regeneration of

ribulosePhase 1:
Carbon fixation

ATP

ATP

10 nm

ADP
(CO2)

+

+

F0-F1-ATPase

c-unit

Bacteriorhodopsin

+

Figure 9.17 A cell-free artificial synthesis platform. The vesicles contain 
two proteins within their phospholipid bilayer membranes. Together with 
a water-soluble protein, they convert adenosine diphosphate into adenos-
ine triphosphate, much like plants. The vesicles are protected within the 
watery confines of a long-lived foam formed from a protein that is produced 
by the Tungara frog. (From Wendell, D., Todd, J., and Montemagno, C., 
Nano Letters 2010, DOI: 10.1021/nl100550k. With permission.)
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269Nanoscale Systems—Bottom-Up Assembly

In the roughly 20 years since nanotechnology became an 
active research area, the majority of nanomaterials are either 
spherical or cylindrical. Examples of tetrahedral, colloidal 
molecules, faceted polyhedra, rods, ellipses, and chemically 
patterned nanoparticles exist, but few have been included into 
functioning systems.49

Despite being some of the greatest achievements in this 
field, these sophisticated examples have yet to find an applica-
tion because the research was not driven by need. Due to the 
great difficulty of achieving synthetic control in the first place, 
many chemists are understandably content to push their 
capabilities forward without pushing for a specific end use. 
The emphasis on technology push should not be concerning. 
It mostly follows from the relative early stage of technology 
development in this field. Tools such as the atomic force micro-
scope have only recently become commonplace, and the foun-
dation of basic science needed to mature these technologies is 
still being built. The end goal of self-assembly has always been 
to imbue engineered systems with the flexibility, adaptability, 
and robustness of natural systems. However, going from rou-
tine synthesis of nanocrystals to the shape-shifting robot from 
Terminator 2 will take some time.

The slow trickle of mature nanotechnology emerging from 
self-assembly research should be taken in context. Although 
no examples of complete self-assembled systems exist outside 
biology, many self-assembled components have already crept 
into the marketplace. One has to look no further than L’Oreal, 
which currently ranks number six among nanotechnology pat-
ent holders in the United States. With 192 patents, it is ahead 
of General Electric, Motorola, and Eastman Kodak.50 Procter 
& Gamble, Estée Lauder, Christian Dior, and Japan’s Shiseido 
also incorporate nanoparticles into their products. They include 
cleansers, moisturizers, and other personal care products.

Initially, the safest and most practical uses of bottom-up 
assembly may appear relatively pedestrian from a techno-
logical standpoint. Sunscreen made from titanium dioxide 
nanoparticles was among the first nanotechnologies to see 
widespread consumer adoption. The real promise of self-
assembled nanotechnology is the ability to combine the high 
performance of engineered systems with the adaptability and 
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self-correction of natural systems. Although several exciting 
steps toward this goal have been discussed in this chapter, 
the realization of these goals and mainstream adoption still 
appear to be a decade or more away at this writing. That said, 
large leaps in properties and performance do not come with-
out risk. The use of nanotechnology as the centerpiece of a 
critical system design carries the uncertainty that one nor-
mally finds with technologies at an early stage of develop-
ment. Properties may not be preserved upon mass production, 
durability may not compare well with proven technologies, 
interfacing nanotechnologies with existing components may 
cause additional challenges, and a general lack of experience 
with nanotechnologies will naturally lead to unforeseen dif-
ficulties. Moreover, if the idea is to leverage bottom-up nano-
technology to exploit self-healing properties, adaptability, 
and scalability, then systems engineering may need to create 
entirely new concepts for handling uncertainty not only in 
the environment but in the state of the system as it evolves. 
These risks must be balanced against the real threat of fall-
ing behind the competition. Complex systems such as satel-
lites and submarines involve enormous barriers to change. 
Conservatism, therefore, threatens these systems with obso-
lescence as the unpredictable world of bottom-up nanotech-
nology threatens their reliability.

Summary

The difference between top-down and bottom-up fabrication 
methods manifests in three ways. The first major difference is 
that bottom-up assembly generally involves a change in shape 
accompanied by an increase in volume, whereas top-down 
methods involve a decrease in volume. Occasionally, nanotech-
nology fabrication involves a hybrid of the two. One may then 
more broadly distinguish the two approaches by the fact that 
top-down fabrication techniques are usually associated with 
semiconductor manufacturing, and bottom-up fabrication relies 
primarily upon wet chemistry techniques. Finally, the third 
difference between the two manifests in the final appearance. 
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271Nanoscale Systems—Bottom-Up Assembly

Top-down nanotechnology features Euclidian shapes, preci-
sion, and order. Bottom-up nanotechnology resembles biologi-
cal structures and is characterized by fractal morphologies, 
characteristic length scales, and randomness.

Although top-down nanotechnology is more mature than 
bottom-up nanotechnology, the latter holds the promise of pro-
viding the best features of biological systems—adaptability, 
scalability, and self-correction. A comparison of top-down and 
bottom-up nanotechnology is in many ways analogous to the 
comparison of man-made and natural systems. A fighter jet 
flies much faster than the fastest bird, but birds are more 
energy efficient; harvest energy from their local environment; 
heal their own wounds; and adapt extremely well to a variety 
of wind, temperature, and barometric conditions.

Nanotechnology assembled from the bottom-up holds these 
possibilities because it operates according to the same physi-
cal principles as cells, proteins, and DNA. At these small size 
scales, electrostatic, magnetic, van der Waals, capillary, and 
hydrophobic interactions are roughly comparable to thermal 
energy. Nanoscale systems can therefore spontaneously switch 
on and off under operating conditions. The spontaneous action 
triggered by thermal fluctuation underlies the adaptability of 
these seemingly fragile systems. However, the system is not 
fragile because the size of the ensemble creates a state of ther-
modynamic equilibrium. The dynamically changing properties 
of a nanosystem are essentially the result of thermodynamic 
phase changes. And because the entropy term of the free energy 
often dominates in self-assembled systems, these changes can 
be quite complex and unlike bulk materials in their behavior.

Examples of this unexpected behavior can be found in the 
exquisite structure of bulk heterojunction solar cells, the sur-
prising mechanical strength of peptide amphiphile cylindrical 
micelles, and the large reversible storage capacity of virus-
templated batteries. The beauty of each example is that the 
number of manufacturing steps is greatly reduced relative to 
traditional top-down manufacturing. Once the chemicals have 
been synthesized, assembly can involve little more than add-
ing water. So long as regularity and precision do not affect the 
final properties, equal or better performance can be achieved 
through self-assembly.
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Introduction

Modeling and simulation tools are an integral part of the design 
process utilized by the systems engineer and are also useful to 
the nanotechnologist for gaining understanding of nanoscale 
phenomena. However, modeling and simulation in these two 
contexts can differ greatly in form and function. This chapter 
will serve to explain how modeling and simulation are used 
by the systems engineer and conversely by the nanotechnolo-
gist. Figure 10.1 presents a framework for the entire chapter. 
Overviews of theories used for modeling at the nanoscale will 
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be given, and challenges faced in trying to capture the impor-
tant nanoscale phenomena will be reviewed. As nanoscale com-
ponents merge into the systems engineering framework, up to 
10 orders of magnitude are spanned. To predict system per-
formance, material properties and component behavior must 
be translated from computations at the atomistic scale to the 
nanoscale and then up to the micro- and macroscales without 
losing important effects or propagating error by oversimplify-
ing behaviors or making excessive assumptions. This chapter 
will explore how nanoscale theory, modeling, and simulations 
fit into the traditional systems engineering framework and 
what obstacles need to be overcome to enable the systems engi-
neer’s traditional approach to design.

Meanings and Uses of Modeling 
and Simulation

Modeling and simulation can be used to perform many dif-
ferent functions in the context of systems engineering versus 
nanotechnology. Modeling denotes a mathematical approach 
for solving a problem in the context of nanotechnology, 

Meanings & Uses of Modeling
and Simulation

Modeling and Simulation in
Noncontinuum Systems

Modeling Challenges Faced by
the Nanosystems Engineer

Modeling for Manufacturing
of Nanoscale Devices

How the systems engineer uses modeling and simulation
e traditional role of modeling in the design process
How the nanotechnologist uses modeling
Modeling when nano and systems come together

Questions for the systems engineer to consider

Transition from continuum to noncontinuum engineering systems
Modeling noncontinuum materials and devices

Molecular dynamics simulations
Monte Carlo methods and Lattice-Boltzmann simulations

Bridging length and time scales: Modeling interaction of the nanoscale with
the microscale
Description of transport mechanisms
eoretical approaches to study of nano-interfaces
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Issues when predicting design, synthesis, production, and reliability

Electronic structure calculations

Figure 10.1 Chapter framework.
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284 Systems Engineering for Microscale and Nanoscale Technologies

whereas systems engineers use experimental and qualitative 
models in addition to mathematical models. Different types of 
models employ frameworks and theory with varying degrees 
of accuracy, physical fidelity, and assumptions. For each type 
of model, the objectives and expectations for results range 
from a qualitative understanding of a process to a detailed 
quantitative understanding of phenomena. Each application 
of modeling and simulation has a specific purpose in systems 
engineering or nanotechnology. These will be reviewed here 
along with thoughts on how the two could merge together.

How the Systems Engineer Uses 
Modeling and Simulation

Modeling and simulation tools are used by the systems engi-
neer throughout the development process [1] and are char-
acterized on scales of low to high physics fidelity and low to 
high situational relevance [2]. A chart summarizing types 
of models and where they lie on these scales is presented in 
Figure 10.2. Models that fall into each of the four quadrants 
are important in the development process, but it is critical to 
recognize the utility of each. Some models incorporate high 
physics fidelity, whereas others are useful for replication of an 
environmental scenario, for example. Systems engineers use 
models that range from schematic diagrams to mathematical 
equations and physical scale models or prototypes. Schematic 
models are used to represent a system element or process. 
Although schematic diagrams present an abstract and lim-
ited view, these are an indispensable means of communication 
because they can be easily drawn and changed. Mathematical 
models represent relationships or functions via equations. 
Physical models directly reflect some or most of the physical 
characteristics of a system but are often simplified in scale or 
scope. In systems engineering terms, a simulation is a type of 
modeling often utilizing numerical computations to study the 
dynamic behavior of a system or its components. Simulations 
are used at each step of system development and are critical 
to understanding the effects of the environment and projected 
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285Modeling and Simulation in the Small World

performance of the final system. The various types of models 
and simulations are heavily relied upon during the design and 
development of complex systems. In order for the final system 
to achieve the intent of the designers and systems engineers, 
high fidelity models are required.

Kossiakoff and Sweet [1] state that mathematical models are 
“most useful where systems elements can be isolated for pur-
poses of analysis and where their primary behavior can be rep-
resented by well-understood mathematical constructs” (p. 418). 
They further state that “an important advantage of math-
ematical models is that they are widely understood” (p.  419). 
Although models play a critical role in systems development, 
the statements made by Kossiakoff and Sweet indicate that 
mathematical models must be highly accurate and the theory 

High
Physics Fidelity

Low
Physics Fidelity

High
Situational
Relevance

(Specific Scenario)

Low
Situational
Relevance

(Big Picture)

Field Test

Field Data-
based

Models

High
Fidelity

Component
Models

Effects-
based math
equations

Schematic
diagrams

Critical experiments
& design maturation

Performance
evaluation

Design trade-off studies

Analysis of alternatives

Analysis of
probability of success

Predictive
models

Predictive models w/
some environmental
conditions

Actual software &
interfaces, but not
real-time

Actual
software &
hardware

Integration & interface
testing
Software certification

Figure 10.2 The modeling and simulation activities needed to mature 
a complex system of systems design plotted as a two-dimensional grid of 
physics fidelity versus situational relevance. (Adapted from Bath, W. and 
Miller, G., 2011, “Systems of Systems Network Engineering,” to be published 
in Johns Hopkins Applied Physics Laboratory Technical Digest, Vol. 29).
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well understood, which is a challenge when working with new 
and complex technologies such as nanoscale materials. Given 
that models in all four quadrants of Figure 10.2 are important 
to systems engineers, it is likely that challenges will be faced 
when developing a system for which there are no models that lie 
comfortably in the upper-right quadrant (high physics fidelity, 
high situational relevance). Alternatives to modeling or devel-
opment of more accurate nanoscale models may be necessary 
for the traditional systems engineering approach for nanosys-
tems to be utilized. This chapter will address strictly compu-
tational and mathematical modeling at the nanoscale and will 
not address other types of modeling used by systems engineers.

The Traditional Role of Modeling 
in the Design Process

Consider the materials science tetrahedron given in 
Figure 10.3. This tetrahedron illustrates links between pro-
cessing, properties, structure, and performance of a given 
material. This particular view of the tetrahedron is looking 
down the axis of performance. This emphasizes the distinct 
relationship between the other three points—processing, 
structure, and properties—all of which contribute to perfor-
mance. It follows that if you can understand and model each of 
these three regions of the tetrahedron and how they relate to 
one another, modeling material performance will follow.

The traditional approach to materials synthesis consists 
of iterative physical sample processing to optimize a spe-
cific property or microstructure. In recent years, a paradigm 
shift has occurred due to development of predictive modeling 
capabilities [3]. Materials modeling that links processing to 
structure to properties to performance has allowed for faster 
development of materials for specific applications. Modeling 
can be used to identify materials that will theoretically meet 
specified performance criteria, and then its structure and a 
corresponding processing route can be elucidated to realize 
the “perfect” material for the given application. Development 
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287Modeling and Simulation in the Small World

of physics-based modeling tools and predictive capabilities, as 
opposed to empirical relationships fit to experimental data, 
is a growing effort and will allow computational materials 
design to become more widely used.

A flowchart describing the materials design cycle [3] that 
begins with the systems engineer’s description of performance 
requirements is shown in Figure  10.4. This can again be 
thought of as a view down the performance axis of the tetrahe-
dron with the addition of an outer ring connecting processing, 
structure, and properties. This outer ring describes modeling 
that can be performed to relate each of these. Performance 
requirements can serve as inputs for multiscale models rang-
ing from the continuum down to atomistic scale, as appropri-
ate. The outputs from these models are the material properties 
required for performance in a specific application. These 

Structure

Performance

PropertiesProcessing

Figure 10.3 Materials science tetrahedron linking processing, properties, 
structure, and performance. This is a view down the performance axis, 
showing that there is a clear relationship between the other three points, 
all of which contribute to performance.
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properties can then be translated into structure-property mod-
els, which will yield the ideal composition and (nano) struc-
ture. Next, the synthesis procedure of the desired material 
must be determined. Process-structure models and materials 
synthesis models are used to determine process specifications. 
This cycle is repeated until the designed material meets the 
requirements set by the systems engineer.

Beyond the individual material and component level, mod-
eling must be performed to integrate components and predict 
device behavior. Figure  10.5 shows a flowchart outlining the 
multiple stages and scales of modeling necessary for modeling 
nanoscale systems. In comparison to a similar flowchart for 
microscale systems [4], the physical level of modeling requires 
multiscale modeling and the conveyance of information between 
scales such that nanoscale component properties and behaviors 
can be captured at the device scale. Traditionally, the physical-
level behavior of components is modeled in a three-dimensional 
continuum using techniques including finite element/finite 

Input
from

Systems
Engineer

Multiscale Models
(continuum, nanoscale,

molecular
dynamics, atomistic)

Modeling

Performance
Prediction

Physical
Requirements &

Specifications
Performance meets

requirements, or
additional cycles for further

modification

Materials
Synthesis
Models

Materials/
Process

Specification

Material Properties
(mechanical, electrical,

chemical, etc.)

Design
Performance

Requirements

Capability to
predict

performance,
structure,
synthesis

Synthesis/
Processing

Structure/
Composition

(nanostructure)

Structure-
Property
Models

Process-
Structure
Models

Figure 10.4 Flowchart illustrating predictive capability allowing infor-
mation flow from performance to structure to synthesis. (Adapted from 
Gray, G.I., Journal of Materials, 62(3), 9–10, 2010.)
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difference/boundary element models. However, the existence of 
many length scales is yet another challenge faced when mod-
eling behavior of nanosystems. To capture accurate physical 
behavior of nanoscale structures, other approaches including 
atomistics and molecular mechanics are necessary. However, 
these atomistic and molecular modeling approaches can han-
dle only limited amounts of atoms while keeping computation 
time reasonable. Multiscale approaches must be used to bridge 
the physical properties of the nanostructures to the microscale 
and mesoscale finite element models. Meshed continuum mod-
els are often too cumbersome to capture whole device behavior. 
To transition from the microscale and mesoscale models to the 
device level, macromodels or reduced-order models are needed 
to capture the essential physical behavior of components and 
simultaneously be compatible with the system-level description. 
Determining which nanoscale phenomena and properties are 
relevant to component behavior, and then translating that infor-
mation to the model of the next higher scale, is a critical step in 
accurately modeling systems containing nanoscale components.

Modeling of materials processing is especially important 
because details of the synthesis and processing sequence can 

Designer
Inputs

Designer
Inputs

Designer
Inputs

Designer
Inputs

System Device

Physical

Simulation

Verification

Fabrication

Mesoscale
Components

Microscale
Components

Nanoscale
Components

Iteration

Figure 10.5 The multiple levels and scales of modeling necessary for 
design, fabrication, and implementation of nanoscale systems. Double-
headed arrows indicate iterative information exchange between levels and 
scales of modeling. Multiscale modeling is required for physical model-
ing when working with nanoscale systems. (Adapted from Senturia, S.D., 
Microsystem Design, Kluwer Academic, Boston, 2001.)
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dictate material properties, as illustrated by Figure 10.4. An 
example of the importance of process-level modeling for syn-
thesis of nanoscale structures is growth of carbon nanotubes. 
Many commonly used synthesis techniques cannot controlla-
bly grow nanotubes with a specific type of conductivity (metal-
lic versus semiconducting); however, varying the noble gas 
ambient during thermal annealing of the catalyst while also 
in the presence of oxidative and reductive species can yield 
91% metallic conducting nanotubes [5]. The ability to model 
and predict the resulting differences in material properties 
when synthesis parameters (ambient environment, tempera-
ture, humidity, etc.) are altered would be a significant tool for 
design of nanoscale systems; however, these effects are not as 
well characterized, understood, or studied as in the case of 
larger-scale materials.

How the Nanotechnologist Uses Modeling

A flowchart illustrating the general sequence required for mod-
eling materials can be seen in Figure 10.6 [6]. Once a physical 
problem of interest has been identified, this problem must be 

Physical Problem

Idealized Physical Problem

Mathematical Problem

Numerical Problem

Numerical Solution

Visualize & Examine Solutions

Figure 10.6 Sequence of steps required to model a nanomaterials problem. 
(See Ramesh, K., Nanomaterials: Mechanics and Mechanisms, Springer, 
Dordrecht, 2009.)
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291Modeling and Simulation in the Small World

idealized and simplified. A set of mathematical equations can 
then be derived to represent the idealized physical problem. 
These mathematical equations can be solved using a numerical 
approach. Numerical solvers range in accuracy, thus introduc-
ing numerical approximations. Similar to the verification and 
validation performed by the systems engineer for traditional 
systems, modelers must ask if the correct equations are being 
solved and if the equations are being solved correctly. This can 
be difficult when studying behavior of nanoscale components, 
because quantitative understanding of phenomena occurring 
at the nanoscale is lagging behind experimental advances. 
Ultimately, the outputs and predictive capability of a model 
are only as good as the inputs and theory used. This should be 
noted especially at the nanoscale, because the theory is not as 
well developed as for other technologies. Therefore, modeling 
results should be utilized cautiously, and the degree of assump-
tions required to progress through this modeling sequence 
should be taken into consideration. However, if implemented 
effectively and accurately, simulations of nanoscale systems 
can potentially do the following [7]: (1) compare and evaluate 
various molecular-based theoretical models, (2) evaluate and 
direct experiments that may not otherwise be possible, and (3) 
replace an experiment provided that accurate intermolecular 
potentials or other appropriate descriptors are available.

An example demonstrating the effects of multiple assump-
tions and the need for improved nanoscale modeling can be 
found in efforts to model the strength of carbon nanotubes. 
Carbon nanotubes are nominally 10 times the strength of 
steel, making them of interest for many applications including 
structural composites, sporting equipment, and body armor. 
Experimental fracture stress data range from ~10 to 100 GPa. 
The wide range of these data illustrates the importance in 
understanding the role of defects. Modeling has been used to 
investigate the theoretical strength of carbon nanotubes and 
effects of defects on strength. Figure 10.7 shows data obtained 
from three different types of theory—density functional 
theory (DFT), a semiempirical quantum mechanical method 
known as PM3, and a reactive bond-order molecular mechan-
ics potential function known as MTB-G2—compared with 
experimental data [8]. The calculated theoretical fracture 
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292 Systems Engineering for Microscale and Nanoscale Technologies

stresses differ by 15% indicating the theoretical uncertainties, 
and experimental scatter is also considerable. However, these 
discrepancies are small compared to the difference between 
the theoretical and experimental data. If the performance of a 
nanoscale device is dependent on the mechanical strength of 
a carbon nanotube, it will be nearly impossible to predict with 
any accuracy at what stress the device would fail. This exam-
ple illustrates not only the need for better developed models for 
nanoscale materials, but also the need to first better under-
stand nanoscale phenomena.

Modeling When Nano and 
Systems Come Together

The current lack of computational models to accurately 
describe matter at the nanoscale and predict behavior of 
devices and systems composed of nanoscale components is 
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Figure 10.7 Comparison between experiments and modeling of the 
strength of carbon nanotubes. (See Schatz, G.C., in Proceedings of the 
National Academy of Science, 104(17), 6885–6892, 2007.)
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293Modeling and Simulation in the Small World

a barrier to progress in this area. Although models exist to 
describe matter interactions at the atomic scale, tools to pre-
dict behavior of systems containing nanoscale components 
have yet to be developed. It is unlikely that the electronics, 
medical, or other industries will risk deploying devices based 
on nanoscale technology, even if they can be produced, unless 
the technology is thoroughly understood [9]. Computational 
tools for understanding and predicting behavior of nanotech-
nology are necessary before these devices can be employed.

When designing nanoscale materials for a system appli-
cation, it is critical that the systems engineer and materials 
engineer recognize the degree of assumptions necessary when 
modeling at the nanoscale, and that these models cannot be 
relied upon for design and prediction of behavior as are mod-
els for more established technology regimes. Predictive model-
ing capability would be a great asset to the systems engineer 
working with nanoscale components; however, there are many 
challenges that must first be overcome before simulations of 
nanoscale phenomena can be utilized in these ways.

Modeling and Simulation 
in Noncontinuum Systems

In-depth theoretical details of various theoretical methods 
used for nanoscale modeling can be found elsewhere [6,7,10], 
but the general approaches, advantages, and drawbacks will 
be covered here. Also presented is a list of questions the sys-
tems engineer should ask him- or herself when working with 
nanoscale systems.

Transition from Continuum to 
Noncontinuum Engineering Systems

Consider the gold ingot illustrated in Figure 10.8, which has a 
well-characterized set of electrical, thermal, mechanical, and 
optical properties. If we cleave the ingot into two equal-sized 
pieces, the intensive thermophysical properties (e.g., thermal 
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294 Systems Engineering for Microscale and Nanoscale Technologies

conductivity, electrical conductivity, elastic modulus, etc.) of 
the two smaller gold pieces will be equal to those of the full-
sized ingot. If we repeat this cleaving process such that the 
original ingot is split into four quarter-sections, these smaller 
fragments will again possess the same intrinsic thermophysi-
cal properties as the larger fragments. As we continue this 
cleaving process, nothing noteworthy will happen until about 
the 18th cleaving when the fragment size is about approxi-
mately 1:100,000 the size of the original ingot. Then the mea-
sured material properties will begin to deviate from those of 
the larger samples. Although these smaller gold particles will 
remain electrically conducting, their conductivity will become 
an extensive property that depends on the size and geome-
try of the fragment. Similarly, the thermal conductivity and 
the thermal diffusivity will become increasingly dependent 
on the fragment size and local environment interacting with 
the exposed surfaces. The transition from macroscopic engi-
neering regimes, wherein materials properties are intensive 
and well defined, to microscopic engineering regimes, wherein 
material properties are extensive and geometry dependent, 
must be recognized when designing small-scale systems and 
engineering devices.

Insight into the physical mechanisms governing this tran-
sition from bulk-like behavior to small-scale behavior comes 
from thinking about materials at the atomic and molecular 
level. In a traditional finite-element based engineering anal-
ysis, as illustrated in Figure 10.9, we virtually partition the 
sample into a large number of volumetric elements that are 
small compared to the system size but large compared to the 
atomic structure. The size of the elements (dx) is taken to be 

1 1/2 1/4 1/8 1/16 1/32 ... ... 1/100,000

Figure 10.8 Repeated bisection of a gold ingot. Thermophysical properties 
(e.g., thermal conductivity, electrical conductivity, etc.) that are intensive 
at the macroscopic level become extensive with decreasing fragment size.
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295Modeling and Simulation in the Small World

small compared to the system size (L) such that gradients 
across the element can be linearized. Concurrently, the sizes 
of the elements are taken to be large compared to the atomic 
length scale (σ) such that the element contains a statistically 
sufficient number of atoms and exhibits well-defined mate-
rial properties [11,12]. As the system length approaches the 
atomic length scale, as shown in Figure 10.9, these two cri-
teria become impossible to satisfy simultaneously, and the 
notion of a finite element with well-defined material prop-
erties is no longer correct. Instead, within this regime, the 
behavior and performance of the element must be explicitly 
correlated to the properties of the constituent atoms and mol-
ecules [13,14].

A key metric used to characterize the transition from 
continuum-level transport to noncontinuum transport with 
decreasing system size is the nondimensional Knudsen num-
ber [15]. The Knudsen number, as illustrated in Figure 10.9, is 
defined as the ratio of a representative atomic length scale to a 
representative system length scale. The representative atomic 
length scale typically corresponds to an intrinsic molecular 
property, such as a crystal lattice constant, the diameter of 
a molecule, or the mean-free path of an electron or gas mol-
ecule, and so forth. The representative system length scale 

dx

L dx

σ

Figure 10.9 Analysis of macroscopic engineering systems typically begins 
by discretizing the system (L) into a series of infinitesimal volumetric ele-
ments (dx) that each contain a statistically large number of molecules. This 
analysis is valid only when the mean-free path of the molecules (σ) is small 
compared to dx. If the mean-free path is comparable to dx or larger, this 
finite element-based approach is inappropriate, and systems must be ana-
lyzed at the atomic or molecular level.
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296 Systems Engineering for Microscale and Nanoscale Technologies

is a system dimension that best characterizes the transport 
domain. When the Knudsen number is less than 0.1, such 
that the system length scale is large compared to the atomic 
length scale, materials and devices may be modeled as a con-
tinuum and differential calculus can be used to model trans-
port through a system. When the Knudsen number is larger 
than 0.1, the continuum assumption becomes less valid and 
the role of boundary scattering on systems/materials behavior 
becomes increasingly important. Predictions from continuum-
based transport prediction models become less reliable, and 
system behavior must instead be analyzed at the atomic level 
using statistical mechanics-based models.

Different materials and systems experience a transition 
from continuum to noncontinuum behavior at different length 
scales. For example, the mean-free path of water molecules 
in a condensed-phase liquid state is around 0.2 nm (which is 
comparable to the effective molecular diameter). This value 
suggests that a continuum description of liquid water will be 
valid in systems with a wetted diameter larger than 2 nm. In 
smaller systems, where the Knudsen number is greater than 
0.1, the effective water viscosity becomes correlated to the 
confined liquid structure, and a noncontinuum description of 
transport becomes necessary. In crystalline silicon, where the 
longest phonon mean-free path at room temperature is around 
1 micrometer, a continuum-based description is valid only in 
samples thicker than 10 micrometers. With decreasing system 
length, the applicability of bulk-like (macroscopic) material 
properties becomes increasingly questionable as performance 
becomes increasingly size and geometry dependent [16].

Modeling Noncontinuum Materials and Devices

For reasons discussed above, tools for predicting the perfor-
mance of noncontinuum systems must describe the behavior 
of materials and devices from at the atomic or molecular level. 
Such bottom-up modeling approaches do not, in general, use 
a prespecified set of material properties when predicting the 
performance of engineering systems. Rather, these properties 
naturally come from the atomic/molecular interactions and 
dynamics. In this sense, molecular-level modeling provides a 
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297Modeling and Simulation in the Small World

more accurate description of behavior of materials and sys-
tems. Because the complexity of the bottom-up approaches 
increases quickly with increasing system size, careful consid-
eration is required when selecting an appropriate modeling 
framework and building a modeling system.

In this section, we overview four popular molecular mod-
eling and simulation tools: electronic structure methods, 
molecular dynamics methods, Monte Carlo methods, and 
Lattice–Boltzmann methods. We discuss the strengths and 
limitations of each modeling method and, as illustrated in 
Figure  10.10, discuss these models in the context of physi-
cal resolution, maximum simulation size, and computa-
tional demand. The objective of this discussion is to apprise 
systems engineers of the available modeling tools and the 
associated strengths and limitations. Technical specifics, 
implication details, and extended discussion are available in 
cited references.

ES = Electronic Structure Calculations 
MD = Molecular Dynamics
MC = Monte Carlo
LB = Lattice-Boltzmann
FEM = Finite Element Modeling

Computation Time
Isochrons

Maximum Simulation Size

Ph
ys

ic
al

 R
es

ol
ut

io
n

ES

MD

FEM

MC/
LB

Figure 10.10 Compromises between physical resolution versus maxi-
mum simulation size. Increasing the simulation size (physical resolution) 
of a high physical resolution (simulation size) model typically requires an 
increase in computational resources.
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298 Systems Engineering for Microscale and Nanoscale Technologies

Electronic Structure Calculations

Electronic structure calculations are based upon the laws 
of quantum mechanics and use a variety of mathematical 
transformations to solve the multielectron Schrödinger equa-
tion [17]. These solutions are typically generated without ref-
erence to experimental data, such that the calculations are 
considered to be ab initio (a Latin phrase meaning “from the 
beginning”). In general, electronic structure methods offer the 
highest system resolution and require the fewest number of 
initial assumptions. However, the large computational costs 
associated with the calculations make them computationally 
prohibitive for systems containing more than a few hundred 
atoms. Thus, although the predictions obtained from elec-
tronic structure calculations may be physically correct, the 
situational relevance may be limited.

As illustrated in Figure 10.11, three parameters must be 
specified prior to running an electronic structure calculation: 
(i) an electron basis set, (ii) an electron-electron correlation 
model, and (iii) an initial atomic configuration. These inputs 
are used to approximate solutions to the Schrödinger equation, 
which takes the form of an eigenvalue equation and describes 
the discrete energy levels accessible to the system. The output 
of the calculation is a three-dimensional wave function, which 
is related to the spatial variation in the electron density. The 

Electronic wave function

Output

Charge distribution
Atomic properties

Atomic positions

Input

Basis set
Level of theory

Governing equation

Electronic
Structure Schrödinger equation

Position, velocity, energy
Dynamic transport properties
Molecular properties

Atomic positions
Potential energy
function

Molecular
Dynamics Newton’s laws of motion

Relaxed geometryEnergy minimization
Energy minimizations
Static molecular properties

Atomic positions
Potential energy
function

Monte
Carlo Conservation laws

Time-dependent transport behavior
Macroscopic fluxes and gradients
Static and dynamic system properties

Spatial lattice
Particle scattering
model

Lattice-
Boltzmann Boltzmann equation

Figure 10.11 Overview and comparison of molecular simulation modeling 
methodologies.
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299Modeling and Simulation in the Small World

electronic wave function can be manipulated to predict a 
number of molecular and crystalline properties, such as the 
optimized molecular geometry, the atomic vibration spectra, 
chemical reaction paths, optical absorption properties, and 
electronic band structures [18].

The electron basis set describes the number and type of func-
tions used to build the multielectron wave function. Increasing 
the number of basis functions increases the dimensionality 
and accuracy of the predicted multielectron wave function. 
Just as grid resolution tests are required when running a finite 
element-based model, convergence tests are required to ensure 
that the basis set used to describe the electrons is sufficiently 
large. Along with the absolute number of basis functions used 
to build the multielectron wave function, the form and shape of 
selected basis functions (e.g., diffuse, polarizable, etc.) must be 
balanced and physically motivated [19].

The electron-electron correlation model describes how inter-
actions between electrons are modeled within the Schrödinger 
equation. In general, electron-electron interactions are com-
plex and cannot be solved analytically. For example, in a two-
electron atom, predicting the equilibrium position distribution 
of electron A requires knowing the equilibrium position dis-
tribution of electron B. However, to predict the equilibrium 
position distribution of electron B, we must already know the 
equilibrium position distribution of electron A. A variety of 
perturbation-based and functional-based methodologies for 
handling these electron-electron interactions are available in 
the literature. The accuracy of the multielectron wave func-
tion improves with increasing level of sophistication.

The initial atomic configuration defines the relative loca-
tion of each electron orbital and the potential energy land-
scape experienced by the electrons within the system. Because 
the mass of the atomic nuclei are multiple orders of magnitude 
greater than the mass of the electrons, their motion is gener-
ally neglected when predicting the electronic wave function. 
However, because nuclei are charged, they still interact with 
electrons through Coulomb’s law [17].

For some systems, the Schrödinger equation used to cal-
culate the electronic wave function can be simplified using 
parameters derived from experimental data or predictions 
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300 Systems Engineering for Microscale and Nanoscale Technologies

from previous calculations. These “semiempirical” methods 
typically incorporate the charge of the core electrons into the 
nuclear charge and treat only the valence electrons explic-
itly, thereby reducing the computational load. Semiempirical 
methods are much faster than traditional electronic structure 
methods and are currently the only computationally practical 
method for predicting the quantum mechanical characteris-
tics of large (~1,000 atoms) systems. Semiempirical methods 
can also be used as a quick first step toward predicting the 
equilibrium atomic positions of systems with unknown geom-
etries. The same approximations that reduce the simulation 
runtimes also reduce the accuracy and precision of the elec-
tronic wave function. Thus, efforts should be made to validate 
predictions from semiempirical methods using more sophisti-
cated simulation techniques [20].

Molecular Dynamics Simulations

Molecular dynamics (MD) simulations are based upon 
Newton’s laws of motion and use a prespecified set of inter-
atomic potential functions to predict the time evolution of 
atomic positions and velocities [21]. From the ensuing atomic 
interactions and trajectories, one can extract the thermophys-
ical properties of atoms (e.g., temperature, pressure, density, 
thermal conductivity, etc.) and transport processes (e.g., heat 
conduction, fluid flow, fracture propagation) through nano- 
and microscale engineered systems. Because the nature and 
form of the interatomic potential function are specified a 
priori, MD simulations are much (several orders of magni-
tude) faster than electronic structure methods and can han-
dle systems containing hundreds of thousands of atoms. The 
ability to handle larger systems means MD simulations can 
have better situational relevance than electronic structure 
calculations. However, the assumptions required to realize 
this speed increase result in the physical resolution of MD 
simulation being lower than electronic structure calculations.

Potential functions are algebraic expressions that describe 
how the energy between two or more atoms is related to the 
interatomic separation distance. A simple potential function 
would be a harmonic spring connecting the two atoms of a 
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301Modeling and Simulation in the Small World

molecular dipole. More complex potential functions are often 
multibodied (meaning they depend on the positions of three or 
more atoms) and, in addition to a harmonic-like stretch term, 
contain higher-order torsion, dihedral, and bending terms. The 
predictive accuracy of an MD simulation is governed primar-
ily by the correctness of the prespecified interatomic poten-
tial functions in reproducing the actual quantum-mechanical 
interatomic interactions. Although the form of the potential 
function may be motivated by experimental data, predictions 
from electronic structure calculations, and analytical predic-
tions grounded in physical chemistry, some interactions are 
typically neglected in order to maximize computational effi-
ciency. Thus, as with any other simulation methodologies, 
efforts must be made to choose potential functions that appro-
priately balance accuracy and computational efficiency [22].

Dynamical data obtained from an MD simulation are 
transformed into more meaningful thermophysical proper-
ties using tools grounded in statistical mechanics [23]. For 
example, consistent with ideas grounded in kinetic theory, the 
temperature of a collection of atoms is proportional to its total 
kinetic energy following the equipartition theorem. Likewise, 
the pressure of a collection of atoms is related to the virial 
expansion of the ideal gas law. In an equilibrium simula-
tion, transport coefficients can be evaluated using ensemble-
averaged autocorrelation functions (e.g., diffusion coefficient 
from the autocorrelation function of the velocity and thermal 
conductivity from the autocorrelation of the heat current). In 
nonequilibrium, a gradient can be applied to a system and 
transport coefficients evaluated directly from the resultant 
fluxes (e.g., predicting the thermal conductivity by applying a 
temperature gradient and measuring the resulting heat flux).

Although MD simulation sizes (100,000’s of atoms) and sim-
ulation runtimes (0.1 to 0.5 of microseconds) may be smaller 
than actual operating conditions, they are typically sufficient to 
obtain converged thermodynamic properties or the steady-state 
response to an applied gradient. As suggested by the central-
limit theorem, increasing the number of particles within the 
system reduces the simulation uncertainty. Likewise, increas-
ing the simulation runtime provides a better sampling of the 
system phase space and more accurate reproduction of actual 
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engineering materials and devices. Further improvements in 
the situational relevance are realized by choosing to simulate 
within a device-appropriate thermodynamic ensemble. For 
example, by modifying the atomic equations of motion, MD sim-
ulations can accurately reproduce the behavior of materials and 
systems in constant energy, constant temperature, constant 
pressure, constant enthalpy, and constant volume ensembles.

It is important to recognize that within an MD simulation, 
electrons are not modeled explicitly. Although the effects of the 
electron–electron and electron–ion interactions are incorpo-
rated into the potential function (these interactions define the 
potential function), MD simulation cannot be used to model 
excited electronic states, chemical reactions, or electron trans-
port phenomena. Moreover, because the dynamics of the atoms 
and molecules is governed by Newton’s law of motion, their 
movement and interactions are classical, meaning all quan-
tum degrees-of-freedom are assumed to be fully populated. 
For liquid systems, wherein quantum effects become negligi-
ble at temperatures greater than a few Kelvin, this classical 
treatment is appropriate. For solids, where quantum effects 
remain relevant in systems with operating temperatures in 
the hundreds of Kelvin, the implications of this assumption 
must be considered more carefully [13].

For materials and systems that do not have well-defined 
potential functions, MD simulation can be hybridized with 
electronic structure calculations to perform ab initio MD 
(AIMD) simulations. In AIMD, the intermolecular potential 
energy is calculated on-the-fly from the instantaneous atomic 
configuration using electronic structure calculations. Although 
computationally expensive, this additional step eliminates the 
need to specify a preparameterized potential function and can 
improve the correctness of the predicted thermophysical prop-
erties. Although the interaction energy is modeled quantum 
mechanically, the positions and velocities still evolve classi-
cally according to Newton’s laws of motion.

Monte Carlo Methods and Lattice–Boltzmann Simulations

Monte Carlo methods are a general class of simulation tools 
used to predict the thermophysical behavior of engineering 
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systems at the atomic, molecular, and transport carrier (e.g., 
photon, phonon, and electron) level. Named after the famous 
casino in Monaco, Monte Carlo methods use random sam-
pling to investigate the multidimensional potential energy 
landscape of a material or device. Like MD simulations, the 
theory behind Monte Carlo methods is grounded in statisti-
cal mechanics, and interactions between particles are typi-
cally modeled using potential functions. However, unlike MD 
simulation, Monte Carlo methods do not predict the dynamical 
properties of particles. Thus, although Monte Carlo methods 
are generally much faster than MD, they are not suitable for 
investigating time-dependent processes or properties that 
depend on velocities (e.g., temperature, pressure) [19].

As an example of one Monte Carlo technique, consider pre-
dicting the minimum energy configuration of a long (multiple 
degree-of-freedom) atomic chain. To begin, we calculate the 
initial potential energy of our molecule (which is saved as a ref-
erence value for the next calculation) and generate a large set 
of random numbers. Next, for each atom in the chain, we ran-
domly perturb the components of each position vector using a 
pre-generated random number sequence. We then recalculate 
the potential energy of the molecule and compare this new 
energy to the reference value. If the energy of the molecule is 
lower than the previously calculated value (meaning we have 
moved closer to the minimum energy configuration), we accept 
the positional changes to the molecule, set reference potential 
energy value to this new potential energy, and repeat the pro-
cess. If the energy of the molecule is greater than the refer-
ence value (meaning we have moved away from the minimum 
energy configuration), we return the atoms to their previous 
positions (without updating the reference energy) and try a 
new set of perturbations. This process is repeated until per-
turbations of the atomic positions yield no further decrease in 
the molecular potential energy. The magnitude of the pertur-
bations (e.g., the simulation step size) can be tuned to balance 
the required solution accuracy with a realistic computational 
runtime.

Beyond this simple structure relaxation example, numer-
ous Monte Carlo-based techniques have been developed for 
describing photon, fluid, and phonon transport processes 
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304 Systems Engineering for Microscale and Nanoscale Technologies

through nanoscale and bulk-like systems [21,24,25]. Other 
Monte Carlo-based techniques for finding the roots of a com-
plex, multidimensional design space are also available. In 
addition to these engineering-related applications, Monte 
Carlo-based statistical sampling methods are used in traffic 
flow simulations, computational finance, and computational 
mathematics. The attractiveness of these methods stems from 
their ability to easily handle very complex systems using rela-
tively simple algorithms. The challenges with these methods 
arise from ensuring that the sampling process has sufficiently 
sampled the available design space. Thus, as with any com-
putational method, convergence and resolution tests must be 
employed to assess the validity and robustness of the simula-
tion predictions.

Lattice–Boltzmann (LB) simulation is a hybridized contin-
uum/noncontinuum numerical modeling technique for predict-
ing the macroscopic behavior of systems and materials from 
the microscopic behavior of atoms, molecules, and transport 
carriers [26]. Like MD simulation and Monte Carlo methods, 
materials and systems within an LB simulation are described 
in terms of molecule-like particles that evolve through space 
and time. These particles evolve according to the Boltzmann 
transport equation and scatter according to a prespecified 
set of kinetic collision operators. Like finite element-based 
schemes, particles within the LB simulation can only step from 
lattice site to lattice site along a prespecified grid. However, by 
localizing particles’ dynamics and using a prespecified inter-
action operator, LB simulations are typically multiple orders 
of magnitude faster than MD simulations of the same size. 
Not surprisingly, this increase in speed is associated with a 
reduction in physical fidelity through the use of a prespecified 
set of collision operators as compared to a potential function.

The theoretical underpinnings of LB simulations are 
grounded in the Boltzmann equation, which describes the 
time evolution of a particle through position and velocity 
phase space [27]. In simplified terms, the Boltzmann equa-
tion requires that the rate of change in the number of par-
ticles within a specific region of phase space is equal to the 
number of particles scattered into that region minus the num-
ber of particles scattered out of the region. Thus, within an 
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305Modeling and Simulation in the Small World

LB simulation, the particles that collide and move about are 
not merely physical particles moving through real space. In a 
more subtle sense, the particles also represent the time evolu-
tion of each single-particle distribution function through the 
phase space.

Owing to the local nature of the interactions and parti-
cle movement, LB simulations are particularly successful at 
predicting transport through systems with complex or clut-
tered geometries. Moreover, due to the inherent particle-based 
description of systems, LB simulations can be used to inves-
tigate transport through both continuum and noncontinuum 
systems and are easily parallelizable. Although the first LB 
modes were developed to model gas and fluid transport, robust 
techniques now exist for predicting phonon and electron 
transport through crystals. Thus, although LB simulations 
have lower physical resolution than electronic structure calcu-
lations or MD simulations, they can exhibit better situational 
relevance.

Questions for the Engineer to Consider

Although systems engineers may not be directly responsible for 
building or running simulations, they must be able to assess 
critically both the appropriateness of the modeling framework 
and the validity of the model predictions. In this section, we 
provide a list of questions to aid the systems engineer in this 
assessment process. These questions are somewhat open-
ended and meant to encourage discussion. Technical experts 
and the scientists running the models should participate in 
this dialogue. Of course, during implementation and data col-
lection periods, additional task-specific technical questions 
will arise. The systems engineer must remain abreast of these 
issues and understand their possible implications.

“What is the Knudsen number of my system; do I need to be 
concerned about noncontinuum material properties?”
Remember that although the distance between atoms 

is quite small (~1 angstrom), the mean-free path 
of electrons, phonons, and fluid molecules in many 
systems can be quite large (>1 micrometer). If the 
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306 Systems Engineering for Microscale and Nanoscale Technologies

Knudsen number is greater than unity, noncon-
tinuum effects must be considered explicitly, and 
a molecular transport model should be used. With 
a decreasing Knudsen number, noncontinuum 
effects become less important, and finite-element 
approaches become increasingly valid.

“What are the relevant system/material properties; will 
my model correctly capture these properties?”
Different types of modeling frameworks capture differ-

ent types of transport processes. For example, MD 
simulations do not describe electron transport phe-
nomena. Electronic structure calculations, which 
model the electronic wave function explicitly, must 
instead be used to predict electronic transport phe-
nomena. Likewise, Monte Carlo energy minimiza-
tion methods provide little insight into dynamic 
molecular relaxation processes. Molecular dynamics 
simulations, which include a time dimension, must 
instead be used to predict such time-dependent 
properties.

“Does my model have an appropriate balance between 
simulation size and physical resolution?”
In general, as illustrated in Figure  10.10, increasing 

the physical fidelity of a simulation requires com-
promises in the situational relevance. Increases in 
computational resources (e.g., more runtime or more 
processors) may be required to achieve sufficient 
accuracy in both of these requirements.

“Is my model fully converged; have I sufficiently sampled 
the system phase space?”
When running any type of numerical simulation, one 

must carefully perform basis-set, grid size, and 
sample length convergence tests. For example, when 
using MD simulation, multiple simulations (from 
differential initial conditions) should be used to 
assess the robustness of the predicted behavior and 
the variance in the simulation results. Likewise, 
tests must be performed to ensure that the simula-
tion runtime is sufficient to observe fully converged 
(e.g., steady-state or equilibrium) behavior.
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307Modeling and Simulation in the Small World

“How does my model compare to an analytical solution; is 
experimental reference data available?”
Every model must be validated; the mere ability to run 

a simulation does not guarantee that the simulation 
predictions are correct. For simple geometries or 
simple materials, the properties predicted from the 
simulation should be compared directly to analyti-
cal solutions. If possible, the simulation predictions 
should be compared directly to relevant experimen-
tal data.

Modeling Challenges Faced by 
the Nanosystems Engineer

Despite the significant progress of theory, modeling, and sim-
ulation at the nanoscale, many challenges remain. Additional 
obstacles may be faced by the systems engineer looking to 
integrate nanoscale components, because the use of theory 
and predictive modeling capability in this regime is not as 
straightforward as with technologies with larger characteris-
tic dimensions. Several of the challenges called out by “Theory 
and Modeling in Nanoscience,” a report of the workshop con-
ducted by the Basic Energy Sciences and Advanced Scientific 
Computing Advisory Committees to the Office of Science in 
the Department of Energy in 2002 [9], as well as other chal-
lenges, are addressed in this section.

Bridging Length and Time Scales: 
Modeling Interaction of the 
Nanoscale with the Microscale

Nanoscience bridges multiple length and time scales and 
combines classes of materials and molecules traditionally 
investigated in different subdisciplines. This translates to 
a need for combination and cooperation of theory, modeling, 
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308 Systems Engineering for Microscale and Nanoscale Technologies

and simulation tools that were previously developed and used 
separately or for the invention of new computational tools to 
bridge length and time scales [9,28]. Because no single type 
of theory is appropriate for all nanoscale scenarios, different 
approaches must be used to understand phenomena occur-
ring at different length and time scales [8]. The range of time 
(femtoseconds to seconds) and length (1 nanometer to 1 micro-
meter) scales and corresponding types of theory are shown in 
Figure 10.12.

Approaches using purely atomistic or purely continuum 
theory have limitations for modeling nanoscale properties 
[8]. Hybrid and mesoscale properties often play an important 
role in bridging the gap between the two approaches. These 
approaches have begun to be utilized but are still in devel-
opment. Elhard [30] outlined the need for “development and 
coherent integration of a suite of modeling tools dedicated to 
the design and fabrication of atomically precise functional 
nanosystems” (p. 1). It is further stated that the need “involves 
developing computational software tools that link nano-meso-
macro-scales (time, length, and energy)” (p. 1) and requires 
methods that “simultaneously incorporate atomistic (1 to 10 
μm) and mesoscale (1 to 10 μm) and have uniform bridging 
scales across 9 [orders of magnitude] in length, 12 [orders of 

1 micron
Distance

Bulk Scale

Finite
elements

Molecular structure

Nanostructure

Electronic structure

Mesoscale

Molecular

Quantum

Ti
m

e

Seconds

Microseconds

Nanoseconds

Picoseconds

Femtoseconds
100 nm10 nm1 nm

Figure 10.12 The range of time and length scales and corresponding 
types of models relevant for systems containing nanoscale components. 
(See Mize, S., Toward Nanomaterials by Design: A Rational Approach for 
Reaping Benefits in the Short and Long Term, Foresight Institute, Palo 
Alto, CA, 2004.)
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309Modeling and Simulation in the Small World

magnitude] in time (and energy flow) and integrate with self-
consistent scaling laws.”

Multiscale modeling is the idea of computing material 
behavior beginning at the smallest scale and then successively 
passing the resulting information to a model at a larger scale 
[28], leading ultimately to device and then system behavior, or 
vice versa, as depicted in the flowchart in Figure 10.13. The 
ultimate goal of a multiscale approach is to predict macro-
scopic behavior of an engineering process from first principles. 
In the modeling flow, quantum mechanics calculations include 
information about electrons, which is then conveyed to molec-
ular dynamics models, which focus on individual atoms. Next, 
nanoscale models describe groups of atoms, and information 
obtained here is passed to continuum, device, and system-
level models. Table  10.1 summarizes atomistic and contin-
uum approaches for modeling various properties of materials. 
Also included are hybrid, or mesoscale, approaches that can 
be used to bridge the gap between length and time scales. 
Development of these hybrid techniques has progressed, but 
there is still a long way to go to accurately predict behavior of 
nanostructures and, ultimately, to integrate the behavior into 
models of entire devices and systems.

An example of a hybrid computational approach to model-
ing mechanical properties of carbon nanotubes can be seen in 
Figure 10.14 [8]. The nanotube shown has a two-atom vacancy 
but is otherwise perfect. To describe fracture, quantum 
mechanics (QM) is used to model the breaking of bonds in the 
area around the defect. QM is limited by being computationally 
expensive and by the fact that due to strong size-dependence 

Electrons Individual
atoms

Groups of atoms
and molecules

Quantum
Mechanics

Molecular
Dynamics Continuum Device SystemNano-scale

Figure 10.13 Flowchart depicting levels in multiscale modeling. It can be 
necessary to upscale or downscale during the modeling process to attain 
sufficient understanding of the physics at each level.
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310 Systems Engineering for Microscale and Nanoscale Technologies

of mechanical properties, it is not an accurate way to predict 
the properties of nanotubes that are large enough to be tested 
experimentally. To circumvent these limitations, a molecu-
lar mechanics (MM) force field is applied around the patch 
described by QM. Further, MM, which is still atomistic, is 
interfaced with continuum mechanics (CM) to extend the stress 
field to distances far away from the original defect. For any 

MM

QM

CM

Figure 10.14 Example of multiscale modeling—mechanical properties 
of a carbon nanotube. This hybrid approach combines quantum mechan-
ics (QM), molecular mechanics (MM), and continuum mechanics (CM). 
(Adapted from Schatz, G.C., Proceedings of the National Academy of Science, 
104(17), 6885–6892, 2007.)

TABLE 10.1
Atomistic, Continuum, and Hybrid Theory Approaches 
for Modeling of Various Nanoscale Properties

Property

Atomistic 
Level 
Theory

Hybrid/Mesoscale 
Theory

Continuum 
Theory

Structural, 
thermal

Quantum 
mechanics, 
empirical 
potentials

Coarse-grained 
molecular dynamics, 
grand canonical Monte 
Carlo on lattices

Static structure 
models, 
thermodynamics

Mechanical Quantum 
mechanics, 
empirical 
potentials

Coarse-grained models, 
quantum mechanics/ 
molecular mechanics/ 
continuum mechanics

Elasticity theory

Optical Quantum 
mechanics

Multipole coupling of 
particles, quantum 
mechanics/
electrodynamics

Continuum 
electrodynamics

Source: From Schatz, G.C., Proceedings of the National Academy of Science, 
104(17), 6885–6892, 2007. With permission.
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311Modeling and Simulation in the Small World

hybrid or multiscale approach, interfaces (boundaries between 
types of models) require precise definition to accurately con-
vey information from one level to the next. This is still the 
subject of research and remains a challenge to be addressed. 
The development of hybrid and mesoscale techniques to bridge 
length and time scales has progressed significantly in recent 
years, but a need remains for self-validating and benchmark-
ing methodologies in which modeling at larger scales is always 
validated against more detailed calculations at smaller length 
scales, because experimental validation is often not possible.

Description of Transport Mechanisms

The science of transport mechanisms in nanostructures is 
essential to many applications of nanotechnology, as sum-
marized in Table  10.2 [9]. Technological advances in fabri-
cation, characterization, and control at the nanoscale level 
have enabled the manufacturing of a variety of new organic-
inorganic nanostructured devices. Therefore, new simulation 
approaches are required because the inherent quantum-
mechanical physics involved must be treated properly, and the 
exact nature of the transport mechanisms in many of such 
systems has yet to be explained [31]. As mentioned earlier, it 
is unlikely that devices of this nature will be commercialized 
unless their behavior is fully understood. This challenge can 
perhaps be tackled by the systems engineer and nanotechnol-
ogist together.

Electron transport is a topic of great interest for nanotechnol-
ogists studying nanotubes and nanowires, molecular electron-
ics, and transport in semiconductors, metals, and thermoelectric 
devices. Di Carlo et al. [31] are working to develop theory to 
describe transport in carbon nanotubes as field-effect transistors 
(FETs) and field emitters for TeraHertz (THz) sources. Despite 
their differing transport issues, quantum transport in nanotran-
sistors, nanowires, and molecular electronic devices has been 
described by Darve et al. [33] using the Nonequilibrium Green’s 
Function. Lundstrom and Ren [34] employed two-dimensional 
(2D) simulations and a simple conceptual view of the nanoscale 
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312 Systems Engineering for Microscale and Nanoscale Technologies

transistor to describe transport in metal-oxide semiconductor 
field-effect transistors (MOSFETs). Monte Carlo simulations 
have been used to provide insight and understanding of nano-
MOSFET device physics [32]; however, many transport issues 
remain unaddressed.

TABLE 10.2
Summary of Types of Transport Occurring in Nanostructures 
and Nanoscale Devices and the Technology That Rely on This 
Transport

Type of Transport Technology to Which This Transport Is Fundamental

Electrona–d Molecular electronics, nanotubes, nanowires, 
semiconductors, metals, etc.

Spine–h Spintronics-based devices such as spin valves and spin 
qubits

Moleculei,  j Chemical and biological sensors, molecular 
separations/membranes, nanofluidics, photons, 
phonons

a See also Di Carlo, A. et al., Modelling of Carbon Nano Tube-Based Devices: 
From nanoFETs to THz Emitters, SPIE, San Diego, CA, 2006.

b See also Sangiorgi, E. et al., Solid-State Electronics, 52(9), 1414–1423, 
2008.

c See also Darve, E., Li, S., and Teslyar, Y., Calculating Transport Properties 
of Nanodevices, SPIE, Philadelphia, PA, 2004.

d See also Lundstrom, M., and Ren, Z., Electron Devices, IEEE Transactions 
on, 49(1), 133–141, 2002.

e See also Sanyal, B., and Eriksson, O., Physica Status Solidi (A) Applications 
and Materials, 204(1), 33–43, 2007.

f See also Wang, C. et al., IEEE Transactions on Nanotechnology, 6(3), 
309–315, 2007.

g See also Saikin, S., Pershin, Y.V., and Privman, V., IEE Proceedings: 
Circuits, Devices and Systems, 152(4), 366–376, 2005.

h See also Nikonov, D.E., and Bourianoff, G.I., Journal of Superconductivity 
and Novel Magnetism, 21(8), 479–493, 2008.

i See also Zhou, S.-A., and Uesaka, M., International Journal of Applied 
Electromagnetics and Mechanics, 24(1), 51–67, 2006.

j See also Bohn, P.W., Annual Review of Analytical Chemistry, 2(1), 279–296, 
2009.

Note: Some references on modeling of each type of transport are given.
Source: Adapted from Theory and Modeling in Nanoscience. Report of the 

Workshop Conducted by the Basic Energy Sciences and Advanced 
Scientific Computing Advisory Committees to the Office of Science, 
Department of Energy, 2002.
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313Modeling and Simulation in the Small World

Use of the spin property of electrons in semiconductor elec-
tronic devices (semiconductor spintronics) may revolutionize 
electronics [38]. Devices for digital logic based on spintronics 
[41] are still a topic of research [37] and require insight from 
modeling and simulation for further development. Sanyal and 
Eriksson [35] have stated that “it is quite clear that a funda-
mental understanding of the materials involved in spintronics 
research is absolutely essential. This will not only explain the 
existing experimentally observed results (mutually contra-
dictory in many cases) but also help to predict new materials 
with desired properties” (p. 35). This example illustrates the 
need for better theoretical models of spin transport to enable 
prediction of device behavior by the systems engineer.

The Monte Carlo simulation approach is a method com-
monly used to study characteristics of transport beyond quasi-
equilibrium approximations, such as drift diffusion or linear 
response approximations, and has been widely used for charge 
carrier transport in semiconductor structures and modern 
devices [37]. This approach can accommodate scattering mecha-
nisms, specific device design, material properties, and bound-
ary conditions in the simulation [37]. However, there is once 
again a trade-off between accuracy and computation time and 
resources, so simplified simulation schemes are often utilized, 
but clearly cannot be relied upon for prediction of performance 
of a critical device or system. In contrast, Wang et al. [36] used 
the nonequilibrium Green’s function to calculate conductance in 
spintronic gates and have shown useful operations for “multiter-
minal” logic gates. Sanyal and Eriksson [35] employed ab initio 
density functional electronic structure calculations of several 
spintronic materials to investigate the nature of exchange inter-
actions, electron correlation effects, influence of defects, effects 
of disorder, and volume dependence of exchange interactions. 
The variety of approaches to modeling spin transport suggests 
that a commonly accepted approach has yet to be agreed upon. 
Although no single modeling approach is currently superior to 
others across the board, perhaps approaches could be integrated 
or combined to yield a more accurate and consistent approach.

The ability to understand and control molecular trans-
port by structures of nanometer scale is critical to applica-
tions including chemical and biological sensors, molecular 
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314 Systems Engineering for Microscale and Nanoscale Technologies

separations/membranes, and nanofluidics [40]. These appli-
cations often incorporate mass-limited samples in nanome-
ter-scale structures, so precision and accuracy are critical. 
Employing an atomistic simulation or MD analysis of ion per-
meation on large time and length scales is not possible due to 
computational limitations. Continuum models have been used 
extensively to investigate ion permeation and related trans-
port processes. However, some questions still exist, and dis-
putes in the applications of these continuum models, which are 
mostly related to the dielectric (polarization) properties of the 
medium and ion channels, are not taken into account properly 
in the classical continuum theory [39]. Zhou and Uesaka [39] 
have formulated a continuum theory for the study of trans-
port phenomena of ions and polarizable molecules based on 
the basic laws in nonequilibrium (irreversible) thermodynam-
ics and continuum electrodynamics. Their approach considers 
effects of electrodiffusion, heat conduction, thermomechanical 
motion, polarization, and polarization relaxation. Approaches 
along these lines are necessary to overcome computational 
limitations while still incorporating important phenomena; 
however, simplification of the theory must be done with cau-
tion to ensure that the model will still be a valuable predictive 
tool for the systems engineer. Most of the approaches utilized 
to model transport thus far are quite simplified, and although 
useful for understanding device behavior and optimizing 
design, they cannot yet be relied upon for performance predic-
tions by the systems engineer.

One challenging aspect of modeling transport properties is 
the abundance of available scattering mechanisms that can-
not be characterized within a given sample. For example, even 
in silicon MOSFETs, there is interface roughness scattering, 
impurity scattering from many different types of impurities, 
oxide scattering from trapped oxide charges, scattering from 
various types of lattice defects, and scattering from phonons. 
Scattering from phonons is the only one in this list that can be 
modeled from first principles. For the rest, the theorist needs 
to know the density of impurities or trapped oxide charges, 
and so forth, and this is often impossible. To circumvent this 
limitation, theorists commonly use empirical fits to experimen-
tal data to figure out what the relevant scattering intensities 
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from different scattering sites are. This approach may or may 
not have value in designing new systems and predicting their 
behavior. An awareness of what is possible is also important 
when attempting to model nanoscale.

Theoretical Approaches to Study 
of Nano-Interfaces

Modeling and simulation have been used to study behavior 
of interfaces including grain boundaries and metal/ceramic 
interfaces [42]. Specifically, the response of atomic bonds at or 
near interfaces to applied stresses or strains can be elucidated 
via ab initio calculations [42]. The capability to simulate accu-
rately complex nanostructures involving many molecular and 
atomic species, and the combination of soft biological or organic 
materials with hard inorganic materials, would be a beneficial 
development [9]. However, before that can be accomplished, 
accurate modeling of nano-interfaces must be achieved. Nano-
interfaces are highly complex, heterogeneous in shape and 
substance, and often composed of dissimilar classes of materi-
als [9]. Because of the high surface area to volume ratio, inter-
facial properties can dominate at the nanoscale and thus must 
be highly understood. Theory and simulation approaches to 
understand and predict nano-interface behavior are crucial 
to the design of structural materials and nanoscale devices. 
Further, simulation of interfaces between hard and soft mate-
rials will play a critical role in biomolecular nanomaterials 
and associated applications. Challenges associated with inter-
faces at the nanoscale will be discussed further in Chapter 11.

Ability to Simulate Self-Assembly

As discussed in Chapter 9, self-assembly typically spans several 
length and time scales and is the key to large-scale production 
of novel structures based on nanotechnology [9,43]. Although 
biological systems have mastered self-assembly, scientists are 
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only beginning to learn and understand the process for applica-
tion to nonbiological systems. Predicting self-assembly behav-
ior is extremely difficult [8]. The potential impact of nanoscale 
devices and systems has generated interest in better under-
standing the self-assembly process. Initial theoretical studies 
have been aimed at understanding self-assembly mechanisms 
and designing and controlling properties of the resulting mate-
rials via selection of initial conditions and structure and chem-
ical properties of precursor molecules [43].

Tsonchev et al. [43] describe one approach for modeling 
molecular self-assembly in which they first reduced the com-
plex macromolecules to simpler structures, retaining their 
overall shape, symmetry, and charges. Next, they used these 
simplified molecules to predict the shape and structure of the 
final assembly. MD simulations were performed on the self-
assemblies to elucidate their detailed structure and stability 
and the role of dipole-dipole interactions and hydrogen bond-
ing. The authors state that although this method is less rigor-
ous than traditional Monte Carlo or MD methods (which are 
not computationally capable of solving this problem), the lack 
of rigor is compensated for by the sampling of a very large 
number of initial conditions at each stage of the assembly to 
ensure that the most stable final structure is obtained. They 
expect that it should be possible to extend this technique to 
predict and study the self-assembly of many new materials; 
however, one can imagine there are limitations to this simpli-
fied approach. This example illustrates the challenges asso-
ciated with modeling molecular self-assembly. As more and 
more devices incorporate nanoscale components, self-assembly 
will become increasingly more utilized as a manufacturing 
methodology. For these techniques to be utilized effectively, 
the fundamental mechanisms must be better understood.

Modeling for Manufacturing of Nanoscale 
Devices: Issues When Predicting Design, 
Synthesis, Production, and Reliability

As is true for all types of modeling, technology computer-aided 
design (TCAD) tools for simulating processes and devices are 
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317Modeling and Simulation in the Small World

accurate for predicting behavior only if the technology is suffi-
ciently mature or the model has been calibrated appropriately, 
which can be a lengthy process [44]. This prompts the ques-
tion of whether modeling devices composed of new technology 
and materials is relevant and worthwhile [45]. For example, 
properties of nanoscale electronic devices are extremely sen-
sitive to the presence of defects or impurities. They are also 
very geometry dependent, so predicting nanodevice behavior 
is extremely complicated because it seems impossible to cap-
ture all of these variables accurately. However, even with less 
than ideal model accuracy, TCAD can still be used to provide 
guidelines for optimization, aid in explanation of characteriza-
tion results, and provide insight into transport mechanisms. 
Additionally, modeling and design can guide fabrication by 
allowing one to perform computational experiments on struc-
tures, devices, and systems [46]. These uses for modeling 
should be considered by the systems engineer when developing 
a nanoscale system. As long as the modeling outputs are relied 
upon only as much as the theory they are built on, nanoscale 
modeling can be used as a guide for the systems engineer, 
although it is not a definitive predictor of behavior.

A contrasting viewpoint is that theory and computation 
can lead the way in nanostructure design and synthesis 
because experimental tools often provide an incomplete pic-
ture of the structure and function of nanomaterials [8]. In 
this case, theory can be thought of as a way to fill in missing 
information and features critical to understanding experi-
mental characterization results. However, as seen in the case 
of the strength of carbon nanotubes in Figure 10.7, it is not 
yet possible to fully understand experimental results at the 
nanoscale or reach conversion of experimental data and the-
ory. Perhaps modeling and simulation could aid in elucidation 
of the origin of the experimental scatter. Again, it is impor-
tant to recognize that the role of the modeling is to act as a 
guide for the designer.

As size scales decrease and experimental methods of evalu-
ating different production methods become increasingly dif-
ficult, modeling becomes an important tool for optimizing 
production and fabrication. As a part of the design process 
depicted in Figure  10.4, process modeling is a useful and 
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necessary tool and will become increasingly critical as system 
components decrease in size to the nanoscale. For example, 
this type of process modeling has been used to predict initial 
fabrication parameters to enable design of a specific microflu-
idic microlens profile [47]. In another case, thermomechanical 
modeling was used to optimize the nano-imprint forming pro-
cess for different materials used in components such as mini-
fluidics and biochemical systems, opto-electronics, photonics, 
and health usage monitoring systems [48]. Using modeling 
and simulation to optimize these processes prior to beginning 
fabrication can save time and lead to better-quality produc-
tion. Linked with modeling of performance and reliability, 
the entire lifetime of a system could potentially be predicted 
computationally.

Use of nanoscale components introduces new challenges 
for reliability given increasing complexity of materials, 
interfaces, and failure mechanisms. Miniaturization leads 
to materials that have size-dependent properties including 
the occurrence of failure in smaller geometries [49]. Due to 
this added complexity, reliability must be approached from 
multiple scales and approaches, as depicted in Figure 10.15, 
especially because each component’s individual properties, 
requirements, and failure mechanisms must be considered. 
Additionally, nanospecific simulation methods must be uti-
lized to capture structure-property relations at the relevant 
scale where failure may occur. In their work on lifetime mod-
eling, Wunderle and Michel [49] described the emerging field 
of “nano-reliability” as one that will “encompass research on 
the properties and failure behavior of materials and mate-
rial interfaces under explicit consideration of their micro- and 
nano-structure and the effects hereby induced” (p. 799). These 
authors believe that a coupled experimental and simulative 
approach is necessary to develop and use nanoscale compo-
nents in systems and to ensure reliability of these small-scale 
parts. Further, nanoreliability will use modeling to explain 
failures from first principles. It is evident that with the error 
inherent in both experiments and theory with nanoscale com-
ponents, modeling reliability is a particular challenge that 
has yet to be addressed.
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Prospects for the Future

Projected advances in modeling at the nanoscale and projected 
applications of various modeling methods, as they mature, 
are given in tables 4.1 through 4.5 in the publication entitled, 
“Productive Systems: A Technology Roadmap” [46]. A wide 
range of projected applications is presented, but many chal-
lenges are still ahead for the nanoscale modeling community. 
As modeling of nanoscale phenomena continues to develop, “the 
key is to understand (a) precisely what is the scientific objective 
of the calculation, (b) precisely what is being computed, and (c) 
when can the computation provide reasonable results” (p. 302) 
[6]. Existing modeling tools can be quite useful if restricted to 
their intended purpose. However, none are broadly applicable 
for nanoscale modeling; thus, a combination of many model-
ing tools or development of new tools is required. A new set 

Material
Parameters

Technology
Parameters

Boundary Conditions
(time, temperature,
vibration, stress, etc.)

Failure
MechanismExperiment Simulation

Figure 10.15 A physics-of-failure lifetime reliability modeling approach. 
(See Wunderle, B., and Michel, B., Microsystem Technologies, 15(6), 799–812, 
2009.)
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of numerical techniques is necessary for addressing different 
scales in the same simulation in order to handle many realis-
tic multiscale problems [28]. For some applications, it may also 
become necessary to design a truly multiscale code (i.e., one 
that integrates multiple codes developed to address different 
length scales and time scales) [50].

As discussed in Chapter 7, the four generations of nanotech-
nology have been defined by Roco [51] as passive nanostruc-
tures, active nanostructures, three-dimensional nanosystems 
and systems of nanosystems, and heterogeneous molecu-
lar nanosystems. Many technological challenges exist as we 
attempt to progress through these generations, and modeling 
and simulation are among these challenges. Currently avail-
able modeling and simulation tools lack the accuracy necessary 
to be relied upon for prediction and device behavior; nonethe-
less, they are incredibly useful for learning about phenomena 
at the nanoscale. As computational capabilities continue to 
advance, modeling and simulation also progress, and calcula-
tions that were once impossible are becoming feasible. As time 
goes on, we will continue to learn more about nanoscale phe-
nomena and how to implement multiscale models relevant to 
design and behavior prediction for nanosystems. Experimental 
and modeling capabilities will drive each other to advance as 
we learn from both. Modeling and simulation will likely pro-
vide much of the fundamental understanding necessary to 
progress through the generations of nanotechnology.
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Introduction

Special attention to interfaces is imperative when engineer-
ing micro- and nanotechnology (MNT) systems. At the micro- 
and nanoscale, minute changes in processing procedures have 
large effects on nanomaterial structure and properties. As a 
result, working at the micro- and nanoscale sizes dictates that 
the interactions between components are difficult to predict 
reliably. In order to solve this problem from a systems engi-
neering point of view, MNT interfaces must be accounted for 
during all phases of the design, development, and implementa-
tion process.
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327Interfaces at the Micro- and Nanoscale

This chapter will discuss how to address the characteriza-
tion and modeling challenges that arise when working in the 
micro- and nanoscale. A review of fundamental systems engi-
neering (FSE) concepts related to interfaces indicates that 
the problems posed by the unique properties of systems at the 
nano- and microscale can be approached using FSE method-
ologies during the design stage. Stand-alone MNTs, such as 
lab on a chip and the accelerometer, will be used throughout 
the chapter to further illustrate the importance of implement-
ing systems engineering concepts during the early planning 
stages of technology development. It will be shown that prop-
erly accounting for interfaces during the design stage can 
rapidly advance the sophistication of these systems by allow-
ing for the early integration of self-regulation and feedback 
components that will monitor the interface throughout the 
life cycle of the technology. Further, as one moves from stand-
alone MNTs to a multiscale system, complexity increases.

This chapter will summarize fundamental systems engi-
neering concepts related to interface controls and adapt those 
concepts to MNTs while addressing the challenges related to 
MNT interfaces.

Background on Interfaces in Fundamental 
Systems Engineering (FSE)

Properties of Interfaces

An interface has both functional and physical characteristics 
and exists at a common boundary between two or more sys-
tems, products, or components. The functional characteristics 
of an interface relate to actions that the interface carries out, 
such as connecting one component to another, isolating a com-
ponent, and converting information. The physical characteris-
tics describe the actual electrical, mechanical, and hydraulic 
machinery needed to complete the functional allocation of the 
interface (Table 11.1).

In FSE, interfaces are discrete, well defined, and predict-
able. When systems are designed, their connections are con-
sidered simultaneously with the design of the components. 
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A “golden rule” of systems engineering is that when connec-
tivity is huge, it should be hidden away, encapsulated by that 
system element [2]. The interface is treated as a part of each 
component and rarely as its own entity.

Interfaces in FSE Design

In FSE, interfaces are identified and managed during the 
design stage. At the beginning of the design stage, the system 
boundaries are defined, and external interfaces are identified. 
Once the big picture inputs and outputs of the system have 
been outlined, the components of the system needed to com-
plete the overall functions of the system are identified, and 
the internal interfaces of those components are defined. Next, 
each interface is analyzed in depth so that the functional and 
physical allocations can be accounted for at each interface. 
Once the functional and physical allocations of each interface 
are managed and documented, the interface portion of the 
design is essentially locked in or frozen.

Although the interface is actively defined in both func-
tional and physical terms during the design stage, the defini-
tion becomes fixed and is rarely altered following the design 
phase. Once defined and designed, the interface is seen as 

TABLE 11.1
Examples of Interface Elements

Type Electrical Mechanical Hydraulic Man/Machine

Interaction 
Medium

Current Force Fluid Information

Connectors Connector
Cable
Switch

Joint
Coupling

Pipe
Valve

Display
Control Panel

Isolator RF shield
Insulator

Bearing
Shock Mount

Seal Cover
Window

Converter Antennae
A/D Converter

Gear Train
Piston

Reducing 
Valve

Pump

Keyboard

Source: Kossiakoff, A., and W.N. Sweet, Systems Engineering: Principles 
and Practices. 2003, Hoboken, NJ: John Wiley & Sons. Reprinted 
with permission of John Wiley & Sons, Inc.
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event driven. The interface is the train track that moves the 
passenger from one city to another, serving as merely a means 
to move between actions or events, while the medium passing 
through (an electrical current, fluid, force, or information) is 
the dynamic portion that drives system events. In FSE, the 
interface does not change, and actions that take place across 
it are accurate and repeatable.

This view of frozen interfaces is not acceptable when work-
ing at the micro- and nanoscale. Due to their scale, MNT 
systems and system components have properties that are 
unpredictable, leading to a need for a dynamic interface that 
responds to the changing needs of the system. For a more 
seamless integration of components, the MNT system inter-
face should be treated as a stand-alone component or a sub-
system. The design parameters for the interface should be set 
up and treated as one would treat the rest of the system. The 
interface should be open to changing requirements throughout 
the entire life cycle of the system to account for the dynamic 
properties of the MNT system.

Characterizing Micro- and Nanotechnology 
(MNT) System Interfaces

Components and internal interfaces of MNT systems are in 
the micro- and nanoscale. Lack of control over material syn-
thesis at these size scales makes MNT interfaces difficult to 
fabricate repeatedly and test individually. Although many 
analysis techniques of nanostructured materials exist in the 
literature and in practice, industry standardized characteriza-
tion techniques and modeling theory related to nanomaterials 
are lacking. Additionally, MNT systems face the challenge of 
interfacing across several scales as they externally interface 
with the macroworld to receive and transmit information.

Analytical Techniques for Nanoscale Characterization

The nanostructure of a material affects the mechanical, ther-
mal, electrical, and chemical properties of the material. Tiny 
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manipulations at the nanoscale have a profound effect on mate-
rial properties. On solid surfaces, several types of defects with 
different dimensionalities can form as a result of processing 
temperature, humidity, time, and so forth. Vacancies of atoms 
form point defects, and line defects form ledges in the mate-
rial at the atomic level (Figure 11.1). These ledges form steps 
that have interesting electronic properties that change with 
the material type. A step orientation that is different when 
compared with the adjacent planar (terrace) region will cause 
different chemical bonds to be exposed and affect the material 
properties. Specifically, in semiconductors with strong covalent 
bonds, the steps modify the electronic energy levels of atoms in 
close proximity to the defect, and in metals, the steps can cause 
a formation of dipole moments [3]. Although defects do not as 
commonly affect the properties of soft materials, their surface 
properties change with processing techniques and still have an 
effect on the functionality of the nanomaterial.

The American Society for Testing and Materials (ASTM) is 
an international standards organization that is often looked to 
for an accepted industry-wide method of characterizing a mate-
rial. Yet, standard ASTM methods have not been developed and 
cannot be readily applied to test and characterize the system 
interfaces at these size scales. The first ASTM standard related 
to nanotechnology, ASTM E2456-06, was published in 2006 on 
the Terminology of Nanotechnology. Since then, standards from 
the ASTM Committee on Nanotechnology have been developed 
to standardize the analysis of nanoparticle size (ASTM E2490-
09) and toxicity (ASTM E2526), but less progress has been 
made to standardize interface property characterization.

Figure 11.1 Defects that may occur on a solid surface and could affect 
material properties and behavior.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
43

 1
2 

M
ay

 2
01

6 



331Interfaces at the Micro- and Nanoscale

The literature illustrates many advances in nanomaterial 
characterization, but many steps need to be taken to achieve 
standardization of nanomaterial interfaces. Although indus-
try-wide nanostructure characterization standards are not 
currently in place, there are several analytical methods used 
to determine the physical properties and image atomic defects 
of a nanostructured interface. The most common methods 
used to characterize properties at nanoscale interfaces are 
scanning probe microscopy (SPM), scanning electron micros-
copy (SEM), transmission electron microscopy (TEM), and 
x-ray diffraction (XRD).

Scanning probe microscopy is a class of techniques that 
investigates the interactions between a tip (probe) and the 
material of interest. During the experiment, the probe is 
scanned over the material of interest, and an image repre-
sentative of the surface of the material is generated. Electron 
tunneling interactions are measured using scanning tunnel-
ing microscopy. Scanning the probe over the surface provides 
information on the roughness and general morphology of the 
material at the atomic level [4].

Another SPM technique, atomic force microscopy (AFM), 
uses the contact forces between the probe and material to char-
acterize the material. AFM has been shown in the literature 
to provide information about nanomaterial properties, includ-
ing electric properties, magnetic properties, surface proper-
ties, and adhesion. For example, Nguyen et al. at the National 
Institute of Standards and Technology (NIST) characterized 
the nanoscale surface coating degradation of car paints using 
AFM [5]. Mendez-Vilas quantified the adhesive strength of 
bacteria by attaching a Staphylococcus epidermidis bacterial 
cell to their AFM tip and analyzing the force between the bac-
teria-coated AFM tip and an adhesive substrate [6]. Olrich et 
al. used AFM to electrically characterize their silicon dioxide 
coatings on a nanometer-length scale by measuring tunneling 
currents after applying a voltage between the AFM tip and 
the silicon substrate [7].

Scanning electron microscopy and transmission electron 
microscopy both give information on the surface of materi-
als. SEM use an electron beam to scan the surface of a mate-
rial and collect an image, and TEM uses transmission of the 
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332 Systems Engineering for Microscale and Nanoscale Technologies

electron beam through the sample to generate an image. TEM 
is a much higher resolution characterization method and can 
sometimes be used to distinguish individual atomic layers. 
Figure 11.2 shows examples of SEM and TEM imaging.

X-ray diffraction is an analytical technique that relies 
on the interaction between x-rays and crystalline structure 
through diffraction. Although x-ray diffraction does not result 
in images of the material surface, it does provide information 
on nanomaterial phase composition, lattice strain, crystallite 
size, and crystallographic orientation.

Modeling Nanoscale Interfaces

Although characterization techniques help to elucidate the 
structure of nanomaterials, these methods are expensive, time 
consuming, and often do not give a direct measurement of the 
nano-interface. This lack of standard experimental methods 
for nanoscale systems drives the need for new theory and sim-
ulation in these systems. More extensive theory is necessary 
to provide the information needed to get better quantitative 
data from experimental techniques.

Braatz summarized the challenges of modeling molecular 
and multiscale systems as being [8]

2.5
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0.5 nm

0.0 nm

0
0
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5.0
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7.5
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(a) (b)

Figure 11.2 Examples of nanostructured surface characterization tech-
niques of zinc and zinc oxide that are studied for the effect of nanostructure 
on bulk electronic properties. (a) Atomic force microscopy (AFM) image of 
terraced planes on zinc. (See Sziraki, L. et al., Electrochimica Acta, 46, 
3743–3754, 2001.) (b) Scanning tunneling microscopy (STM) of polycrys-
talline zinc oxide surfaces. (See Rohrer, G.S., and Bonnell, D.A., J. Am. 
Ceram. Soc., 73(10), 3026–3032, 1990.)
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333Interfaces at the Micro- and Nanoscale

• Uncertainties in physicochemical mechanisms
• Dynamically coupled model structures and high com-

putational costs for model simulation
• A lack of online measurements at the molecular scale
• A lack of controllable variables during processing

Nano-interfaces are highly complex, heterogeneous in shape 
and substance, and often composed of dissimilar classes of mate-
rials [9]. Nanodimensional features alter the interface proper-
ties making the physiochemical mechanisms at the interface 
very difficult to define. Interfacial properties can dominate at 
the nanoscale because of the high surface area to volume ratio; 
hence, it must be highly understood. Theory and simulation 
approaches to understand and predict nano-interface behavior 
are crucial to device design. Further, simulation of interfaces 
between hard and soft materials play a critical role in biomo-
lecular nanomaterials and associated applications.

The interface properties also have a profound effect on 
failure mode, which makes nanosystem reliability difficult 
to predict. The failure mode, most often solder fatigue, inter-
face delamination, wire bond fatigue, cracking, fracture, and 
so forth, is dependent on the structure and processing con-
ditions of the nanomaterial. The lack of controlled variables 
during processing and the lack of methods to characterize 
the structure illustrates the need for theory and modeling 
advances that will allow for the prediction of the lifetime of 
the nanoscale components [10]. See Chapter 10 for further dis-
cussion on the challenges of modeling and simulation of micro- 
and nanotechnologies.

The lack of online measurements and feedback mecha-
nisms within nanoscale systems also contributes to the inabil-
ity to gauge nanoreliability and lifetime. Methodologies that 
relate to the control of MNT systems have yet to be completely 
established. Stand-alone MNT systems illustrate the need 
for systems engineering at the conceptual stage. Their size 
lends itself to little or no flexibility in making physical design 
changes following fabrication. The interfaces of nanomaterials 
can play a key role in providing feedback and diagnostic data 
and should be incorporated into the design from the onset to 
increase the robustness of the system.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
43

 1
2 

M
ay

 2
01

6 



334 Systems Engineering for Microscale and Nanoscale Technologies

Examples of Stand-Alone MNT Systems

Stand-alone MNT systems stay within the micro- and 
nanoscale. Therefore, they have macroscale inputs and out-
puts; however, all components and interfaces reside in the 
micro- and nanoscale. The accelerometer and lab on a chip 
(LOAC) are two prominent examples of stand-alone MNT 
systems. The interfaces are difficult to fabricate repeatedly 
and test individually because their components remain at 
the nano- and microscale. The accelerometer and LOAC will 
be used as examples throughout the next section of the chap-
ter to illustrate some of the challenges of designing MNT 
systems.

The Micro Electro Mechanical Systems (MEMS) acceler-
ometer was first demonstrated in 1979 at Stanford University 
[11], and lab on a chip was first developed in 1975. Although 
these microscale systems have been around for decades, they 
are in very different development stages. The accelerometer 
and LOAC will be used throughout this chapter to illustrate 
the application of FSE principles to MNTs.

Accelerometer

The accelerometer measures acceleration. It is commonly used 
in many technologies ranging from medical applications to 
building technologies to measure vibrations and changes in 
acceleration. One of the most common uses is in automobiles to 
sense vibrations resulting from impact.

An accelerometer behaves as a damped mass on a spring. 
As a MEMS device, the accelerometer consists of a cantilever 
beam that acts as a spring and a proof mass (seismic mass). 
Once the device is accelerated, the proof mass is displaced from 
its neutral position. The displacement is measured by analog or 
digitally. Often, the capacitance difference between the fixed 
beams and the beams attached to the proof mass is measured 
to quantify acceleration. An alternative method is to integrate 
piezoresistors into the beam to detect displacement. Another, 
far less common, type of MEMS-based accelerometer contains 
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335Interfaces at the Micro- and Nanoscale

a small heater at the bottom of a very small dome, which heats 
the air inside the dome to cause it to rise. A thermocouple on 
the dome determines where the heated air reaches the dome, 
and the deflection off the center is a measure of the accelera-
tion applied to the sensor.

Lab on a Chip
Lab-on-a-chip (LOAC) devices employ nano- and microfluidics 
for biomedical applications. LOAC systems can be used for clin-
ical analysis, DNA analysis, immunoassays, toxicity monitor-
ing, and forensic analysis applications. There is great potential 
for using LOAC technology for point-of-care diagnostics, espe-
cially in developing countries. LOAC is small, relatively cheap, 
and requires little technical skill or machinery to operate, 
making it a very sustainable option in developing countries.

The design of lab-on-a-chip devices is very diverse. Yet, 
generally they require input of a biological fluid. The fluid is 
transported through a microfluidic channel that holds several 
wells of reacting chemicals intended to trigger some sort of 
response from the biological fluid. The response of the biologi-
cal fluid is detected by an instrument or human and can pro-
vide information on the health of the patient.

Designing MNT Interfaces: Adapting 
Macro-Interface Design to Fit MNTs

Micro- and nanoscale interface design and control principles 
cannot be directly transcribed from fundamental systems 
engineering due to the dynamic nature of the interface at small 
size scales. Yet, fundamental systems engineering principles 
that dictate interface treatment can be built upon to devise a 
plan for the treatment of MNT system interfaces. There are 
four basic practices from macro-interface control that can be 
adapted and applied to MNTs:

 1. Define system boundaries
 2. Identify the internal and external interfaces
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336 Systems Engineering for Microscale and Nanoscale Technologies

 3. Map out the functional and physical allocations at each 
interface

 4. Manage the interfaces and incorporate necessary feed-
back mechanisms

In order to efficiently manage the system interfaces, the 
central activity of the system must first be identified and 
always remain the top priority as each component of the sys-
tem is broken down and planned. The central activity of the 
system dictates the design requirements of the system. Design 
decisions regarding interfaces should be consistent with what 
directly or indirectly contributes to the central activity of the 
system.

Define System Boundaries

The initial step to developing interfaces, whether one is work-
ing with a macrosystem, a stand-alone MNT system, or a 
MNT system that must interface with other MNT systems, a 
larger system, the environment, and humans is to define the 
system boundaries. Defining the system boundaries involves 
a big picture analysis of what the system will do, what inter-
actions need to take place to further the central activity of 
the system, and what uncontrolled interactions automatically 
take place that need to be considered.

The central activity or purpose of the system must be estab-
lished to define the system boundaries. Specifically, defining 
system boundaries involves identifying both elements that are 
under the control of the central activity of the system as well 
as elements that are outside of the control of the central activ-
ity of the system but interact with the system at a higher level. 
As shown in Figure 11.3, outputs, inputs, enablers, controls, 
and activities must all be mapped to accurately define system 
boundaries [12].

For example, when identifying system boundaries of an 
MNT system, such as an accelerometer that resides in an 
automobile, the primary input is going to be the acceleration 
frequency of the automobile. The accelerometer needs to be 
designed to be sensitive to large changes in the frequency of 
the automobile and respond allowing the device to perform its 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
43

 1
2 

M
ay

 2
01

6 



337Interfaces at the Micro- and Nanoscale

central activity. Yet, the packaging must be sturdy enough to 
disregard the normal operating frequency of the car and count 
it as background noise. These overall frequency requirements 
should be outlined in the initial design step.

Lab-on-a-chip design faces more of the problems associated 
with MNT systems. The primary LOAC input is a nanoliter 
volume of biological fluid. In addition to the difficulty involved 
in measuring out that volume of fluid accurately, the sam-
ples require pretreatment including the sampling procedure, 
extraction, filtration, preconcentration, and dilution just to be 
initially interfaced with the LOAC [13]. Some groups have cen-
tered their entire LOAC design on the goal of minimizing the 
sample preparation steps [14], highlighting the complexity of 
the input interface for LOAC. Equally complex is the output 
for lab on a chip. This nano-/macroscale device needs to be 
capable of outputting information that can be detected reliably 
by humans. Signal detection by humans has been completed 
by methods such as fluorescence, absorbance, and conductance 
[13]. These methods have worked but often require that the 
LOAC be paired with another, macroscale system creating 
a multiscale system. Factors such as the environment and 
other system enablers and controllers also need to be taken 
into account when defining the boundaries of the LOAC before 
identifying the interfaces.

Design
SynthesisInputs Outputs

Controls

Enablers

Figure 11.3 Defining the system boundaries not only includes inputs and 
outputs but also system controls and system enablers. (See College, D.S.M., 
ed., Systems Engineering Fundamentals, Defense Acquisition University 
Press, Fort Belvoir, VA, 2001.)
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338 Systems Engineering for Microscale and Nanoscale Technologies

Identify Internal/External Interfaces

Identifying internal and external interfaces takes defining 
system boundaries one step further, looking specifically at 
each interface and its functional allocation. Internal interfaces 
are those that address components and subsystems inside the 
boundaries established for the system addressed. These inter-
faces are generally identified and controlled by the designer 
responsible for developing the system. External interfaces, on 
the other hand, are those that involve relationships outside 
the established boundaries and are often uncontrollable [12].

In FSE the central function of the system can be broken 
down into subfunctions assigned to each component or set of 
components. Once subfunctions and components are identi-
fied, the functional allocation of each interface is determined. 
During this step, tools such as a schematic block diagram 
(SBD) and a work breakdown structure (WBS) can be used to 
map out each component and its function. The SBD and WBS 
can help to organize the components and sets of components 
and can aid in minimizing the amount of interfaces necessary 
in a system by structuring the functional allocations in the 
most efficient manner (functional partitioning). When identi-
fying the internal and external interfaces, the performance 
design requirements of the system must constantly be revis-
ited and then translated to each interface within the system.

While the SBD and the WBS serve as static representa-
tions of the system, a functional flow block diagram (FFBD) 
can be used to identify the dynamic actions that the system 
needs to take to perform its primary function. A FFBD illus-
trates the responses that the system will initiate when it is 
faced with specific environmental, internal, and external 
stimuli. In order to develop a system properly, it is necessary 
to sketch a FFBD to model the system functions, how they are 
derived, and how they are related to one another [1].

Special attention needs to be paid to the physical environ-
ment that the device will reside in as well as the packaging 
material of the device, because the accelerometer external 
interface is the entire device. These two factors will play a key 
role in determining the interactions at the interface. Internal 
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339Interfaces at the Micro- and Nanoscale

interfaces will include the interface between the physical 
architecture of the seismic mass, the resonating beam, and 
the piezoresistors and other circuitry needed to measure the 
frequency change.

The LOAC external interfaces would include the interface 
between capillary or syringe needle needed to inject the biolog-
ical fluid and the LOAC as well as the LOAC and amplification 
device interface needed to allow the signal to be detected by 
humans. Internal interfaces as simple as the microfluidic well 
to biological fluid interface also need to be defined. Because 
properties change so significantly at the nanoscale, all inter-
faces where any interaction takes place need to be mapped out 
and well characterized.

Map Out Functional and Physical 
Allocations at Each Interface

Once interfaces have been identified, their functional and 
physical allocations can be defined. The functional allocation 
of an interface is what the interface actually does, such as 
transferring information, providing power, and giving feed-
back, whereas the physical allocation is the actual infrastruc-
ture of the interface, such as a wire, a microfluidic channel, 
an adhesive, and so forth. This step requires a quantitative 
evaluation of the inputs and outputs (see Figure 11.4) at each 
interface.

Component
A

Component
B

INTERFACE
Mechanical
Electrical
	ermal

Data
Control

Procedural
All other

interactions

Figure 11.4 Interfaces at the nanoscale should be treated with equal con-
sideration as the components of the system throughout the entire design 
and development process.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
43

 1
2 

M
ay

 2
01

6 



340 Systems Engineering for Microscale and Nanoscale Technologies

In FSE, interfaces are given the same consideration as com-
ponents during the design process but are often frozen once 
the design is complete. For MNT systems, interfaces should 
remain a component of the design throughout the entire pro-
cess. Their trade space should remain large to account for the 
dynamic nature of micro- and nanoscale systems.

Within large systems, failures often occur at the interfaces. 
Minimizing the number of interfaces decreases the probabil-
ity of failure and can minimize the disruption of the central 
activity of the system. The practice of configuration man-
agement is often used to systematically develop large-scale 
systems with multiple levels of organization and control the 
interfaces. A “configuration” consists of the functional, physi-
cal, and interface characteristics of existing or planned hard-
ware, firmware, software, or a combination thereof as set forth 
in technical documentation and ultimately achieved in a prod-
uct [12]. Configuration management programs often include 
guidance on topics including the following:

• Confirming that designs are traceable to requirements
• Controlling and documenting change
• Defining and understanding interfaces
• Ensuring consistency between products and support-

ing documentation

Configuration management plans focus on providing docu-
mentation describing what is supposed to be produced, what 
is being produced, what has been produced, and what modifi-
cations have been made to what was produced [12]. Although 
a configuration management program is not required when 
dealing with MNTs, we can apply configuration management 
to MNTs when integrating them into larger systems and when 
designing an MNT with multiple functions.

One aspect of configuration management that directly 
relates to all systems, including MNTs, is interface manage-
ment. Interface management encompasses identifying, man-
aging, controlling, and documenting interfaces. Interface 
management “identifies, develops, and maintains the external 
and internal interfaces necessary for system operation. It sup-
ports the configuration management effort by ensuring that 
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configuration decisions are made with full understanding of 
their impact outside of the area of the change” [12 (p. 97)].

The practice of mapping out functional and physical alloca-
tions of an interface can be applied to even to simple stand-
alone MNTs such as the accelerometer (see Figure 11.5). The 
physical allocations of interfaces in most accelerometers are 
the silicon connections between the resonant beam and the 
piezoresistors. The functional allocations would include the 
maximum and minimum electrical conductance and resis-
tance that can travel across those connectors. Material prop-
erties and frequency response properties of the external 
interface also need to be characterized.

The LOAC functional and physical interactions are more 
intricate because several types of materials play a role to 
allow the LOAC to work. Interactions such as mixing between 
the biological fluid and the chemical reaction media within 
the LOAC need to be considered. Physical interaction between 
LOAC channel material and the biological fluid needs to be 
analyzed and characterized according to the channel mate-
rial properties. For example, in even more complex, multilayer 
biochips, thermoplastic fusion bonding is key to constructing 
interfaces needed for design. Ahn looked at bond strength as 
a function of surface contact angle at these interfaces and 

ΦΦ

Σ

Σ
BP

:2

CMP LP

VCO
*2

Accelerometer

�ermal
Excitation

�ermal
crosstalk

Electrical
crosstalk

Self-Test

CO

PLL

Resonant Drive

Usec

USelf-Test

Coupling

Piezo
Sensor

Figure 11.5 An example of mapping the functional allocations of a micro- 
and nanoscale technology (MNT) system. A depiction of the electronic cir-
cuitry of the resonant sensor including its self-test in an accelerometer. 
(See Aikele, M. et al., Sensors and Actuators A, 92(1–3), 161–167, 2001.)
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showed that bond strength increases with hydrophilicity and 
that adhesion changes with both microscopic roughening and 
surface chemistry [15]. Characterization of the interfaces 
needs to be extremely in depth to be able to accurately predict 
interactions. The LOAC physical and functional interfaces 
illustrate that need to treat the interfaces and connectors as 
their own components throughout the entire process.

Manage the Interfaces and Incorporate Necessary 
Feedback Mechanisms to Determine System Reliability

Once interfaces have been identified and defined, they must 
be constantly managed and optimized so that they will con-
tinue to contribute to the central activity of the system. Their 
primary control mechanism needs to be self-regulation that 
can often be employed at the interfaces, because these MNT 
systems exist at the micro- and nanoscale and cannot be per-
turbed at the macroscale.

Stand-alone MNT systems require only one macroscale 
input and provide only one macroscale output, leaving little 
physical room in the system components to allow for real-time 
process monitoring sensors. These systems must have feed-
back mechanisms already designed into their infrastructure 
to inhibit the system’s function once a system failure has been 
detected. For this reason, systems engineering concepts must 
be employed even during the conceptual stage of the design of 
a MNT system.

The accelerometer technology is at a stage where self-test 
mechanisms are employed absolving the need for a world to 
MNT interface to determine system reliability. Aikele et al. 
developed an accelerometer (Figure  11.6) that conducted an 
ongoing self-test based on the simultaneous excitation of the 
seismic mass and the resonating beam above the background 
frequency but below the triggering frequency [16]. The device 
would be able to self-diagnose any problems.

For LOAC technology, it remains difficult to determine 
reliability. Often long-term performance tests of microcom-
ponents are conducted to determine reliability [15]. Once the 
device is out in the field and being used, the only way to assess 
reliability is to conduct a control test.
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Interfaces of Multiscale, Complex Systems

Many MNTs are not stand-alone systems. They are subsys-
tems or components of larger, multiscale systems. A multi-
scale system spans size scales of several orders of magnitude. 
Interfaces within a multiscale system may take a variety of 
forms bridging the nanoscale components to the macroscale 
components or connecting components stepwise, through the 
scales, from nano to micro to meso to macro. Interfaces woven 
throughout multiscale systems are more difficult to define, 
characterize, and design than interfaces of stand-alone MNTs 
because the physical and functional interactions that occur 
between scales are more complex (Figure 11.7).

A multiscale system is often characterized as a complex 
system because of its hierarchical nature. In general terms, a 
complex system is nonlinear and dynamic. Complex systems 
are often characterized as nonequilibrium systems because 

Figure 11.6 Scanning electron microscope (SEM) of the vibrating beam, 
the hinge, and the U-structure for excitation and detection. (See Aikele, M. 
et al., Sensors and Actuators A, 92(1–3), 161–167, 2001.)
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they change over time (Figure  11.8). The issues that arise 
when working with these multiscale, complex systems include 
the following [17]:

• Phenomena at different scales are difficult to correlate.
• The dominant mechanism is difficult to identify.
• Spatial and temporal structural changes cannot be 

coupled easily.
• Critical phenomena will occur in complex systems.

An averaging or reductionism approach cannot be taken 
when referring to multiscale, complex systems due to the many 
phenomena that occur at different size scales (Figure 11.9). A 
strategy used often by mathematicians and physicists to man-
age multiscale systems is “from the particular to the general.” 
Each component is evaluated and characterized in depth indi-
vidually, then the components are fitted into the system, and 
a more macroscale analysis is completed. This approach works 
well in conjunction with micro- and nanoscale systems that 
are often dynamic in nature and change over time and accord-
ing to environmental factors [17].

Function

Forms

Flows

Macro

Meso

Micro

Nano

Physics

Fabrication

Figure 11.7 Scales and complexity of a multiscale system. (Image and 
concept courtesy of Prof. Martin Culpepper. Taken from his class notes 
for Multi-scale System Design, Massachusetts Institute of Technology. 
See Culpepper, M. Lecture 3: Macro/Meso-Scales Components and 
Characteristics 2004 [cited 2010; Available from: http://ocw.mit.edu/courses/
mechanical-engineering/2-76-multi-scale-system-design-fall-2004/).
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�e system range changes over the
course of the system’s life.

Time

FR

Design
Range

Pr
ob

ab
ili

ty
 D

en
sit

y

Figure 11.8 The effect of the dynamic nature of interfaces of micro- and 
nanotechnology—nonequilibrium systems change over the long term. 
(Adapted from Suh, N.P., Axiomatic Design: Advances and Applications, 
Oxford University Press, New York, 2001.)

Particle scale
Interaction between individual particles and gas:
either gas-dominated in the dilute-phase with CDf
or particle-dominated in the dense-phase with CDc

�ree mechanisms

Cluster scale
Interaction between clusters and dilute broth,
particle-gas compromising with CDi

?

Vessel scale
Interaction including boundary effect, which helps
particles to realize their movement tendency, but
prevents the gas from realizing its tendency

CD = 2.85
Actual

Blurred into ?

CD = 18.6
Average

dcl

Figure 11.9 Dominant mechanisms change as scale changes, and the aver-
age approach does not account for this. (See Li, J.Z., Chemical Engineering 
Science, 1687–1700, 2004.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
43

 1
2 

M
ay

 2
01

6 



346 Systems Engineering for Microscale and Nanoscale Technologies

The averaging approach also does not work for multiscale 
systems because it does not take into account the changes in 
interaction mechanisms as the scale changes. As one moves 
from scale to scale, the dominant mechanism needs to be iden-
tified in order to predict the behavior of the systems. According 
to Li, the formulation for identifying the dominant mechanism 
in each multiscale system is unique to that system and cannot 
be generalized across systems, emphasizing the need for the 
“particular to the general” strategy.

Future Challenges

When looking forward, the interface control definitions for 
the micro- and nanoscale world need to be reconstructed to 
address problems integrating MNTs into other systems. 
Nano- and macroscale interfaces are not well defined, physi-
cally or theoretically, making these systems unreliable and 
difficult to predict. Incorporating better control elements into 
the processing steps as well as feedback mechanisms into the 
design of MNT systems during the conceptual stage will serve 
to increase reliability and efficiency of the systems.

Improved process control and characterization of MNTs are 
needed to solve the problem of variability within the same pro-
cess [18]. According to the IEEE Workshop on Control of Micro 
and Nano Systems, improved characterization is necessary to

• Clarify physical phenomena that are dominant at the 
micro- and nanoscale.

• Provide basic input to physically based models—a lot 
of basic fluid/solid properties are still largely unknown.

• Validate both physically based and reduced-order 
models.

Reliability of MNT systems could also be increased by the 
incorporation of sensors or feedback mechanisms into the 
physical architecture of the MNT systems. Sensors need to 
be designed into the MNT system to monitor the function 
and health of the MNT system, because these interfaces are 
dynamic and require a feedback mechanism that will adapt to 
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347Interfaces at the Micro- and Nanoscale

changing conditions quickly. The IEEE Workshop on Control 
of Micro and Nano Systems identified several challenges of 
integrating these types of mechanisms into MNT systems, 
including the following:

• Incorporation of sensors within a very limited space
• Sensor accessibility (getting signals in and out)
• Limiting the addition of any sensor fabrication steps 

that may reduce system yield [18]

One core function of interface controls within systems 
engineering is to establish infrastructure that will allow for 
the monitoring and evaluation of the health of a given sys-
tem. Systems analysis and control activities for macrosystems 
include establishing a work breakdown structure, determining 
the configuration of the system, auditing progress, employing 
trade studies, and measuring performance through metrics. 
All of these processes may not directly apply to micro- and 
nanotechnologies (MNTs), but interface control mechanisms 
still need to be integrated into MNT systems to allow the user 
to obtain feedback from the system.

The need for better process control and feedback mecha-
nisms points to the utilization of a systems engineering 
approach early in the conceptual stage of the technology 
development process. Existing traditional systems engineer-
ing planning tools and definitions for interfaces need to be 
expanded to approach interfaces within MNTs successfully.
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P A R T  3

Systems Engineering 
Process Elements

Component Advanced Development …
The fundamental objectives of this stage of development are to 
accomplish risk-reduction activities as required to establish con-
fidence that the building blocks of the system are sufficiently well 
defined, tested, and demonstrated to provide confidence that when 
integrated into higher-level assemblies and subsystems, they will 
perform reliably.

Part 3 discusses key activities in all phases of micro- and 
nanoscale technology development that support and run par-
allel to systems engineering verification and validation and 
risk management activities. Tools and techniques that are 
unique to micro- and nanoscale technology development are 
described. Issues integral to the conduct of a systems engi-
neering effort are discussed, from planning to consideration of 
broader management issues (Chart III.1). These issues include 
the differences in process flow, need for strict configuration 
management, risk management of technology readiness, 
management of interfaces across scales, selection of verifica-
tion methods, need for prototyping (Chart III.2), and qual-
ity management. The importance of defining decision gates 
and conducting technical reviews is discussed (Chart III.3). 
Throughout the part, the role of multidisciplinary subject 
matter experts and “product” systems engineers in providing 
data for key decision points and risk mitigation techniques is 
described.

Chapter 10:  Modeling and Simulation in the Small World, 
Morgan Trexler and John Thomas
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Chapter 11:  Interfaces at the Micro- and Nanoscale, 
Jennifer Breidenich

Chapter 12: Systems Reliability, O. Manuel Uy
Chapter 13:  Test and Evaluation Techniques from 

Very-Large-Scale Integration (VLSI) to 
New Developments in Micro- and Nanoscale 
Technology (MNT), William Paulsen

Chapter 14:  Developing and Implementing Robust 
Micro- and Nanoscale Technology Programs, 
Janet L. Barth

CHART III.1
Systems Analysis and Control—Sampling of Tools

Work Breakdown Structure

The Work Breakdown Structure (WBS) is a means of organizing system 
development activities based on system and product decompositions. These 
product architectures, together with associated services (e.g., program 
management, systems engineering, etc.) are organized and depicted in a 
hierarchical tree-like structure that is the WBS.

Configuration Management

Configuration management permits the orderly development of a system, 
subsystem, or configuration item. A good configuration management 
program ensures that designs are traceable to requirements, that change is 
controlled and documented, that interfaces are defined and understood, and 
that there is consistency between the product and its supporting 
documentation. Configuration management provides documentation that 
describes what is supposed to be produced, what is being produced, what 
has been produced, and what modifications have been made to what was 
produced. 

Data Management

Data management documents and maintains the database reflecting system 
life cycle decisions, methods, feedback, metrics, and configuration control. It 
directly supports the configuration status accounting process. Data 
Management governs and controls the selection, generation, preparation, 
acquisition, and use of data imposed on contractors.
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279Systems Engineering Process Elements

CHART III-1 (Continued)
Systems Analysis and Control—Sampling of Tools

Interface Management

Interface Management consists of identifying the interfaces, establishing 
working groups to manage the interfaces, and the group’s development of 
interface control documentation. Interface Management identifies, develops, 
and maintains the external and internal interfaces necessary for system 
operation. It supports the configuration management effort by ensuring 
that configuration decisions are made with full understanding of their 
impact outside of the area of the change.

Interface Identification

An interface is a functional, physical, electrical, electronic, mechanical, 
hydraulic, pneumatic, optical, software, or similar characteristic required to 
exist at a common boundary between two or more systems, products, or 
components.

Trade Studies

Trade studies identify desirable and practical alternatives among 
requirements, technical objectives, design, program schedule, functional 
and performance requirements, and life-cycle costs are identified and 
conducted. Choices are then made using a defined set of criteria. Trade 
studies are defined, conducted, and documented at the various levels of the 
functional or physical architecture in enough detail to support decision 
making and lead to a balanced system solution.

Modeling and Simulation

A model is a physical, mathematical, or logical representation of a system 
entity, phenomenon, or process. A simulation is the implementation of a 
model over time. A simulation brings a model to life and shows how a 
particular object or phenomenon will behave. It is useful for testing, analysis 
or training where real-world systems or concepts can be represented by a 
model. 

Metrics in Management

Metrics are measurements collected for the purpose of determining project 
progress and overall condition by observing the change of the measured 
quantity over time. Management of technical activities requires use of three 
basic types of metrics:

• Product metrics that track the development of the product,
• Earned Value that tracks conformance to the planned schedule and 

cost, and
• Management process metrics that track management activities.
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Prove System Need:
Use existing high resolution

models to emulate
operational situation

Smooth Transition to Operation
Manual proven
Trained personnel
Operationally ready before
equipment is given to
operators

Reduce Program Risks
Design
Integration
Transition to production
Testing

Helps Refine Requirements

Test “concepts” in the  “real
world” of simulation using
simple models and putting
operators into process

Get the user involved
Prevent gold-plating

$ Savings

Saves Time Improves IPPD

Shortens
Schedules

Need

Detail
Design

Prelim
Design

Sometimes it’s the only way
to verify or validate

Prod
Deploy

O&S

Concepts

Chart III.2 Advantages of Modeling and Simulation

Before During After

Follow-up

Resolve

Track action
items and
issues

Assign
responsibilityReview

Individual and
team reviews

Pre-review

Familiarize

Plan

Individual and
team reviews
Examine data
Analyze data
Track and
document
analysis

Facilitate and
pace meeting
Examine review
data and
analyses –
record and
classify findings
Address key issues
identified by pre-review
activity
Assess severity
of problems
Identify action
items

Have overview
meeting

Identify
participants
Assign roles and tasks
Establish guidelines
and procedures
Establish and
use entry criteria
Establish exit criteria
based on the event-
driven schedule

Track action
item completion
trends
Document and
distribute
results of
review and
action item
completions

Chart III.3 Technical Review Process
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12
Systems 

Reliability
O. Manuel Uy

“When Erroneous meets Arrhenius
the results go nonlinear!”
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Systems Reliability

Reliability is the probability of a unit surviving within its 
expected lifetime during normal use. When a unit has reached 
a period in which it has a constant failure rate, its reliability 
can be expressed by a simple exponential function, e–λt, where 
λ is the constant failure rate, and t is the operating time. This 
reliability function also applies to situations where the units 
are mixed in age and are replaced as they fail regardless of 
the cause of failures.

However, we really wish to evaluate the reliability of sys-
tems, which are often composed of complex arrangements of 
many units or components. To do this, we must have knowl-
edge of the reliabilities of all of the components in the system. 
These component reliabilities are obtained from actual mea-
surements that yield information about their respective failure 

Contents

Systems Reliability ............................................................................ 352
Reliability and Failure Rate ............................................................. 353
Basic Rules of Probability ................................................................. 355
Ancillary Rules of Reliability ............................................................ 356
Example Reliability Calculation ....................................................... 358
Derating for Higher System Reliability ............................................ 360
Mean Time Between Failure .............................................................. 361
Reliability Growth ............................................................................. 363
Acceptance and Accelerated Testing .................................................. 363
Censored Data .................................................................................... 369
Nonparametric Reliability: The Kaplan–Meier Analysis ................. 369
Calculating with Modern Statistical Software ................................ 375
The Effect of Censoring ...................................................................... 375

Case A: No Censored Data.......................................................... 377
Case B: Increase by Twice the Amount of Censored Data ......... 378

A Special Case: A Self-Healing 
Nano-Bio-Material Electronic Circuit ....................................... 378

Summary ........................................................................................... 379
References ........................................................................................... 381

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
48

 1
2 

M
ay

 2
01

6 



353Systems Reliability

rates. Thus, system reliability is based on the reliability of the 
individual components and the calculation of the reliability of 
the combination of these components. These calculations are 
carried out by basic yet exact probability rules.

Reliability and Failure Rate

Suppose that a large quantity of repairable devices, such as 
iPods, is observed over an extended period of time, and that 
records on the time of occurrence of each failure are main-
tained. From these data, a bar chart could be constructed 
showing the number of failures per hour per device during 
this operating period. Dividing the number of failures by the 
total number of devices under observation and the length of 
interval would yield the number of failures per hour per device 
during this interval. Typically, such a plot could be expected 
to appear as a bathtub curve, as shown in Figure 12.1.

If a smooth curve is drawn through the tops of the bars, the 
resulting curve is called the failure rate characteristic of the 
devices (more commonly known as the hazard rate). Because of 
the shape, it is also commonly called the bathtub curve. This 
curve logically divides into three age phases, which are iden-
tified in Figure 12.1. During the “infant mortality” phase, a 
decreasing failure rate is observed as the latent defects are 

Age – Hours (T)
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Figure 12.1 Failure per hour per device as a function of age in hours.
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354 Systems Engineering for Microscale and Nanoscale Technologies

replaced with normal parts. During the “normal” phase, the 
failure rate remains relatively constant, and the failures are 
said to occur randomly (i.e., failures are equally likely to occur 
regardless of age). Finally, the failure rate increases with age, 
and this is referred to as the “wear-out” phase.

It would be expected that the failure rate, h(T), for this 
device would be related to its reliability function. It can be 
shown that the reliability of the device is given by

 R(t1, t2) = e–∫h(T)dT

where T is the age of the device. The period starts at T = t1 
and ends at T = t2, so that the operating time is t = t2 – t1. It 
is observed that the device reliability is a function of the area 
under the hazard curve during the interval t1 to t2 because 
∫h(T)dT is the area under the hazard curve between t1 and t2. 
The above equation simplifies to

 R(t1, t2) = e–A

where A is the area under the curve.
This is shown in Figure  12.2. For a given operating (or 

mission) time, the reliability of the devices in general changes 
with the age of the device (i.e., the area, A) changes as the 
interval t1–t2 is moved along the T-axis. However, during the 
normal life phase when the failure rate is essentially constant 

Age – T

A

t1

R(t1, t2) = e–A

t2

H
ou

rs
 (T

)

λ

Figure 12.2 Area under the curve A between times t1 and t2.
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355Systems Reliability

over time, h(T) = λ  t, the area A remains fixed for a given time 
interval. Thus, during this normal life phase, or constant fail-
ure rate phase, the reliability reduces to

 R(t) = e–λ  t

This is the most commonly used model for reliability and is 
frequently called the exponential reliability law.

Basic Rules of Probability

Before going too much further, it is essential that we get into 
the basic rules of probabilities so that we can translate these 
rules into estimating reliabilities:

Rule 1: If A and B are two independent events with the 
probabilities P(A) and P(B), the probability that both 
events will occur is the product

 P(AB) = P(A) * P(B)

Rule 2: If the two events can occur simultaneously, the 
probability that either A or B or both A and B will occur 
is

 P(ΑυΒ) = P(A) + P(B) – P(A) * P(B)

Rule 3: If the two events are mutually exclusive such that 
when A occurs, B cannot occur, Rule 2 simplifies to

 P(AυB) = P(A) + P(B)

Rule 4: If the two events A and B are complementary in 
addition to being mutually exclusive (i.e., if A does not 
occur, B must occur, and vice versa), we obtain

 P(A) + P(B) = 1
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The last rule is easily translated into the language of reli-
ability because we normally designate reliability as R and its 
complement, unreliability, as Q such that

 R + Q = 1

We can now expand the above probability rules to calculate 
the reliability of a system with two or more components. In 
these examples, we will use the case with components having 
a constant failure rate, which is e–λ t (more correctly known as 
the Poisson distribution).

Ancillary Rules of Reliability

Ancillary Rule 1: In a series connection, if a component 
has a reliability, R1, and another component has a reli-
ability, R2, the probability that both components will 
survive an operating time t is

 Rs(t) = R1(t) * R2(t) = exp(–λ1dt) *exp(–λ2dt) = exp(–Σ  λ dt)

where λ  1 and λ  2 are the failure rates of the components 
and can be a time variable or a constant.

Ancillary Rule 2: In a series connection, the probability 
that either one or both components will fail is

Qs(t) = Q1(t) + Q2(t) – Q1(t) * Q2(t)
= [1 – R1(t)] + [1 – R2(t)] – [1 – R1(t)] * [1 – R2(t)]
= 1 – R1(t) * R2(t)
= 1 – Rs(t)

Ancillary Rule 3: In a parallel connection, the probability 
that either one or both of the components will survive is

 Rp(t) = R1(t) + R2(t) – R1(t) * R2(t)

and for the exponential failure rate,
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357Systems Reliability

 Rp(t) = exp(–λ1dt) + exp(–λ  2dt) – exp(–Σ  λ  dt)

Ancillary Rule 4: The probability that both parallel com-
ponents will fail is

 Qp(t) = Q1(t) * Q2(t) = [1 – R1(t)] * [1 – R2(t)]
= 1 – R1(t) – R2(t) + R1(t) * R2(t)
= 1 – Rp(t)

Ancillary cases 1 and 2 are complementary events, so R + 
Q = 1 because the complementary event to both components sur-
viving is the event of both not surviving with the latter includ-
ing three possibilities: one or the other fails or both fail. We call 
the R and Q for these two cases the reliability and unreliability, 
respectively, of a series connection.

Ancillary cases 3 and 4 are also complementary events such 
that R + Q = 1, because the complementary event to both compo-
nents failing is that either one or both survive. We call the R and 
Q of these cases the reliability and unreliability, respectively, 
of parallel connections or a parallel redundant system. If one 
component fails, the other component will continue to perform 
the required function in parallel and, therefore, has not failed.

When nonexponential components are considered, failure 
rates are not constant with time but are a function of the age 
T of these components. Therefore, for an operating time, t, 
for which the reliability is to be computed, component failure 
rates corresponding to the component age at the given operat-
ing period must be used. With the aid of computers and mod-
ern statistical software, this is not as difficult as it used to be. 
Fortunately, in most cases, we can do very well with the expo-
nential distribution for systems when system time is taken 
as the basis for observing component failures or when compo-
nents operate only within their useful lifetimes.

In some cases, less reliable components in a system are 
backed up by parallel components to increase system reliabil-
ity by using parallel redundancy. Such parallel arrangements 
of two or more components can be considered as a single unit 
in a series within the system so that, if the unit fails as a 
whole, the system fails. In this way, we again arrive at a series 
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358 Systems Engineering for Microscale and Nanoscale Technologies

arrangement of reliabilities or a series system. Therefore, the 
reliability of every complex system can be expressed as the 
product of the reliabilities of all of those components and units 
on whose survival the system depends. For n components in a 
series, the system reliability is given by

 Rs = R1 * R2 * R3 * . . . Rn = ∏Rn

where n = 1 to n, and where R can be exponential or not.
When all Rs are exponential, the system’s reliability 

becomes simple—that is,

 Rs = exp(–λ1dt) * exp(–λ  2dt) * . . .* –exp(–λndt)
= exp(–Σ λ  dt)

Thus, all we need to do is add up all of the constant failure 
rates of all of the series components in the system, multiply 
this sum with the operating time t, and obtain the value of Rs.

Example Reliability Calculation

Example of a Series System
As a simple example, let us consider an electronic circuit 
consisting of 10 silicon diodes, 10 transistors, 10 resistors, 
and 10 ceramic capacitors arranged in a series with fail-
ure rates per hour of 0.000002, 0.00001, 0.000001, and 
0.000002, respectively. To calculate the reliability of this 
circuit, one needs to add up all the failure rates:

Σ λ = 10 * (0.000002) + 10 * (0.00001) 
+ 10 * (0.000001) + 10 * (0.000002)

= 0.00015

To estimate the reliability of this circuit at 100 hours of 
operation, we obtain

 Rs = exp(–Σ  λ  dt) = exp (–0.00015 * 100) = 0.985
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359Systems Reliability

Thus, the circuit is expected to operate on the average 
without failure in 100 hours 98.5% of the time or there is 
a chance of a failure at 100 hours of 1.5%. Another way 
to define reliability is to calculate its mean time between 
failures (MTBF), which is defined here as the reciprocal 
of the reliability, or

 MTBF = 1/(Σ  λ) = 1/(0.00015)= 6700 hours

For the exponential distribution, this MTBF means 
that the system has a chance to survive 6700 hours on 
the average 37% of the time or a chance to fail 63% of the 
time. MTBF is important for all distributions because it 
can be measured quantitatively and defines the reliabil-
ity of the system during its useful life.

Example of a Series and Parallel System
Suppose that the system consists of five components 
arranged in a series and parallel system as shown in 
Chart 12.1.

The first thing to calculate is the combined reliability 
of Parts 4A and 5A. From ancillary rule 1,

 R4A/5A = 0.6 * 0.5 = 0.03

The same is performed for Parts 4B and 5B:

 R4B/5B = 0.6 * 0.5 = 0.03

The arrangement shown in Chart 12.1 can now be 
simplified as shown in Chart 12.2.

Next we can combine the two parallel components 
using ancillary rule 3:

 Rp = 0.3 + 0.3 – 03 * 0.3 = 0.51

As shown in Chart 12.3, we now further simplify the 
system.

Finally, we can treat this as a purely series system:

 Rs = 0.9 * 0.8 * 0.7 * 0.51 = 0.250
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360 Systems Engineering for Microscale and Nanoscale Technologies

Derating for Higher System Reliability

The estimated MTBF of the example above may be too short of 
the system requirements, which might be as high as 100,000 
hours. What can the designer do to upgrade the reliability of 
the circuit in order to meet requirements? The answer lies in 
derating the components.

Component failure rates apply to definite operating stress 
conditions such as operating voltage, current, temperature, 
and mechanical stresses such as shock and vibration. Failure 
rates usually change drastically with the operating stress lev-
els. For instance, the failure rate of a component may drop 
to one-twentieth of the failure rate when the temperature 
decreases from 50°C to 30°C.

Start Success!!Part #3
R = 0.7

Part
#4A/5A
R = 0.03

Part
#4B/5B
R = 0.3

Part #2
R = 0.8

Part #1
R = 0.9

Chart 12.2 Simplified series and parallel system.

Start Success!!Part #3
R = 0.7

Part
#4A/5A/4B/5B

R = 0.51
Part #2
R = 0.8

Part #1
R = 0.9

Chart 12.3 Series and parallel system simplified to a purely series system.

Start Success!!Part #3
R = 0.7

Part #4A
R = 0.6

Part #5A
R = 0.5

Part #4B
R = 0.6

Part #5B
R = 0.5

Part #2
R = 0.8

Part #1
R = 0.9

Chart 12.1 A system of five components arranged in a series and parallel 
system.
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361Systems Reliability

Thus, to upgrade the reliability of the circuit, one needs 
to reduce the stresses acting on the component or use com-
ponents that are rated for higher stresses. Most component 
manufacturers supply failure rate derating curves from which 
failure rates can be directly read for the various stress levels. 
Large gains in reliability can also be achieved by reducing the 
number of parts used. Thus, the designer should always keep 
three things in mind:

 1. Operate the components well below their rated stresses 
(i.e., voltage, temperature, etc.).

 2. Design with as few components as possible.
 3. With some low-reliability components, design with par-

allel redundancy.

Mean Time Between Failure

If a device has a constant failure rate, λ, the reciprocal of this 
failure rate is the MTBF for the device:

 MTBF = 1/λ

Thus, if a device has a constant failure rate of 0.0001 failures 
per hour, its MTBF is 10,000 hours. For this example, a com-
mon misconception is that 50% of the failures will occur below 
10,000 hours and the other 50% will occur over 10,000 hours. 
Rather, this is an exponential function, so by substituting t as 
MTBF in the exponential equation for reliability,

 R(t) = e(–λ t) = e(–λ (MTBF)) = e–1 = 0.37

Thus, only 37%, not 50%, of the devices will survive for a given 
operating time equal to their MTBF. It can also be inferred 
that a high-reliability device must have an MTBF that is 
much greater than its mission or operating time. In fact, to 
add another “9” to the reliability of a device, its MTBF must 
be increased tenfold as shown in Table 12.1.
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362 Systems Engineering for Microscale and Nanoscale Technologies

In the usual cases where t < MTBF, the reliability function 
is closely approximated by

 R(t) ~ 1 – t/MTBF

This approximation is usually satisfactory for t < 0.1 MTBF. 
Thus, if the device with an MTBF = 10,000 hours is operated 
at 100 hours, its reliability is

 R(100) ~ 1 – 100/10,000 = 1 – 0.01 = 0.99

Alternatively, if the device must have a reliability of 0.999 (for 
t < 0.1 MTBF), then it should only be operated for

 t = (1 – R) * (MTBF) = (1 – 0.999) * (10,000 hours) = 10 hours

Although MTBF is measured in time scales (hours, months, 
years), it does not in general indicate the true life of a device. 
Rather, it is a reliability index of a device for a given operating 
or mission time. Device life, for all practical purposes, is the 
time when the increasing failure rate phase begins (i.e., the 
“wear-out” phase).

It is clear from Figure 12.3 that knowledge of MTBF gives 
no information about life, and vice versa, because life and 
MTBF are not related. This leads us to some strange but true 
relationships; for example, a new increased-life device may 
have a lower MTBF than an older device or a new design gives 
a higher MTBF but lower life. Because this chapter is devoted 
mainly to reliability estimation, we shall not delve further 
into maintenance concepts or cost trade-offs.

TABLE 12.1
Relationship between Mean 
Time Between Failures 
(MTBF) and Reliability (R)

MTBF R(t)

  10 t 0.9

 100 t 0.99

1000 t 0.999
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363Systems Reliability

Reliability Growth

As data from various test programs become available dur-
ing the equipment design, manufacturing, and initial product 
introduction, it can be expected that certain changes or cor-
rective actions will be made that should result in improved 
reliability. This is called reliability growth. This reliability 
growth has now become almost commonplace for commercial 
software, which is often labeled with a version number. Notice 
the continuous improved versions of the word-processing soft-
ware from Microsoft. It is therefore advantageous to have tech-
niques available for monitoring reliability growth trends. An 
early technique is one described by Duane.1 Duane’s method is 
to plot the cumulative observed failure rate against the cumu-
lative test time on log–log paper or plot their exponents on a 
linear scale. The result is usually a reasonable straight line 
with the slope being the rate of reliability growth.

Acceptance and Accelerated Testing

Measuring MTBF under actual-use conditions usually takes 
a long time. Past experience has indicated that a meaningful 
MTBF requires the accumulation of durations that are suf-
ficiently long enough to generate at least six failures. Thus, 
a device with an MTBF of 10,000 hours would take 60,000 

Life

1/MTBF

Age – T

H
ou

rs
 (T

)

λ

Figure 12.3 Why mean time between failure (MTBF) and life are not 
related.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
48

 1
2 

M
ay

 2
01

6 



364 Systems Engineering for Microscale and Nanoscale Technologies

hours of test time to obtain a good estimate of MTBF. More 
recently, section 8.3.1.1. in the National Institute of Standards 
and Technology (NIST) Engineering Statistics Handbook pre-
sented a more statistical basis for determining the test time 
needed to prove a required (or warranted) MTBF assuming 
that the system has a constant failure rate.2 This reliabil-
ity test is often called the product reliability acceptance test 
(PRAT), qualification test, or simply acceptance test. This ref-
erence is based on the chi-square distribution given the num-
ber of failures allowed and the confidence level (1 – α) that the 
consumer is willing to accept. The reference is also provided 
in Table 12.2, where r equals the number of failures allowed 
for acceptance, and the columns from 50% to 95% are the con-
fidence levels for this test.

For example, to confirm a 200-hour MTBF objective at 
90% confidence allowing up to four failures on the test, the 
test length must be 200 × 7.99 = 1598 hours. If this is unac-
ceptably long, try allowing only three fails for a test length 

TABLE 12.2
Test Length Guide Table from National Institute of Standards 
and Technology (NIST) Section 8.3.1.1

Number of 
Failures Allowed

r

Factor for Given Confidence Levels

50% 60% 75% 80% 90% 95%

0 0.693 0.916 1.39 1.61 2.30 3.00

1 1.68 2.02 2.69 2.99 3.89 4.74

2 2.67 3.11 3.92 4.28 5.32 6.30

3 3.67 4.18 5.11 5.52 6.68 7.75

4 4.67 5.24 6.27 6.72 7.99 9.15

5 5.67 6.29 7.42 7.90 9.28 10.51

6 6.67 7.35 8.56 9.07 10.53 11.84

7 7.67 8.38 9.68 10.23 11.77 13.15

8 8.67 9.43 10.80 11.38 13.00 14.43

9 9.67 10.48 11.91 12.52 14.21 15.70

10 10.67 11.52 13.02 13.65 15.40 16.96

15 15.67 16.69 18.48 19.23 21.29 23.10

20 20.68 21.84 23.88 24.73 27.05 29.06
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365Systems Reliability

of 200 × 6.68 = 1336 hours. The shortest test would allow no 
fails and last 200 × 2.3 × 460 hours. All of these tests guar-
antee a 200-hour MTBF at 90% confidence when the equip-
ment passes. However, the shorter tests are much less “fair” 
to the supplier in that they have a large chance of failing a 
marginally acceptable piece of equipment. The recommended 
procedure is to iterate on r = the number of allowable fails 
until a larger r would require an unacceptable test length. 
For any choice of r, the corresponding test length is quickly 
calculated by multiplying M (the objective) by the factor in 
Table 12.3 below corresponding to the rth row and the desired 
confidence level column.

Often, the shortest test time required in Table 12.2 from 
NIST Reference 8.3.1.1 is still too long for a particular pro-
gram. To further reduce the test time required, accelerated 
test techniques can be considered. That is, some stress known 
to increase failures such as voltage, current, or operating tem-
perature, is chosen at higher values than normal for testing. 
At a higher stress, 1 hour may be equivalent to 10 hours at 
normal stress. The ratio is called the accelerating factor. Two 
major factors to consider before conducting an accelerated test 
are

 1. There should not be a change in failure modes or mech-
anism between the normal and accelerated stress.

 2. The magnitude of the acceleration factor between accel-
erated stress level and the normal level should not be 
too high. In general, this should be kept at <50 per an 
ISO standard.3

The first caveat comes into the heading of physics of failures 
(i.e., one can only accelerate within one mode of failure mecha-
nism). The second caveat minimizes the chance of violating 
the first caveat and minimizes the extrapolation errors that 
generally increase exponentially with the regression or predic-
tive models used.

The most common acceleration model used for decreasing 
test time is the Arrhenius model, although other useful mod-
els are also available, such as the Eyring model, the (Inverse) 
Power Rule for Voltage, the exponential voltage model, two 
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366 Systems Engineering for Microscale and Nanoscale Technologies

temperature/voltage models, the electromigration model, 
three stress models (temperature, voltage, and humidity), and 
the Coffin–Manson mechanical crack growth model.

The Arrhenius equation takes the form of

 AF = exp [(∆H/k)(1/T1 – 1/T2 )]

with T denoting temperature measured in degrees Kelvin 
at the point at which the failure process takes place. k is 
Boltzmann’s constant (8.617 × 10–5 in eV/K), ∆H is the activa-
tion energy in electron volts, and AF is the acceleration factor.

The value of ∆H depends on the failure mechanism and 
the material involved and typically ranges from 0.3 to 1.5 eV. 
Using the value of k given above, this can be written in terms 
of T in degrees Celsius as

 

AF H
T T

= × ×
+( ) − +( )exp

. .
11605 1

273 16
1
273 161 2

Note that the only unknown parameter in this formula is ∆H.

Example

An electronic microprocessor had been shown to fail by 
opened contacts because of electromigration of the gold 
pad materials to the aluminum wires used to connect the 
silicon chip to the substrate. This is the classic failure 
mode called purple plague for dissimilar metals often 
used in microcircuits, such as aluminum wires bonded on 
gold pads. The activation energy for this failure mode has 
been published as 1.1 eV.4 The manufacturer’s warranty 
for this product is 8 years under normal-use conditions. 
How many units should be tested for 1 month at an ele-
vated temperature to ensure that the MTBF is actually 8 
years with 90% confidence?

Solution: Refer to Table 12.3, using the possible num-
ber of failures 0, 1, and 2 and for a 90% confidence. As 
can be seen in this table, the shortest test time necessary 
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367Systems Reliability

to prove that the MTBF of this package is 8 years to 
perform 18 unit-years without a failure. Although this 
appears long, testing 18 units for 1 year is equivalent to 
a test time for one unit of 18 years. For a test time of 1 
month, we would therefore require 216 units to test. If 
none failed out of the 216 units after a month, the MTBF 
of 8 years is proven at least to a confidence level of 90%.

However, these units may be very expensive, and the 
supplier is willing to provide a maximum of 30 units for 
acceptance testing and does not want them tested any lon-
ger than 2 weeks. We can then use the Arrhenius model 
to reduce the number of units to test or reduce the length 
of time to test. At what temperatures should we test in 
order to perform this Product Reliability Acceptance Test 
(PRAT) with <30 units and within ≤2 weeks?

For the case of no failure allowed in order to pass the 
acceptance test, we need 468 units to test in 2 weeks (18 
years × 26 2-week periods per year). With a maximum of 
30 units, we need to accelerate the test by at least 15.6 
times or rounded up to 20 times. With the acceleration 
factor equation and an activation energy of 1.1 eV, one 
can solve the temperature to achieve acceleration fac-
tors of 20, 40, and 60. This is shown in Figure 12.4 and 
Table 12.4.

TABLE 12.3
Unit-Years Required for Acceptance at 90% Confidence

Number of Failures Test Factor Test Time (Unit-Yr)

0 2.30 18

1 3.89 31

2 5.32 43

TABLE 12.4
Temperatures in °C to Achieve Acceleration 
Factors of 20, 40, and 60

Temperature (°C) Acceleration Factor

50 20

56.2 40

60 60
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368 Systems Engineering for Microscale and Nanoscale Technologies

Translating these acceleration factors into tempera-
tures to test as well as the duration of the test time, one 
can obtain Table 12.5.

The acceptance criteria (in order of preference) for “prov-
ing” that the package will have an MTBF of 8 years are

 1. Test 40 units for 2 weeks at 50°C, and accept if 
failure is ≤1.

 2. Test 23 units for 2 weeks at 50°C, and accept if 
there is no failure.

 3. Test 23 units for 1 week at 56°C, and accept if 
there is no failure.

 4. Test 27 units for 1 week at 60°C, and accept if 
there is no more than one failure. (Note that 
there has been some caution published about 
exceeding a time acceleration factor of >50 with 
the use of the Arrhenius model for plastic pipes 
in the ISO standards,3 which led the author to 
downgrade this scenario as the last choice.)

50 58
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Figure 12.4 Plot of acceleration factors versus temperature based on acti-
vation energy of 1.1 eV.
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Censored Data

Observations whose exact failure times are unknown are 
called censored observations or censored data. The failure times 
are unknown because either the test was stopped prematurely 
or the system failed due to another unrelated component (for 
instance, there was a power failure or the monitoring equip-
ment failed before the product did). Because censoring changes 
the proportion that failed relative to the ones that have not 
failed, the units censored need to be taken into account.

There are two types of censoring:

Type I: The batch of components is tested for a specified 
duration, and any survivor after this specified duration 
is a Type I censored observation.

Type II: The batch of components is tested until a specified 
number of failures are observed, and any survivor at that 
time is a Type II observation. Thus, the PRAT example 
just discussed is a Type II censored observation.

Nonparametric Reliability: 
The Kaplan–Meier Analysis

Oftentimes, one might not require a distribution in order 
to estimate the survival functions of a group of components 

TABLE 12.5
Number of Units to Test for a Duration versus 
Number of Failures Allowable

Temperature 
(°C)

Acceleration 
Factor

No 
Failure One Failure

50 20 23 units/2 weeks 40 units/2 weeks

56 40 23 units/1 week 40 units/1 week

60 60 16 units/1 week 27 units/1 week
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whose cause of failures may be more than one. For example, 
we might want to determine the average life expectancy of a 
patient who has just been admitted into a hospital for colon 
cancer treatment. Within this population of patients, there 
might be subgroups, such as age <50 years or >50 years, male 
versus female, cigarette smoker versus nonsmoker, and so 
forth.

The Kaplan–Meier method is generally the method of 
choice for estimating the probability of surviving a time period 
interval i by calculating the probability p(i) such that

 p(i) = [(Number at risk) – (Number Failed)]/(Number at risk)

The reliability at time, I, is the product of the probabilities of 
operating through each of the previous time intervals before 
i. Thus,
 R(i) = Π p(k) for all k < i

The following is an example of the lifetime of microelectronic 
packages tested per test scenario 1 above with censored 
observations.

Example

Suppose that it was decided to perform the performance 
reliability acceptance test (PRAT) per test scenario 1, 
which is

 1. Test 40 units for 2 weeks (336 hours) at 50°C, and 
accept if failure is ≤1.

Supposed further that the actual failure data are col-
lected as shown in Table 12.6, where 40 components were 
subjected to an environmental chamber of 50°C and con-
tinually functionally tested for time to failure.

The results show that the first failure occurred at 
722.2 hours. No failure occurred before 2 weeks or 336 
hours; therefore, the batch of components are accepted as 
meeting the requirement of MTBF ≥8 years. It can also 
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371Systems Reliability

be gleaned from the data above that the program man-
ager decided to continue the test until all units failed in 
order to determine the actual life of the device. However, 
at certain intervals of the testing, some units were taken 
out (five in all) to determine and document the condition 
of the microcircuit at various ages. These packages are 
therefore censored (i.e., they were not failures at the times 
that testing was terminated). We will now see how these 
are estimated using the Kaplan–Meier method.

To compile Table  12.7, we need to compute from the 
number at risk and the number failed.

TABLE 12.6
Data for Time to Failure

Unit
Time (hours) 

to Failure Censored? Unit
Time (hours) 

to Failure Censored?

1 722.2 No 21 6871 No

2 778.2 No 22 7091 Yes

3 1065 No 23 7624 No

4 1171 No 24 7667 No

5 1682 No 25 8150 No

6 3010 No 26 8298 No

7 3183 No 27 8385 No

8 3389 No 28 8636 No

9 3565 Yes 29 9859 Yes

10 3843 No 30 11015 No

11 4100 No 31 11123 Yes

12 4635 No 32 11271 No

13 4783 No 33 11740 No

14 4847 No 34 14631 No

15 5073 No 35 14842 No

16 5394 No 36 15824 Yes

17 5448 No 37 17786 No

18 5661 No 38 17945 No

19 5762 No 39 19768 No

20 5798 No 40 20035 No
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TABLE 12.7
Reliability and Unreliability of the Units Tested to Failure

 
Unit

Time 
(hours)

Number 
at Risk

Number 
Failed p(i   ) R(i   ) = Π p(i   ) Q = 1 – R

Censored? 
(No = 0, 
Yes = 1)

0 40 0 1 1 0 0

1 722.2 40 1 0.975 0.975 0.025 0

2 778.2 39 1 0.974 0.95 0.05 0

3 1065 38 1 0.974 0.925 0.075 0

4 1171 37 1 0.973 0.9 0.1 0

5 1682 36 1 0.972 0.875 0.125 0

6 3010 35 1 0.971 0.85 0.15 0

7 3183 34 1 0.971 0.825 0.175 0

8 3389 33 1 0.97 0.8 0.2 0

9 3565 32 0 1 0.8 0.2 1

10 3843 31 1 0.968 0.774 0.226 0

11 4100 30 1 0.967 0.748 0.252 0

12 4635 29 1 0.966 0.723 0.277 0

13 4783 28 1 0.964 0.697 0.303 0

14 4847 27 1 0.963 0.671 0.329 0

15 5073 26 1 0.962 0.645 0.355 0

16 5394 25 1 0.96 0.619 0.381 0

17 5448 24 1 0.958 0.594 0.406 0

18 5661 23 1 0.957 0.568 0.432 0

19 5762 22 1 0.955 0.542 0.458 0

20 5798 21 1 0.952 0.516 0.484 0

21 6871 20 1 0.95 0.49 0.51 0

22 7091 19 0 1 0.49 0.51 1

23 7624 18 1 0.944 0.463 0.537 0

24 7667 17 1 0.941 0.436 0.564 0

25 8150 16 1 0.938 0.409 0.591 0

26 8298 15 1 0.933 0.381 0.619 0

27 8385 14 1 0.929 0.354 0.646 0

28 8636 13 1 0.923 0.327 0.673 0

29 9859 12 0 1 0.327 0.673 1
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373Systems Reliability

p(i) = [(Number at risk) – 
(Number Failed)]/(Number at risk)

is computed in the fifth column, and the reliability R(i) is 
computed in the sixth column:

 R(i) = Π p(k) for all k < i.

Table 12.7 shows this calculation for all 40 rows.
After performing this operation for all 40 units, one 

can plot the reliability (or survival) of all of the units 
tested as a function of test time. This is a Kaplan–Meier 
plot as shown in Figure 12.5. This plot shows that the 
MTBF at the 66.7% reliability (or 33.3% failure) is ~4850 
hours, while the median failure life at the 50% reliability 
is ~6900 hours. The actual MTBF at room temperature is 
4850 × 20 = 11.1 years, clearly exceeding the requirement 
of 8 years, because this was an accelerated test with an 
acceleration factor of 20 (see Table 12.5).

TABLE 12.7 (Continued)
Reliability and Unreliability of the Units Tested to Failure

 
Unit

Time 
(hours)

Number 
at Risk

Number 
Failed p(i   ) R(i   ) = Π p(i   ) Q = 1 – R

Censored? 
(No = 0, 
Yes = 1)

30 11015 11 1 0.909 0.297 0.703 0

31 11123 10 0 1 0.297 0.703 1

32 11271 9 1 0.889 0.264 0.736 0

33 11740 8 1 0.875 0.231 0.769 0

34 14631 7 1 0.857 0.198 0.802 0

35 14842 6 1 0.833 0.165 0.835 0

36 15824 5 0 1 0.165 0.835 1

37 17786 4 1 0.75 0.124 0.876 0

38 17945 3 1 0.667 0.083 0.917 0

39 19768 2 1 0.5 0.041 0.959 0

40 20035 1 1 0 0 1 0
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Figure 12.5 Kaplan–Meier plot for reliability of 40 electronic units.
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Figure 12.6 Survival or reliability plot from JMP®.
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375Systems Reliability

Calculating with Modern Statistical Software

Even with the relatively simple Kaplan–Meier method, the 
calculation of reliability is tedious; however, there are many 
sophisticated statistical software packages now commercially 
available to perform most statistics on reliability. One such 
software is the JMP® Discovery software from SAS Institute 
in Cary, North Carolina.5

The same result (Figure  12.6) and more are shown for 
the data in Figure 12.5 with this software. It computed the 
median time to failure as 6334 hours, which is in agreement 
with the hand-estimated one above.

Summary

Group
Number 
Failed

Number 
Censored Mean

Standard 
Error

Combined 35 5 8486.6 964.067

Quantiles

Group
Median 

Time
Lower 
95%

Upper 
95%

25% 
Failures

75% 
Failures

Combined 6334.3 5073.5 8384.9 3971.4 11506

In addition, one can fit various distributions to the data. 
The fit for the Weibull distribution is shown in Figure 12.7.

It shows that the Weibull plot is a good fit to the data and 
that it predicted the median time to failure as 6334 hours.

The Effect of Censoring

It is not quite intuitively obvious what censoring actually does in 
the reliability plot if the five units censored were simply ignored. 
In this case, the result is shown in Case A below and shown 
in Figure 12.8. We simply recalculated the Kaplan–Meier plot 
without the censored data. This is easily done, of course, with 
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the help of the statistical software, which makes this exercise 
more fun (and quicker to perform). In addition, we can find out if 
the number of censored units were ten instead of five as shown 
below in Case B.
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Figure 12.7 Weibull plot from JMP®.
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Figure 12.8 Survival or reliability plot for Case A.
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377Systems Reliability

Case A: No Censored Data

Summary

Group
Number 
Failed

Number 
Censored Mean

Standard 
Error

Combined 35 0 7571.69 920.721

Quantiles

Group
Median 

Time
Lower 
95%

Upper 
95%

25% 
Failures

75% 
Failures

Combined 5711.2 4782.8 7667.2 3616 9825.8

In this case, the median life decreased from 6334 to 5711 
hours. Thus, the effect of taking out the censored data appears 
to shift the entire plot toward the left-hand side of the reliabil-
ity plot or decrease the lifetime of the tested devices. Would 
the opposite effect be observed if the numbers of censored data 
were increased to twice their number? Case B with Figure 12.9 
will now be demonstrated.
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Figure 12.9 Survival or reliability plot for Case B.
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Case B: Increase by Twice the Amount of Censored Data

Summary

Group Number Failed
Number 
Censored Mean

Standard 
Error

Combined 36 10 9080.87 980.255

Quantiles

Group
Median 

Time
Lower 
95%

Upper 
95%

25% 
Failures

75% 
Failures

Combined 7645.8 5393.7 9859.1 4367.5 13186

Case B shows that increasing the number of censored data 
by doubling each of them (notice that now we have ten as 
the number censored versus five beforehand) shifted the plot 
toward the right-hand side of the test time (i.e., the median 
lifetime has increased from 6334 to 7646 hours).

Thus, censoring shifts the timeline of the plot to the right 
toward a longer lifetime when more units are censored.

A Special Case: A Self-Healing 
Nano-Bio-Material Electronic Circuit

This book addresses many special cases because of the rapid 
advancement in the synthesis and applications of nanoma-
terials. Of interest for the estimation of reliability would be 
the special case for a nano-bio-electronic circuit that has the 
capability of curing itself. For instance, when an open occurs 
with an interconnection or via, the circuit would be capable 
of growing a shunt around this open connection. Conversely, 
if a short developed between two lines of nanowires, one or 
both shorted wires would cut off the shorted portion and form 
a shunt around the cut-off line. Assume again that this self-
curing process can occur very quickly, say, in microseconds. 
For this special case, the hazard plot would be analogous to 
a square well (i.e., a very sharp vertical line at the start of 
use and ending at a low but constant failure rate λ followed 
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379Systems Reliability

again by a very sharp wear-out region). The end-of-life would 
be the time when the self-curing process is overcome by the 
failure rate. The MTBF of such a device would still be 1/ λ. The 
lifetime of the circuit is the time when it encounters its wear-
out mode and cannot cure itself anymore. This is shown in 
Figure 12.10. Thus, the lifetime of these types of devices will 
solely depend on their synthesis (or DNA) and the environmen-
tal stresses encountered. It is conceivable that this lifetime 
of the device can be very long. This will open up a period in 
our civilization when the lifetime of the device or system will 
be much longer than that of the human user’s life or interest. 
This will become the period of the user-defined reliability (i.e., 
reliability as defined by the users’ interest). For environmental 
considerations, such systems may contain a switch that will 
initiate a graceful “death” for the device to be turned on by its 
owner when it is no longer useful.

Summary

The concept of systems reliability derives from the basic rules 
of unit probabilities and the application of these basic rules into 
ever-increasing complexity. From these concepts, mean time 
between failures, reliability growth, accelerated testing, and 
data censoring can be developed. Finally, an actual case study 
of how to conduct performance reliability acceptance testing is 
developed for an application-specific integrated circuit (ASIC) 
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Figure 12.10 Square well hazard plot for self-healing devices.
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380 Systems Engineering for Microscale and Nanoscale Technologies

with failure activation energy of 1.1 eV. Data from this case 
study were utilized to estimate the nonparametric reliability 
of the device using the Kaplan–Meier analysis technique cou-
pled with modern statistical software. Finally, a special and 
hypothetical case of a self-healing nano-bio-material-based 
circuit is presented, and its reliability is discussed.

A substantial portion of this chapter can be attributed 
to statistics and reliability concepts learned during a 2-year 
master’s-level technical training course called Management 
Problems Analysis while the author was with General Electric 
Company. Other materials were taken from experience 
while working with various programs at the Johns Hopkins 
University Applied Physics Laboratory. To both of these orga-
nizations, I owe most of what I learned about statistics and 
reliability.

Reliability through replication.
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Introduction

Test and evaluation is the aspect of systems engineering that 
provides quantitative measurements of functionality, perfor-
mance, and defects of a system or components that comprise 
a system.1,2 The goal is to have a framework for systems engi-
neers to make decisions on a system’s or component’s readi-
ness at each stage in the systems engineering life cycle.

It is important to distinguish between the terms test and 
evaluation:

• Test is a procedure to collect quantitative data from the 
operation of a model, or a prototype, or a manufactured 
system or component.

• Evaluation is the analysis of test data, to enable objec-
tive assessment of design progress or the suitability of 
a system or component.
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385Test and Evaluation Techniques

Test and evaluation procedures are often performed as part of 
the verification and validation of a system, where

• Verification is the process of determining that the doc-
umented requirements on a system or subsystem are 
indeed satisfied, “Is the system constructed correctly?”

• Validation is the process of determining that a com-
pleted system satisfies the needs of the user, “Is this 
the system that the customer wants?”

Systems Engineering Test and Evaluation

Chapter 2 of this book included a brief summary of Test and 
Evaluation in the context of the classic waterfall systems 
engineering methodology. Here, the test and evaluation stage 
resides between the Implementation stage and the Integration 
and Deployment stage. Major tasks in this stage are to

• Define test procedures to achieve verification of the sys-
tem, including setup procedures, environment require-
ments, and data collection.

• Develop a collection of regression tests that must be 
performed after any design change.

• Perform the system test review (STR) during which the 
testing procedures, tests, results, and corrective actions 
are examined by a cross-functional team.

• Hold the system readiness review (SRR) before deploy-
ment or manufacturing begins to ensure that all open 
test- and evaluation-related issues are resolved.

The Role of Test and Evaluation Engineers

Test and evaluation engineers actively participate in all stages 
of the development process. They work with the engineering 
team to ensure that the system design will enable effective 
tests to be performed. For example, subsystem components 
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386 Systems Engineering for Microscale and Nanoscale Technologies

will likely need to be unit tested before being integrated into 
the full system. These components must provide adequate 
accessibility to ensure that acceptance criteria are passed. 
During the early requirements and needs feasibility stages, 
test and evaluation engineers help to ensure that all specified 
requirements are eventually testable in a manufactured prod-
uct. To support this, it is often necessary to perform testing 
and to evaluate results on early samples of subsystem com-
ponents. Such test and evaluation results can provide valu-
able information to system designers to enable reductions in 
manufacturing costs. They also work with manufacturing and 
process engineers to specify how manufacturing test and eval-
uation will be performed and assist systems engineering in 
performing technology qualifications during trade studies by 
providing evaluations of new technologies that are based on 
quantitative analyses of test data.

As part of the systems engineering process, test and evalu-
ation engineers develop test plans that describe exactly how 
the system will be tested, what data will be collected, and how 
the data will be evaluated and compared with the require-
ments on the system. Test plans typically include a list of 
tests, detailed conditions and test regimens, their objectives, 
and how each system requirement is covered by the tests. 
The format and content are often well defined for particular 
industries. For software development, the “IEEE Standard for 
Software System Test Documentation”3 is used, and for elec-
tronic equipment for military use, “Reliability Test Methods, 
Plans, and Environments for Engineering Development, 
Qualification, and Production”4 is used. Test and evaluation 
engineers are also responsible for ensuring that the test envi-
ronment is acceptable, for example, that proper calibration of 
test and data acquisition equipment is achieved.

During early stages, the analyses are performed using 
reliability models of a system. In later stages, manufactured 
systems are subjected to above-normal environmental stress 
levels with the intent to create an artificially accelerated 
life. Once components of the system are available, test and 
evaluation engineers perform analyses and interpretations 
of test data. They provide information to systems engineers 
that permit them to accurately assess manufacturing yields; 
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387Test and Evaluation Techniques

define guard bands to ensure that specifications and margins 
are safely met; and assess system costs, schedule, and perfor-
mance trade-offs. They perform tests and evaluations with the 
goal to ascertain the predicted reliability of a system.

Traditional/Classical Systems 
Engineering Challenges in Micro- and 
Nanoscale Technology Development

Several aspects of micro- and nanoscale technology (MNT) 
systems restrict them from fitting into the traditional, classi-
cal systems engineering test and evaluation approaches. The 
microtechnologies used in fabricating integrated circuits (ICs), 
and some Micro Electro Mechanical Systems (MEMS)5 and 
nanoprocessors, are very mature technologies and have mature 
test and evaluation techniques and processes. However, many 
areas in the MNT realm are less mature; therefore, test and 
evaluation procedures are developing and evolving.

Aspects of MNT are an emerging, but currently immature, 
technology in which systems are designed using a capability-
based, synthesis-driven systems engineering design method-
ology, as was discussed in Chapter 1 of this book. In MNT 
development, a system is synthesized from a collection of MNT 
subsystems that have known characteristics, and these sub-
systems will drive many of the system’s requirements and def-
initions. In this scenario, test and evaluation data are used to 
assist in the derivation of the requirements. And as the manu-
facturing process matures, test and evaluation may discover 
that the measured characteristics between components are 
reduced. This information is then used to tighten the margin 
specifications on the system. Such capabilities-driven design 
implies an agile development methodology as presented in 
Chapter 4, in which development activities are iterative and 
progress spirals toward the target. An implication of capa-
bilities-driven design is that test and evaluation must be an 
“integrated aspect of the Systems Engineering process from 
beginning to end”6 (p. 60).
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388 Systems Engineering for Microscale and Nanoscale Technologies

Immature MNT technologies and subsystems typically 
have inadequate models that can be analyzed or simulated as 
was discussed in Chapter 10. However, tests and evaluations 
of manufactured samples or components can be used to pro-
vide empirical data to assist in characterizing models and can 
provide continuing data to reduce discrepancies between MNT 
modeling and simulation and empirical data. It is also impor-
tant to take into account that MNT systems can consist of a 
very large number of interacting subsystems that will typi-
cally display emergent properties that are difficult to compre-
hend fully at the early stages of design. Test and evaluation 
procedures of systems with emergent properties must be pre-
pared to accommodate the discovery of unknown unknowns, 
which are failure modes that had not been expected.7

MNT technology will be used in autonomous, adaptable 
systems.8 These systems are subject to uncertain or unknown 
external stimuli and exhibit complex response behaviors. Full 
system specifications, against which traditional test and evalua-
tion is performed, will generally not be available. Nontraditional 
approaches for test and evaluation should be considered, such 
as run-time verification techniques that actively monitor for 
correct system behavior, and are discussed later in this chap-
ter. MNT components will also be subject to manufacturing 
uncertainties in which small manufacturing tolerances that 
are introduced into a component can have significant changes 
in behavior or performance of the component. Probabilistic test-
ing9 is an approach that can be used to estimate the probability 
of faults, or defects, in a component. This technique associates 
the stimulus that is applied to a component with the likelihood 
of identifying defects. Repetitive stimuli are often used in order 
to identify transient, or nonpersistent, defects. Test and evalua-
tion are used to derive a better understanding of uncertainties 
by obtaining quantitative measures of performance and defect 
variations in components and systems.

MNT subsystems may include built-in self-repair (BISR) 
capabilities that permit manufacturing defects to be located 
and replaced with “spare” parts. An MNT component can 
either repair the defect without external actions, or the com-
ponent might require intentional testing for defects. When a 
defect is discovered during testing, additional analysis might 
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389Test and Evaluation Techniques

be required to create a plan or a sequence of operations that 
will cause the MNT component to be manipulated to affect a 
repair.10 Note that this is not the same as self-healing MNT 
sealants or coatings that typically have nanocontainers or 
additional layers that release particles to produce a repair. In 
contrast, this concept of BISR is to activate error-correcting 
algorithmic approaches to recovering from faults that occur 
in data that are streamed to a system. For example, the Reed-
Solomon error correction is a scheme for appending informa-
tion to data at the source such that if the data were to become 
corrupted, full recovery of the data would be possible up to 
a specified level of corruption.11 BISR approaches have been 
implemented in Dynamic Random Access Memory (DRAM) 
integrated circuits (ICs) since their commercial inception. 
Because IC manufacturing yields are less than 100% and 
DRAM integrated circuits contain highly regular structures, 
it was determined that redundancy is cost effective.12

Development of Very-Large-Scale 
Integration (VLSI) Chips

Microcircuits or integrated circuits such as very-large-scale 
integration (VLSI) chips are small electronic circuits that 
are manufactured in the surface of thin semiconductor mate-
rials. Figure  13.1 shows a VLSI chip that is packaged and 
ready to be assembled onto a printed circuit board. The typi-
cal sizes of integrated circuit chips range from about 1 mil-
limeter (mm) to 20 mm on each side and contain up to about 
10 billion transistors. VLSI technology has seen continuous 
increase in permissible chip complexity since the 1960s and 
follows Moore’s Law, a prediction that was made in 1965 that 
the number of transistors on an IC will double every 2 years.13 
This increase in complexity has necessitated improvements in 
systems engineering processes for VLSI. Because fields in the 
MNT realm are currently at the infant stage, and we expect 
to see continuous increases in capabilities, the path of MNT 
systems engineering is likely to be similar to VLSI. An excel-
lent description of the VLSI design methodology is given in the 
classic book, Introduction to VLSI Systems.14
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390 Systems Engineering for Microscale and Nanoscale Technologies

A VLSI chip consists of a collection of transistors and wires 
that serve to interconnect the transistors that are formed on 
the substrate during manufacturing. Some of the wires are 
designated to be accessible when a chip is mounted in a pack-
age to permit external communication with the chip. A pack-
age ranges in size from about 10 mm on a side up to about 50 
mm. Packages are later inserted onto a printed circuit board 
for integration with the rest of the system.

The transistor was invented at Bell Labs during the 1940s 
with one transistor mounted inside a single package that was 
about 10 mm in size. Figure 13.2 shows individually packaged 
transistors. Starting in the early 1960s, it became possible 
to manufacture several transistors in one integrated circuit 
package, and, by the 1970s, it became possible to manufacture 
ICs with several thousand transistors. Figure 13.3 shows an 
enhanced three-dimensional (3D) view of a stardard part in 
an VLSI chip. The different shades of gray represent the dif-
ferent materials that are used in the manufacturing process. 
Figure 13.4a shows a representation of one standard cell as 
might be depicted by a computer-aided design (CAD) software 
program. The different colors represent materials that are to 

Figure 13.1 An example of a very-large-scale integration (VLSI) chip. 
(Courtesy of The Johns Hopkins University Applied Physics Laboratory.)
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391Test and Evaluation Techniques

be manufactured. Figure 13.4b shows the electrical view of the 
cell in which the physical characterstics have been abstracted 
away to enable design and analysis at the electrical signal 
level of detail. Figure 13.5 shows one VLSI chip being held in 
the tweezers and a wafer in the background that will be sliced 
into many chips.

Figure 13.6 shows a packaged integrated circuit with the 
top of the package removed. Note the thin wires that connect 
the IC to the package.

Some notable achievements in VLSI design and the associ-
ated systems engineering processes and methodologies include

• Development of a capability-driven design methodology 
in which continuous increases in chip complexity, reli-
ability, and lower manufacturing costs resulted in new, 
unanticipated systems in which such VLSI chips are 
embedded. One example of this is the preponderance of 
VLSI usage in automobiles where microprocessors are 
used to monitor and control subsystems that had tradi-
tionally been mechanical or analog devices.15

Figure 13.2 Individually packaged transistors. (Image from http://
en.wikipedia.org/wiki/File:Transistorer.jpg.)
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392 Systems Engineering for Microscale and Nanoscale Technologies

• Techniques for designing VLSI chips have continued 
to require increases in the level of abstraction so that 
regular structures are defined and assembled in a top-
down methodology often automatically with the assis-
tance of computer-aided design (CAD) tools. Without 
such a rigid design methodology, the complexity chal-
lenges of designing, testing, and manufacturing a VLSI 
chip (which, as previously stated, can currently contain 
up to about 10 billion transistors) would be enormous. 
For example, without a standard collection of struc-
tures that each consist of several up to hundreds of 
transistors, it would be necessary to design and test a 
VLSI chip at the circuit level using a software tool such 
as the Simulation Program with Integrated Circuit 

Figure 13.3 An enhanced image that represents the three-dimensional 
structure of several transistors that form a standard logic cell on an 
integrated circuit. (Image from http://en.wikipedia.org/wiki/File:Silicon_
chip_3d.png.)
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393Test and Evaluation Techniques

Emphasis (SPICE),16 and it would take years of com-
puter time for analysis before allowing a design to pro-
ceed to manufacturing.

• Test and evaluation of VLSI chips has also steadily 
improved, including acknowledgements that test and 

(a) 

VDD

OUT

Metal1

Poly

Contact

N Diffusion

P Diffusion

N-Well

B A

Figure 13.4 (a) A standard logic cell, as displayed by a computer-aided 
design software tool. (Image from http://en.wikipedia.org/wiki/File:CMOS_
NAND_Layout.svg.) (b) The electrical view of very-large-scale integra-
tion (VLSI) standard logic cell. (Image from http://en.wikipedia.org/wiki/
File:CMOS_NAND.svg.)
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394 Systems Engineering for Microscale and Nanoscale Technologies

evaluation must be considered very early in the design 
cycle and that special provisions must be included in 
designs to assist in the testing of each manufactured chip.

• A branch of VLSI design methodology of VLSI chips has 
been developed in which the functionality can be con-
figured after manufacturing. Field-programmable gate 
array (FPGA) devices sacrifice price and performance 
for the flexibility to have their behavior defined at the 
system’s power-up time.17

Evolution of VLSI Chip Design

The test and evaluation issues for VLSI chips are twofold: (1) 
during the design of a chip, it is essential to ascertain that the 
functionality is correct, and (2) during manufacturing, it is 
essential to test each chip to be sure that no defects were intro-
duced. Smaller chips could easily be designed manually, and 
it was trivial to test the design of a chip before manufacturing 

(b) 

Out

A B

A

B

Vdd Vdd

Vss

Figure 13.4 (Continued)
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395Test and Evaluation Techniques

by using software simulation tools and by fabricating a sample 
chip. It was easy to devise a collection of tests for each manu-
factured chip because of the limited complexity. However, as 
the chip manufacturing process matured and the complexity of 
chips increased, design and testing problems began to appear. 
It became too costly in time and labor to use a mechanical 
drafting team to manually draw the sizes and positions of all 
the small features that compose one transistor when there are 
thousands of transistors to be drawn.

CAD tools were introduced to allow chip designers to 
graphically lay out a chip and to save the chip design into com-
puter files. Other CAD tools extracted information from these 
files to permit checking that design rules are satisfied and 
to allow simulation of the design and to test the functional-
ity against specifications on the chip. Once a design has been 
deemed ready for manufacturing, the CAD files are processed 
into instructions for the tools that fabricate the chips. Masks, 
which are similar to blueprints in that they describe each of 

Figure 13.5 One very-large-scale integration (VLSI) chip held in the twee-
zers, cut from the wafer in the background.
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396 Systems Engineering for Microscale and Nanoscale Technologies

the many layers in a chip, are created from these CAD files. 
But again, as the manufacturing process continued to mature, 
the permitted complexity of chips grew. Manual layout, even 
with the assistance of early CAD tools that enabled graphi-
cal design of the transistors of a chip, became untenable. The 
solution was to introduce the concept of a standard cell design 
methodology. A standard cell is a collection of transistors and 
interconnect wires that perform a specific Boolean logic func-
tion. A standard cell library consists of a collection of cells that 
each performs a unique function. Each cell is designed and 
tested just once but can be replicated, or placed, many times 
on a chip. However, placements of library cells are sometimes 
parameterized or fine-tuned, but this step is typically not so 
complex and does not require extensive analysis.

Figure 13.6 A very-large-scale integration (VLSI) chip mounted in a 
package, with the top of the package removed for visibility. The size of the 
chip inside the package is about 10 mm on each side. (Image from JHU/
APL, 1649PS00A.jp, if not OK then this image might be used: http://
en.wikipedia.org/wiki/File:153056995_5ef8b01016_o.jpg.) (Courtesy of The 
Johns Hopkins University Applied Physics Laboratory.)
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397Test and Evaluation Techniques

Standard Libraries of Cells

Standard cells raised the abstraction level of the design pro-
cess so that designers could focus their design process on activ-
ities that are closer to the system requirements. Productivity 
improved and testing became easier. Another aspect to using 
standard cells is the standardization of a methodology for 
placing the cells on a chip. Rather than permitting ad hoc 
placements in no particular pattern, standard cell methodol-
ogy requires placement of cells in a regular pattern on the 
chip called Manhattan style, because the layout is similar to 
the streets in Manhattan, New York.

The standard cell methodology permitted CAD tools that 
could place and interconnect (or route) the cells automatically, 
almost in a “cookbook” approach. The optimal placement and 
routing algorithm is equivalent to the Steiner tree problem,18 
which has a goal to interconnect a collection of vertices in two-
dimensional space with the minimum length of edges. The 
computation complexity of solving the Steiner tree problem is 
NP-Complete,19 which means that the computation time grows 
exponentially with the size of the problem. For example, sup-
pose an IC has n cells to be placed and interconnected. An 
algorithm that will find the best, or optimal, placement and 
interconnection solution will have a complexity of O(2n). In 
practice, electronic CAD tools use iterative algorithms that 
converge on acceptable solutions that might be completely opti-
mal in reasonable times. These are called heuristic20 or expe-
rienced-based problem-solving approaches and are commonly 
used in other domains to solve similarly complex problems. In 
addition, the CAD tools typically need to meet performance 
requirements and design rules, so an optimal result, while 
desirable, is not necessary.

More Complex VLSI Chip Designs

As the allowed complexity of manufactured VLSI chips 
increased, new design methodologies were introduced to help 
control the overall design efforts that such chips required. 
The system-on-chip21 methodology allowed complex compo-
nents to be easily incorporated into chip designs. Figure 13.7 
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398 Systems Engineering for Microscale and Nanoscale Technologies

shows a collection of Intellectual Property (IP) blocks that are 
interconnected by system buses. An IP block contains a well-
defined, high-level functionality and is typically acquired 
from an outside source. A system bus, or other defined stan-
dard interface, provides the communication infrastructure 
between the IP blocks. The IP blocks have standard inter-
faces to the system buses which allow them to be easily used 
together and require no customization.

Ultimately, the VLSI design methodology allowed a large 
variety of commercial off-the-shelf (COTS) VLSI chips to be 
incorporated into complex, low-cost capability-based designs.22 
The enabling factors that permitted the growth of COTS VLSI 
microchips included

• Simplified methodologies that allowed designers who 
have extensive domain knowledge but limited VLSI 
microchip implementation experience to enter the 
COTS arena

IP
block

IP
block

IP
block

IP
block

System bus 1

bus bridge

IP
block

IP
block

System bus 2

bus bridge

System bus 3

Figure 13.7 A collection of Intellectual Property (IP) blocks that are inter-
connected by System Buses.
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399Test and Evaluation Techniques

• Evolution of standards for chip interface configurations 
and functional behaviors, including standards for logic 
design and simulation analysis

• Evolution of standards for development of models 
of COTS parts such that these models can easily be 
inserted into system simulations, thereby allowing 
test and evaluation of systems to be performed at early 
stages in the design process

• A steady drop in manufacturing costs of VLSI chips, 
thus encouraging further usage of COTS parts. Costs 
have also been reduced by the evolution of the foundry 
model in which the design of a chip is separated from the 
manufacturing of the chip, enabling designers to seek 
out the lowest-cost manufacturer.

Test and Evaluation Issues in VLSI Chip Design

At the design stage of a VLSI chip, test and evaluation involve 
verification that the chip will perform as required. Note that 
although advanced VLSI chip technology requires a capabil-
ity-driven design methodology, as the technology matures the 
collection of capabilities begins to stabilize. Design tools are 
used that can synthesize a system from hardware description 
language code as the requirements and using standard cell 
library as the target implementation.

Several kinds of tools support test and evaluation at the 
design stage. A simulation of a system model can be performed 
in which a description of the design is used to represent the 
functionality. Stimulus can be applied to the simulator, and 
responses can be observed and evaluated. Unfortunately, 
simulation test and evaluation cover only as much as what is 
provided by the stimulus. In addition, the number of possible 
interactions among the components in a chip design grows 
exponentially with the number of these components, therefore 
making exhaustive simulation testing infeasible.

The incompleteness of simulation for verification has given 
rise to formal and semiformal approaches for verification. A 
mathematical model is derived from the VLSI design, and a 
set of formal specifications of the requirements on the design 
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400 Systems Engineering for Microscale and Nanoscale Technologies

must be created. A tool can then perform an analysis based 
on mathematical logic proof techniques and can verify that 
the design conforms to the specifications. Unfortunately, for-
mal analysis has two significant problems: (1) a full set of 
formal specifications on the VLSI design must be created, 
which is often too difficult to obtain, and (2) the mathemati-
cal analysis is often too computationally complex to perform. 
The problem has been shown to be equivalent to the Boolean 
satisfiability problem, which has a solution complexity that is 
NP-complete.23

Test and evaluation of VLSI chips have worked around the 
limitations of simulation and formal mathematical analyses 
with several strategies. Industry standards have been devel-
oped that permit the uniform application of testing method-
ologies for all components on a chip.24 These methodologies 
encourage modeling and verification at higher levels of abstrac-
tion, such as at the transaction level,25 to reduce the complexi-
ties of simulation. The methodologies also include semiformal 
methods to improve simulation coverage of design. Rather 
than requiring a full system specification, the standards 
include mechanisms to express hierarchically functional spec-
ifications at different locations in a design. Also, stimulus to a 
design can be expressed as constraints on values of the input 
stimulus to a chip design.26 From these constraints, software 
tools will automatically generate test patterns and will also 
monitor the behavioral specifications.

In addition, the Virtual Platforms27 technology has been 
developed allowing designers to work with a very-high-level 
system simulation model, which consists of a collection of “vir-
tual” parts that represent subsystems. These virtual parts 
are intended to be available before the full system design is 
available but can provide an early simulation of behavior. This, 
in turn, is used to help guide the development of the system’s 
requirements. Note that the Virtual Platform technique is 
applicable to any system where requirements are developing 
simultaneously with subsystem capabilities.
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Test and Evaluation Issues in 
VLSI Chip Manufacturing

During chip manufacturing, samples of small-scale integrated 
circuits could easily be tested in laboratories at the desks of 
workers using traditional electronic test instruments. But as 
chip volumes increased, the integrated circuit automatic test 
equipment28 (ATE) industry introduced machines in which 
chips could be mounted and then subjected to stimulus, and 
responses from chips could be analyzed. The chip manufactur-
ing process produces a fairly large percentage of nonfunction-
ing chips with yields that range from 50% up to about 90%, 
requiring that each manufactured chip be tested.

Design for manufacturing (DFM)29 is a collection of tech-
niques used to improve testing of chips after manufacture. 
Software tools are typically used to automatically generate 
test patterns that are applied to each chip under test. However, 
complex chips require support in the design to allow access 
to areas that are deep in the design. The IEEE standard for 
boundary scan30 defines a mechanism to open up access to the 
deeply nested internal parts of a chip for use by the ATE tes-
ter. Built-in self-test (BIST) embeds additional functionality 
in a design to enable self-diagnosis functionality at the power-
up of a chip or to allow reporting of performance-related data 
to external testing. The primary goal is to understand and 
thereby improve the yield of manufactured parts.

Self-Monitoring VLSI and Electrical Systems

Even with full testing of electrical systems with embedded 
VLSI chips, it is possible for such systems to be unintentionally 
or deliberately damaged so that the systems do not perform 
correctly. For installations where correct behavior is expected 
at all times, the concept of self-monitoring and self-repair has 
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402 Systems Engineering for Microscale and Nanoscale Technologies

evolved. A separate subsystem monitors, or observes, the sys-
tem’s behavior when the system is in active use. A description, 
or a specification, of correct behavior is defined, and the moni-
tor checks the intended behavior against the actual observed 
system behavior. If incorrect behavior is observed, the monitor 
will calculate a recovery path and will attempt to signal the 
system to begin a repair action. Note that physical damage 
might prohibit recovery.

Lessons from VLSI Chip Design and 
Challenges for Micro- and Nanoscale 
Technology (MNT) Test and Evaluation

The discussion of the evolution of VLSI chip design and test 
can be applied to the evolution that is foreseen in MNT. The 
core MNT technology will continue to advance and will drive 
new system design methodologies. However, just as in the evo-
lution in VLSI technology, eventually there will be solutions 
that allow these capabilities to be harnessed into systems that 
can be properly tested and evaluated. Abstractions of MNT sub-
system properties are essential to allow methodical approaches 
to designs and tests. Models of MNT subsystem defects are 
needed. They will be used to guide the development of exter-
nally applied tests and, for the development of internal built-in 
self-tests, will guide any self-repair capabilities. The ability to 
allow observability and controllability to internal parts of VLSI 
chips has been extremely valuable for test and evaluation, and 
a similar capability will be necessary for MNT systems. It will 
also be necessary to understand the issues with interconnect-
ing MNT subsystems with sufficiently accurate models of inter-
faces to ensure that the infrastructure that connects the MNT 
subsystems and to non-MNT subsystems can be designed and 
tested correctly. Finally, defect rates for MNT must improve to 
an acceptable level to enable systems engineering test and eval-
uation approaches to be used in a reliable and predictable way.

Test equipment is needed that can accommodate MNT sys-
tems to collect data to assist in characterization of the model, 
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identify defective parts, and to ensure compliance with any 
risk constraints. For MNT subsystems that are to be embed-
ded inside VLSI chip designs, traditional VSLI CAD tool mod-
els of the interface to the MNT subsystem will be needed. For 
test and evaluation, this includes simulation models to enable 
the MNT subsystems to be simulated with the remainder of 
the VLSI design.

Summary

Test and evaluation engineering practices play a critical role 
in all stages of any systems development. This chapter has 
presented the traditional features of test and evaluation in 
systems engineering and has discussed the challenges of an 
evolving MNT technology that has a bottom-up, capability-
driven design methodology. A comparison was made with the 
evolution of VLSI microchip manufacturing, design, and test 
and evaluation strategies. The significant factors that enabled 
the success of VLSI microchip manufacturing include suffi-
cient understanding of the manufacturing process such that 
accurate models can be developed to support analysis and 
verification of significant properties of a microchip at a wide 
range of levels of abstraction, understanding of manufacturing 
design principles to permit automation of the design process 
and understanding and characterizations of manufacturing 
failure modes, and to permit efficient testing of parts. For the 
successful integration of subsystems that are built with evolv-
ing MNT, we can expect a similar evolution in test and evalu-
ation methodologies.
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Introduction

Technology development programs are critical to increasing 
the capability of emerging and deployed systems and, in the 
case of private companies, to long-term growth and profits. 
The success of research and development programs has inher-
ent uncertainty; therefore, potential return of these projects 
is riskier than for well-established programs. The program 
implementation plan must include a process to track and 
assess the risk of the new technology development through-
out the life cycle. The risk of incorporating a new technology 
in a program is tracked by the program’s systems engineer-
ing process to ensure that the realized benefits of the technol-
ogy will not have an adverse impact on the program’s budget 
and schedule. Risk management is particularly important 
for micro- and nanotechnologies (MNTs), which are complex 
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systems. And the requirement for developing interfaces to 
adapt MNTs for human use adds further complexity in the 
development of MNTs and complicates assessing program-
matic risk.

This chapter discusses characteristics of an organizational 
culture that not only fosters innovation but also employs appro-
priate, tailored systems engineering techniques to increase 
the likelihood that new technology developments will move 
beyond scientific curiosity to useful products. The implemen-
tation of development programs is reviewed with information 
specific to the development of new technologies. Topics include 
management activities such as planning, risk management, 
and assessment of progress. Quality management, specific to 
MNTs, is also reviewed. The chapter concludes with a discus-
sion of best practices for technology development programs.

Successful Technology Development—
Organizational Culture

To achieve robust technology development programs leading to 
the successful development of smart systems, it is paramount 
for the technology development (TD) manager to create a cul-
ture that fosters innovation, rapid development, and acceler-
ated insertion into applications. This organizational culture 
is needed to keep pace with technology innovation. The suc-
cess of a new technology development is the responsibility of 
the technology development manager. The TD manager not 
only sets the research vision for an organization but must 
also ensure that technology projects are completed accurately, 
within budget and on time.

It is a difficult challenge for advanced technologies to bridge 
the gap between the research laboratory and operational sys-
tems. The uniqueness, complexity, and uncertainty inherent in 
micro- and nanotechnology (MNT) development increase the 
risk that these new technologies will not reach a maturity level 
that is required to be embedded in existing or new applications 
or to be successful stand-alone commercial products.
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410 Systems Engineering for Microscale and Nanoscale Technologies

According to an analysis performed by the National 
Research Council,1 common characteristics of successful tech-
nology transition efforts include the following:

• The establishment of “Skunk Works-like” environment—
these groups are committed to new technology transfer 
into internal programs and/or commercial markets

• Multidisciplinary teams led by champions who inspire 
and motivate their teams toward specific goals

• Team determination to make the technology succeed—
which may include making the technology profitable 
and demonstrating to customers that they need the 
technology

• Use of expanded mechanisms of open and free commu-
nication—especially involving the ability to communi-
cate an awareness of problems that will affect process 
goals

• Willingness of the champion to take personal risk—
such leadership results in the willingness of the orga-
nization to take risks at the enterprise level

Additionally, success stories from commercial, sports, and 
defense industries suggest that the characteristics of such a 
culture include the following:

• Acceptance of risk, anticipation of failure, and plans for 
alternatives

• A flexible environment with the ability to accommodate 
change during the development process

• Open communication in all directions without regard 
to hierarchy

• Widespread sense of responsibility and commitment to 
success that exceed defined functional roles

• Valuing innovation over short-term economic efficiency
• A passionate focus on the end-user’s needs

It is clear that innovation requires an organizational culture 
that accepts, defines, and manages risk. Chapter 6 discussed 
technology programs that did not fare well with a traditional 
top-down systems engineering approach or were managed 
without applying systems engineering processes. Successful 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
06

 1
2 

M
ay

 2
01

6 



411Developing and Implementing Robust Technology Programs

technology development requires defining and managing risk 
throughout all phases of the development program by includ-
ing rigorous systems engineering processes and having sys-
tems engineers (i.e., “product” systems engineers) embedded 
on technology development teams. This is especially critical 
for MNT developments due to their uniqueness and complex-
ity, the immaturity of the processes and tools used in their 
development, and the rapid pace of their development.

Implementation of Technology 
Development Programs

A description of the life-cycle stages in development programs 
is shown in Table 14.1 (from Chapter 2). The advancement of 
the development program is controlled by decision gates where 
progress is reviewed against established, stakeholder coordi-
nated metrics, and technical and schedule risks are assessed. 
Here we will delve further into systems engineering life-cycle 
stages as they apply to new technology development. Issues 
specific to MNT development will be discussed drawing on 
information presented in other chapters in this book.

The uniqueness and complexity of MNT development 
requires a defined process to review and evaluate these pro-
grams as they progress. The purpose of the process is to accept 
the uncertainty of the MNTs and manage risk to maximize 
the organization’s return on research and development invest-
ments and to increase the likelihood of success for innovations. 
For a technology that is being developed to be an enabler for 
a larger system development, the process must also track the 
technology readiness level (TRL) (see Chapter 3).

For the TD manager, bridging the gap between the con-
cept and production stages carries inherent uncertainty and 
requires a carefully thought-out program implementation 
plan. Risk is managed by setting decision gates where the 
options are to execute the next stage, continue in the cur-
rent stage, return to a preceding stage, hold the project activ-
ity, or terminate the project. Often, technology development 
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412 Systems Engineering for Microscale and Nanoscale Technologies

programs are managed using the same system engineering 
management plan (SEMP) as for traditional programs (e.g., 
the National Aeronautic and Space Administration’s [NASA] 
7120.5D2), frequently producing negative results for program 
advancement.3 Decision gate criteria used in traditional 
SEMPs to determine whether the program can proceed to 
the next phase will likely guarantee that a new technology 
program will be canceled because the uncertainties and risks 
are difficult to define, poorly understood, or may be too large.

Cooper developed a modified process for tracking progress 
for technology development programs that consists of five 
phases and four decision points.3 The phases or “stages” in 
Cooper’s model are a set of best practice activities that reduce 
the unknowns in the development at each phase, thereby 
reducing risk from phase to phase. The decision points deter-
mine whether the technology development process will receive 
the resources to proceed to the next phase. Figure 14.1 (after 

TABLE 14.1
Description of Life-Cycle Stages

Life-Cycle Stages Purpose Decision Gates

Concept Identify stakeholders’ 
needs; explore concepts; 
propose viable solutions

Decision options:
– Execute next stage
– Continue this stage
– Go to a preceding stage
– Hold project activity
– Terminate project

Development Refine system 
requirements; create 
solution description; 
build system; verify and 
validate system

Production Produce systems; inspect 
and test (verify)

Utilization Operate system to satisfy 
users’ needs

Support Provide sustained system 
capability

Retirement Store, archive, or dispose of 
the system

Source: Adapted from Committee on Accelerating Technology Transition, 
National Research Council, Accelerating Technology Transition: 
Bridging the Valley of Death for Materials and Processes in Defense 
Systems, The National Academies Press, Washington, DC, 2004.
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Cooper) shows the phases and key decision points from discov-
ery to process development. The next section presents a brief 
description of each phase of the process.

Phases of Technology Development Programs

The process starts with discovery. The idea can be the result of 
a competitive research initiative, a technology road-mapping 
exercise, strategic planning that is part of a regular business 

Develop IRAD or Identify Customer Need

1

2

3

4

Application

Decision Gate 1: Qualitative Screen

Decision Gate 2: Reasonableness of Work Plan

Decision Gate 3: Probability of Success, Path
to transition into applications

Decision Gate 4: Readiness for Transfer into
Application (coincides with Preliminary
Design Review for application)

Demonstrate Feasibility

Prove Feasibility

Upscale Process for Production

Develop Top Level Work Plan & Schedule

Process
Development

Detailed
Investigation

Technical
Assessment

Project
Scoping

Discovery

Figure 14.1 Technology development process for technology develop-
ment programs. (Adapted from Cooper, Robert, Managing Technology 
Development Projects, IEEE Engineering Management Review, 35(1), 2007.)
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414 Systems Engineering for Microscale and Nanoscale Technologies

plan, a brainstorming session, or input from a customer with 
a specific need. Ideas for new technology development are 
next screened at the first decision gate. The criteria for pass-
ing from the first phase are largely qualitative and determine 
if the discovery warrants additional investment of research 
funds. Criteria for success can include likelihood of success, 
return on investment, fit to the organization’s overall strategic 
plan, or criticality of the customer’s need.

The second phase is project scoping, which defines the scope 
of the project and creates a top-level work plan and schedule. 
During this time, a literature search, a patent and intellectual 
property search, and resource gaps assessment are performed. 
Colleagues are engaged, and potential outside partners are 
identified for teaming. The output product of this phase is the 
preliminary technical assessment of the program that is pre-
sented at Decision Gate 2. The second decision gate is also 
mostly qualitative and determines if the top-level work plan 
is reasonable and the projected resources are adequate to sup-
port the next phase of the program.

Phase 3 is the technical assessment effort that must demon-
strate the viability of the discovery. During this time, the ad 
hoc research team is formed to perform technological analy-
ses and experiments to demonstrate feasibility and to address 
required interfaces to existing systems. The team also defines 
the resources required to complete the project including the 
level of effort, maturity of modeling and analysis tools, ade-
quacy of laboratory facilities and equipment, and required 
research disciplines. At this point, the success of the develop-
ment can be increased by indentifying a dedicated product sys-
tems engineer at the beginning of this phase. For a technology 
that will be embedded in a larger system, the systems engi-
neering team for the larger program also must be involved.

At the end of this phase, the technical assessment is con-
ducted at Decision Gate 3, the first rigorous screen for the 
program. This review is modeled after traditional systems 
engineering principles. The review assesses the level of devel-
opment to measure design maturity, reviews technical risk, 
and determines whether to proceed to the next level of devel-
opment. For MNT development, this review also evaluates 
emerging properties of the MNT and assesses the (positive 
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415Developing and Implementing Robust Technology Programs

and negative) impact on customer requirements. At this deci-
sion gate, the technical review addresses program risk and 
eases the transition to detailed investigation phase by

• Assessing the maturity of the design/development 
effort

• Assessing the maturity of modeling and simulation 
tools

• Clarifying design requirements for the end product
• Challenging the design and related processes
• Checking proposed design configuration against 

technical requirements, customer needs, and system 
requirements

• Evaluating the system configuration at different stages 
of the development

• Providing a forum for communication, coordination, 
and integration across all disciplines

• Establishing a common configuration baseline from 
which to proceed to the next level of design

• Recording design decision rationale in the decision 
database

These formal technical reviews are typically preceded by a 
series of technical interchange meetings where issues and 
problems and concerns surface and are addressed. The for-
mal technical review is not the place for problem solving but 
to verify problem solving has been done; it is a process rather 
than an event.

Planning for technical reviews must be extensive and up 
front and early. Important considerations for planning include

• Timely and effective attention and visibility into the 
activities preparing for the review

• Identification and allocation of resources necessary to 
accomplish the total review effort

• Tailoring consistent with program risk levels
• Timing consistent with availability of required data 

and resources
• Establishing event-driven entry and exit criteria
• Where appropriate, conduct of incremental reviews
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416 Systems Engineering for Microscale and Nanoscale Technologies

• Review of all system functions and the impact of new 
technology

• Confirmation that all system elements are integrated 
and balanced

Reviews should consider the testability, producibility, 
needed training, and supportability for the system, subsystem, 
or configuration item being addressed. The depth of the review 
is a function of the complexity of the system, subsystem, or 
configuration item being reviewed and the related maturity of 
the technology. Where the system is pushing state-of-the-art 
technology, the review will require greater depth and insight 
than if for a commercial off-the-shelf product. Items that are 
complex or an application of new technology will require more 
detailed scrutiny.4

Criteria for success are similar as for the first decision gate 
(likelihood of success, return on investment, fit to the organi-
zation’s overall strategic plan, or criticality of the customer’s 
need); however, the criteria will be more rigorous due to the 
increased maturity of the MNT innovation and because the 
next phase (detailed investigation) requires a large increase 
in the financial investment. The process will assess if the 
technology product continues to fit the overall strategic plan 
for the organization, has strategic leverage, has a high prob-
ability of technical success, and has a path to transition into 
applications. The technical screening will also assess whether 
the product has high potential for up-scaling of production. To 
increase the assurance that there is a feasible path to tran-
sition into operations, systems engineering must be engaged 
at this key decision point and the stages leading up to the 
decision.

The detailed investigation is performed in the fourth phase 
of the technology development program to prove technologi-
cal feasibility and to assess the scope of the technology and 
its value to the organization. The program technical lead, the 
TD manager, and the product systems engineer must work 
closely together to set milestones and project reviews within 
this phase to ensure that the technology development stays 
on course and that the program is being managed to cost and 
schedule. In this phase, it is critical to engage tailored systems 
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417Developing and Implementing Robust Technology Programs

engineering processes to increase the likelihood of successful 
development. Sound systems engineering processes will track 
the technology product capability against requirements for 
targeted applications, develop and implement risk manage-
ment strategies during development, and capture capabilities 
that are driven out in this investigation phase. The TD man-
ager also begins to prepare a technology transition plan to 
present at the decision gate at the end of this detailed investi-
gation phase.

Using modeling and simulation is critical early in this 
phase of development. Modeling and simulation provide vir-
tual duplication of products and processes and represents 
those products or processes in readily available and opera-
tionally valid environments. Until an MNT product is avail-
able with full system specifications, the TD manager and 
product systems engineer will rely heavily on the results of 
modeling and simulation to control costs and manage risk in 
the MNT transition to the system that it enables. Chapter 2 
discussed the importance of modeling and simulation in the 
systems engineering process, and Chapter 10 reviewed mod-
eling and simulation capabilities for MNT scale systems. As 
high-fidelity prototypes become available near the end of the 
detailed investigation phase, test and evaluation must be con-
ducted to ensure that all customer requirements are being 
met. However, in the case of MNT technology development, 
full system specifications may never be available for testing. 
In this case, successful new technology deployment will rely on 
a combination of highly developed simulations and nontradi-
tional test and evaluation techniques such as those developed 
for the very-large-scale integration (VLSI) integrated circuits. 
Chapter 13 discussed the evolution of VLSI test and evalu-
ation and techniques and outlines requirements for similar 
nontraditional techniques for MNTs.

The results of the detailed investigation phase are pre-
sented at the final decision gate, Decision Gate 4, which coin-
cides with the preliminary design review (PDR) if the product 
is being inserted into a larger system. This decision gate 
determines if the technology product is ready for transition 
into production. The management team must also determine 
if the technology is ready for upscaling. Questions to ask are
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418 Systems Engineering for Microscale and Nanoscale Technologies

• Is the technology well understood to the point where the 
application is known?

• Have performance requirements for the technology 
been established and include thresholds and goals?

If the systems engineering team is using the NASA defi-
nition of technology readiness levels (TRLs), the technology 
needs to be at TRL 6 (i.e., a high-fidelity system/component 
prototype that adequately addresses all critical scaling issues 
is built and operated in a relevant environment to demonstrate 
operations under critical environmental conditions).

Chapter 3 discussed the system engineering process as 
it is applied to technology maturation and the requirement 
that a new technology be at TRL 6 by the system preliminary 
design review. Figure 14.2 shows how a technology develop-
ment plan fits into the overall flow of the systems engineering 
process for a target system application.5 The need for a change 
during a system’s life cycle can come from many sources and 
affects the configuration in infinite ways. Customer needs can 
increase, be upgraded, be deleted, or are in flux, and technol-
ogy advancement may allow the system to perform better or 
less expensively.4 MNTs are complex systems; therefore, they 
usually do not have stagnant configurations and may display 
emergent properties that may be beneficial or detrimental to 
customer requirements.

Technology Development Management

The TD manager6 oversees the transition or optimization of 
technology products or capabilities within existing or new sys-
tems. In this role, he or she must act as a technical liaison 
with the technology applications manager, project managers, 
program systems engineers, and the technology development 
team’s product system engineer.

The TD manager is responsible for directing the technical 
activities during the life cycle of the technology development 
program. Activities include
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MNT element of
system identified

What
is TRL

of
MNT?

Can
Interfaces
to MNT

element be
defined or

frozen?

Can
performance

of MNT
element be
bounded?

Proceed with
System

Development

Execute Tech
Development Plan

Yes

Yes

6 or greater

No

No

Less than 6

Figure 14.2 Notional decision tree for system development with Multi-
Scale Systems (MuSS) (Kusnierkiewicz).
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420 Systems Engineering for Microscale and Nanoscale Technologies

• Definition of program objectives, milestones, product 
capability, and cost

• Technical planning
• Requirements management
• Interface management
• Technical risk management
• Configuration management
• Technical data management
• Technical assessment
• Decision analysis
• Quality management
• Lessons learned

Technical Planning

Technical planning is a process for the identification, defini-
tion, and planning of the technical effort necessary to meet 
project objectives for each phase of the technology develop-
ment program. The technology development manager must 
determine deliverable work products from technical efforts, 
technical reporting requirements, entry and success criteria 
for technical reviews or decision gates, product and process 
measures to be used, critical technical events, data manage-
ment approach, technical risks to be addressed in the planning 
effort, and tools and engineering methods to be employed. The 
manager is also the team lead who is responsible for obtaining 
stakeholder commitments to the technical plans, planning the 
approach to acquire and maintain technical expertise needed 
throughout the program, and issuing authorized technical 
work directives to implement the technical work. The overrid-
ing system engineering management plan (SEMP) and other 
technical plans must be put in place to monitor and manage 
progress.

Requirements Management

The management of the technical requirements includes pro-
viding bidirectional traceability and change management for 
established requirement baselines over the life cycle of the 
system products. The TD manager is responsible for preparing 
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421Developing and Implementing Robust Technology Programs

or updating a strategy for requirements management, select-
ing an appropriate requirements management tool, training 
technical team members in established requirement manage-
ment procedures, conducting expectation and requirements 
traceability, managing expectation and requirement changes, 
and communicating expectation and requirement change 
information. The need for a change during a system’s life cycle 
can come from many sources and affects the configuration in 
infinite ways. Customer needs can increase, be upgraded, are 
different, or are in flux, and technologies may be developed 
that allow the system to perform better or less expensively.4 
A change in requirements creates challenges for any new 
technology development. The challenges are even greater for 
MNTs because they are complex systems (Chapter 1), there 
are scaling issues (Chapter 5), and they need to interface with 
macrosystems (Chapter 11). MNTs exhibit emerging behavior, 
so it is important for the product development systems engi-
neer to track properties that can be enabling.

Interface Management

The central activity of the system dictates the design require-
ments of the system. Design decisions regarding interfaces 
should be made consistent with what directly or indirectly 
contributes to the central activity of the system. In order to 
efficiently manage the system interfaces, the central activ-
ity of the system must first be identified and always remain 
the top priority as each component of the system is broken 
down and planned and it is seen what can be measured or 
assessed.

Interface management is the establishment and use of for-
mal processes to establish interface definition, details, and 
compliance among the end products and enabling products. 
This includes preparing interface management procedures, 
identifying interfaces, maintaining interface documentation, 
disseminating interface information, and conducting inter-
face control. MNT developments pose additional challenges 
to the management of interfaces due to their complexity. 
Also, interfaces may be multitiered, and parameters at the 
interfaces are difficult to measure.
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422 Systems Engineering for Microscale and Nanoscale Technologies

Embedded MNTs mean that heterogeneous macro-/meso-/
micro-/nano-elements must all be integrated together (see 
Figure  14.3), which requires careful tracking of interface 
requirements during the development. As discussed in Chapter 
11, micro- and nanoscale interface design and control princi-
ples cannot be directly transcribed from fundamental systems 
engineering due to the dynamic nature of the interface at small 
size scales. Yet, fundamental systems engineering principles 
that dictate interface treatment can be built upon to devise a 
plan for the treatment of MNT system interfaces. The author of 
Chapter 11 notes that there are four basic practices from macro-
interface control that can be adapted and applied to MNTs:

• Define system boundaries.
• Identify the internal and external interfaces.
• Map out the functional and physical allocations at each 

interface.
• Manage the interfaces and incorporate necessary feed-

back mechanisms.

Technical Risk Management

Technical risk management is paramount to successfully intro-
ducing a new technology into a program. It requires continu-
ous examination of the risks of technical deviations from the 
plans and identification of potential technical problems before 
they occur so that risk-handling activities can be planned and 
invoked as needed across the life of the product. This includes 
developing the strategy for technical risk management, iden-
tifying technical risks, conducting technical risk assessment, 
developing technical risk mitigation processes, monitoring 
the status of each technical risk, and implementing technical 
risk mitigation and contingency action plans when applicable 
thresholds have been triggered. To leverage bottom-up nano-
technology to exploit self-healing properties, adaptability, and 

Materials Structures Components Subsystems Systems

Figure 14.3 Interface elements of small, smart systems.
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423Developing and Implementing Robust Technology Programs

scalability, product systems engineering may need to create 
entirely new concepts for handling uncertainty not only in the 
environment but in the state of the system as it evolves.

Configuration Management

Configuration management is the process of documenting the 
configuration of the product at various points in time. This 
involves systematically controlling changes to the product 
configuration and preserving the integrity and traceability 
of the database throughout the full life cycle of the program. 
Activities include establishing configuration management 
strategies and policies, identifying baselines to be under con-
figuration control, maintaining the status of configuration 
documentation, and conducting configuration audits. The use 
of configuration management early in the technology develop-
ment process is critical for MNTs due to their complexity and 
emerging characteristics.

Technical Data Management

Technical data management is the process of identifying 
and controlling data requirements. This includes acquiring, 
accessing, and distributing data needed to develop, manage, 
operate, and support system products; managing the disposi-
tion of data as records; analyzing data use; obtaining technical 
data feedback for managing the contracted technical efforts; 
and assessing the collection of appropriate technical data and 
information. Technical data management strategies and poli-
cies must be formally established to maintain stored technical 
data, provide technical data to authorized parties, and collect 
and store required technical data.

Technical Assessment

Technical assessment involves monitoring the progress of 
the technical effort and providing statistical metrics to sup-
port system design, product capability and performance, and 
technical management efforts. This includes developing tech-
nical assessment strategies and policies, assessing technical 
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424 Systems Engineering for Microscale and Nanoscale Technologies

work productivity, assessing product quality, and conducting 
technical reviews. As discussed throughout this book, nano-
technologies may have emerging properties. It is critical for 
the product systems engineer to understand and track these 
properties against the requirements matrix to (1) ensure that 
requirements are met and (2) to capture enabling properties 
that may enhance the capability of the system.

Technical Decision Analysis

Technical decision analysis provides for the evaluation of tech-
nical decision issues, technical alternatives, and their uncer-
tainties to support decision making. This is done throughout 
technical management, system design, and product realization 
to evaluate the impact of decisions on performance, cost, sched-
ule, and technical risk. It includes establishing guidelines for 
determining which technical issues are subject to formal anal-
ysis processes, defining the criteria for evaluating alternative 
solutions, identifying alternative solutions to address decision 
issues, selecting evaluation methods, selecting recommended 
solutions, and reporting the results and findings with recom-
mendations, impacts, and corrective actions.

Quality Management

The uniqueness of MNTs requires a closer look at the reli-
ability aspect of the quality management plan. Quality man-
agement is the planned and systematic activities necessary 
to provide adequate confidence that the product or service 
will meet the given requirements. The generic elements of a 
good quality management plan apply to the development and 
production of MNTs. The quality management plan must be 
carried out early in the formulation phase of the project and 
includes a broad range of activities: change control; procure-
ment; receiving, processing, fabricating, assembly, test, and 
inspection control; contamination control; handling, packag-
ing, packing, and storage controls; quality records; quality 
audits; process improvement; reliability; and safety. In many 
organizations, quality management plans are governed by 
ISO standards such as the AS9100:2001.7
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425Developing and Implementing Robust Technology Programs

Reliability is a critical element of quality management. 
Reliability is the ability of a system or component to perform 
its required functions under stated conditions for a specified 
period of time.8 Chapter 10 discussed the importance of model-
ing and simulation and reliability, and Chapter 12 discussed 
reliability theory and gave an overview of reliability consider-
ations for the technology development manager. The manager 
must first understand the failure mechanisms, material prop-
erties, processing and fabrication, and interfacing issues. All 
of these drive the strategies for life testing, accelerated stress 
testing, screening, reliability prediction, and so forth. Second, 
the additional challenges to quality assurance result from the 
lack of reliability and failure data. For new technologies, it is 
nearly impossible to quantify reliability with rigorous statis-
tics. This challenge is addressed using the “physics of failure” 
approach as discussed in Chapter 12. Finally, there is a need 
to educate statisticians and reliability engineers about the 
micro- and nanoscale world with regard to qualification test-
ing and application-specific environmental testing protocols 
being developed for MNTs.

Another unique aspect to consider for MNTs is the ability 
to ensure reliability through built-in self-repair and exploita-
tion of their small scale by employing massive redundancy. 
The implications of these qualities will be discussed in greater 
detail in Part 4 of this book.

Micro Electro Mechanical Systems (MEMS) Reliability

A critical part of understanding the reliability of any system 
comes from understanding the possible ways in which the 
system may fail. In MEMS, there are several failure mecha-
nisms that have been found to be the primary sources of fail-
ure within devices. In comparison to electronic circuits, these 
failure mechanisms are neither well understood nor easy to 
accelerate for life testing. In any discussion of failures, the 
definition of failure mechanisms, or causes of failure, often 
overlaps with the definition of failure modes, or observable 
failure events.9 Table 14.2 gives several known failure modes 
for MEMS devices.
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426 Systems Engineering for Microscale and Nanoscale Technologies

TABLE 14.2
Micro Electro Mechanical Systems (MEMS) Failure Modes

MEMS Failure 
Mode Description Impact

Mechanical 
fracture

Breaking of a uniform 
material into two 
separate sections

Catastrophic failure 
of device

Stiction Surfaces join together due 
to strong primary bonds

In most MEMS devices, 
failure of device

Wear Removal of material from 
a solid surface as the 
result of mechanical 
action

Fatigue cracks, flaking, 
increase in voltage 
required to drive the 
device

Delamination A materials interface 
loses its adhesive bond

Shorting or mechanical 
impedance, loss of mass 
alters the mechanical 
characteristics of the 
structure

Environmentally 
induced failure 
mechanisms

Vibration, shock, 
humidity effects, 
particulates, 
temperature changes, 
electrostatic discharge

Wide range of effects 
specific to the 
environmenta

Stray stresses Stresses in thin films that 
are present in the 
absence of external 
forces

Small stresses—noise in 
sensor outputs; large 
stresses—lead to 
mechanical deformation

Parasitic 
capacitance

Unwanted capacitive 
effect in a device either 
between the device and 
substrate or within the 
device

Unwanted electrical and 
mechanical behavior

Dampening 
effects

Increased dampening due 
to system degradation

Decrease in resonant 
frequency yields 
increase in sensitivity; 
large structural 
dampening yields 
changes in resonance 
that will alter output, 
which can be a long-
term reliability concern

a For more detail, see Jeng, S.-L., Lu, J.-C., and Wang, K., IEEE Transactions 
on Reliability, 56(3), 2007.
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427Developing and Implementing Robust Technology Programs

Nanotechnology Reliability

Compared to MEMS technologies, the understanding of reliabil-
ity for nanoscale technologies is in its infancy stages. Research 
in reliability is at the initial stages of applying the concepts 
of reliability to the nanoscale. Progress in understanding the 
physical failure mechanisms during fabrication and operation 
are critical to the advancement of systems enabled by nanoscale 
technologies. Central to this understanding is our ability to 
model the degradation, reliability functions, and failure rates of 
nanoscale systems. The emerging field of research on nanotech-
nology reliability addresses four main tasks:

• Introduction of concepts and technical terms of reli-
ability to nanotechnology in an early state

• Identification of physical failure mechanisms of nano-
structured materials and devices during fabrication 
process and operation

• Determination of quality parameters of nanodevices, 
failure modes, and failure analysis, including reliabil-
ity testing procedures, and instrumentation to localize 
nanodefects

• Modeling of reliability functions and failure rates of 
nanosystems10

The directive to conduct basic research on issues related to 
the development and manufacture of nanotechnology, includ-
ing metrology, reliability, and quality assurance; processes 
control; and manufacturing best practices is in the charter 
of the U.S. National Institute of Standards and Technology 
(NIST).11 NIST supports the U.S. nanotechnology enter-
prise from discovery through production via its Center for 
Nanoscale Science and Technology (CNST), established in 
2007. The CNST is building the infrastructure to assess the 
reliability of nanotechnology by providing rapid access to a 
world-class, shared-use nanofabrication facility (the NanoFab) 
and creating the next generation of nanoscale measurement 
instruments, made available through collaboration. NIST’s 
Technology Innovation Program is investing in the develop-
ment of transformational technologies necessary to advance 
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428 Systems Engineering for Microscale and Nanoscale Technologies

the large-scale manufacture of nanomaterials. In coordination 
with the private sector, NIST provides the technical founda-
tion and leadership to the development of international nano-
technology reliability standards that are key to opening new 
markets and facilitating trade and commerce.12

Moreover, the concept of exploiting self-healing properties, 
adaptability, and scalability of nanotechnologies to increase 
their reliability and the reliability of systems that they support 
is a developing capability that is being explored for third- and 
fourth-generation nanotechnologies. This is analogous to the 
microelectronics industry that used the small scale of devices 
to build in self-testing and redundancy. These concepts are 
developed in greater detail in Part 4 of this book.

Systems Engineering Approaches for 
Micro- and Nanotechnology Development

A study by the National Research Council1 recommended “best 
practices” for technology development, which are especially 
critical for MNT development. The first is developing a “viral” 
process for technology development, meaning that the process 
is infectious and self-propagating. This process entails quick, 
iterative development cycles and prototyping of materials and 
products and must be done in conjunction with potential cos-
tumers. As already discussed in Chapter 10, viral development 
for MNTs is critically dependent on effective modeling of mate-
rials and processes that accelerate the iterative process by 
using predictive models to redesign the development processes.

The second best practice is increasing reliance on func-
tional requirements rather than on specifications. One of the 
key limitations to the rapid insertion or development of new 
technology is the lack of information given to vendors about 
the relevant functional and technological needs. Instead, 
strict adherence to detailed but incomplete specifications 
is expected. Specifications are essential for ensuring that a 
technology product will have an extremely low probability 
of failure. Previously, we saw that applying overly restric-
tive project management practices or systems engineering 
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429Developing and Implementing Robust Technology Programs

processes on new technology developments increases the 
chances that promising developments will be stopped in 
early phases. In this case, overdependence on specification 
will decelerate the rate of transition.

The third best practice is developing a mechanism for cre-
ating successful teams in a sustainable way. Successful teams 
consist of committed and multidisciplinary individuals who 
implement iterative prototyping and work to function rather 
than to specification. Overriding all of the program responsi-
bilities of the TD is the need to develop staff who not only excel 
in their field of research but also have a passion for seeing 
their technology products inserted into application areas. For 
MNT developments, success depends on nurturing multidisci-
plinary teams (physicists, chemists, biologists, engineers). In 
the future, multidisciplinary employees, including the product 
systems engineer, will be highly valued employees in organi-
zations working on MNT-scale developments.

In addition to these best practices, engagement of systems 
engineering expertise early in the process of new technol-
ogy development is critical to the success of MNT develop-
ment programs. Including a product systems engineer who 
is cross-trained between MNT and systems engineering on 
the technology development team, directly supporting the TD 
manager, will greatly increase the success of technology tran-
sition from research into products and operations. Table 14.3 
lists the responsibilities of product systems engineering for 
each development activity.

As MNTs mature from the early generations, the product 
systems engineer will play a critical role in deciding which 
systems engineering methodology to apply to the technol-
ogy development process. As noted in Chapter 3, while risks 
and benefits of reliance on an immature MNT technology 
must be evaluated on a case-by-case basis, general guide-
lines may benefit the TD manager, the MNT technologist, 
and system engineers for deciding when to apply the various 
risk mitigation techniques. These guidelines are provided 
in Table 14.4 (from Chapter 3). The first consideration is to 
determine the most appropriate systems engineering meth-
odology (see Chapter 4) to apply to the development activity. 
As nanotechnology development matures from generation 
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430 Systems Engineering for Microscale and Nanoscale Technologies

TABLE 14.3
Responsibilities of Product Systems Engineering

Development Activity Product Systems Engineering Responsibility

Technical planning Develop or update planning strategies for common 
technical processes; collect information for 
technical planning; define technical work to be 
done; schedule, organize, and cost the technical 
work; directly develop formal technical plans; 
obtain stakeholder agreements with the technical 
plans; develop technical work directives; directly 
capture work products and related information 
from technical planning activities

Requirements 
management

Develop strategies for requirements management; 
ensure that requirements are documented in 
proper format, baseline is validated, out-of-
tolerance technical parameters are identified; 
approve changes to out-of-tolerance technical 
parameters; track between baselines; develop 
and maintain compliance matrices; review 
Engineering Change Proposals (ECPs) and 
provide recommendations; implement 
procedures; disseminate approved changes; 
capture work products from requirements 
management activities

Interface 
management

Develop procedures for interface management; 
direct interface management during system 
design; direct interface management during 
product integration; direct interface control 
activities; direct capture of work products from 
interface management activities

Technical risk 
management

Develop strategies to conduct technical risk 
management; identify risk; coordinate 
stakeholders; direct risk analysis; select risks for 
mitigation; develop risk mitigation/contingency 
action plans; plan implementation; capture work 
products from technical risk management 
activities

Configuration 
management

Develop strategies to conduct configuration 
management; identify items to be place under 
configuration control; establish baseline; 
contribute to configuration change control; be 
able to identify content of configuration control; 
direct systems engineer participation in 
configuration audits; capture work products from 
configuration management activities

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
06

 1
2 

M
ay

 2
01

6 



431Developing and Implementing Robust Technology Programs

two into generation three, the application of the traditional 
waterfall methodology is less likely to result in a successful 
technology development. This topic is discussed in greater 
detail in Chapter 15.

Summary

The technology development manager of MNTs is respon-
sible for developing and leading multidisciplinary teams of 
professional researchers and engineers. In the development 
environment, the manager must maintain a careful balance 
between an organizational culture that champions risk yet at 

TABLE 14.3 (Continued)
Responsibilities of Product Systems Engineering

Development Activity Product Systems Engineering Responsibility

Technical data 
management

Develop strategies to conduct technical data 
management; direct data for storage; develop 
lessons learned; ensure measures to protect 
technical data; develop procedures to access 
technical data

Technical assessment Develop strategies to conduct technical 
assessments; identify process measures; monitor 
progress against plans; determine degree to 
which product satisfies requirements; determine 
product performance variances; select corrective 
actions; identify type and when a technical review 
is needed; direct review material preparation; 
direct action item identification and resolution; 
chair technical review boards (e.g., Preliminary 
Design Review (PDR), Critical Design Review 
(CDR), Test Readiness Review (TRR)); capture 
work products from technical assessment 
activities

Decision analysis Develop for when to use formal decision making 
and who will make decisions; establish criteria 
definition for types and range and rank criteria; 
select evaluation method and solution; identify 
and evaluate alternatives; capture work products 
from decision analysis activities
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the same time ensures that progress in development efforts 
is monitored with appropriate oversight that includes care-
fully defined decision gates. To successfully bridge the “valley 
of death” between research and operations (whether the new 
product is intended for insertion in a larger system or for com-
mercialization), it is essential to include systems engineering 
expertise on the development team. As noted in Chapter 2, 
systems engineers must be well versed in systems engineering 
methodologies and also have in-depth knowledge of the tech-
nology area. Product systems engineers who are also trained 
in disciplines that are at the core to MNT development such as 

TABLE 14.4
Guidelines for Evaluating Alternate Approaches for 
Incorporating an Immature Micro- and Nanotechnology 
(MNT) System Component

Consideration Guideline

 1. What is the preferred 
development 
methodology? (waterfall 
versus agile)

If agile is preferred, make sure the 
technology development iterations are 
consistent with the system development 
iterations; otherwise, consider a waterfall 
or hybrid model with a dedicated 
technology development phase that 
precedes the system development.

 2. What is the technology 
readiness level (TRL) of 
the MNT?

For TRL < 6, develop technology 
development plan. TRL 1 to 3 may 
necessitate a technology development 
phase that precedes the main development 
effort. In some cases, additional 
mitigations may be needed (e.g., identify 
an alternate design to replace the 
immature MNT, and identify impacts on 
system and programmatic resources).

 3. Can the interfaces 
between the MNT and 
the system components 
be defined and “frozen”?

If they can, and if the risk is low of timely 
MNT maturation, then it may be low risk 
to proceed concurrently with system 
development. If not, a precursor risk-
reduction technology development phase 
may be warranted.

 4. Can the performance of 
the MNT component be 
bounded?

If not, a precursor technology development 
phase may be warranted.
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physics and chemistry will be key to successful developments 
in the next generations of micro- and nanoscale technologies.

Defining customer requirements.
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P A R T  4

Systems Engineering 
Applications—
Toward the Future
Part 4 delves into the next generations of micro- and nanoscale 
systems and discusses future concepts that are integral to 
moving from the second to third and fourth generations of 
nanotechnology. The reader is reminded that these technolo-
gies are complex, and because they do not have stagnant con-
figurations, systems engineering must account for the risk 
in their development (Chart IV.1). Details of the challenges 
of evolving micro- and nanoscale systems toward future gen-
erations of micro- and nanotechnology are reviewed to pro-
vide systems-oriented engineers a high level of familiarity 
and competence with the engineering and scientific details 
of these systems. As we explore the development of biomedi-
cal systems, the design of complex nanosystems, and the idea 
that smaller technologies with high information processing 
rates typically result in a savings or beneficial reallocation 
of human metabolic energy or technological energy, we are 
reminded of the importance of applying systems engineer-
ing principles to technology development from the outset 
(i.e., understanding requirements) (Chart IV.2). Predicting 
the way forward offers alternatives futures and high- or low-
growth prediction (Chart IV.3).

Chapter 15: Future Generations of Nanotechnology, 
M. Ann Garrison Darrin and Janet L. Barth

Chapter 16: Biomedical Microsystems, Brian Jamieson 
and Jennette Mateo
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Chapter 17: Stability and Uncertainty in Self-Assembled 
Systems, I.K. Ashok Sivakumar

Chapter 18: The Role of Mechanoevolution in Predicting 
the Future of Micro- and Nanoscale Technologies, 
Bradley Layton

CHART IV.1
Systems Engineering and Complex Systems

Complex systems do not usually have stagnant configurations. A need for a 
change during a system’s life cycle can come from many sources and affect 
the configuration in infinite ways. The problem with these changes is that, 
in most cases, it is difficult, if not impossible, to predict the nature and 
timing of these changes at the beginning of system development. Accordingly, 
strategies or design approaches have been developed to reduce the risk 
associated with predicted and unknown changes. Well-thought-out 
improvement strategies can help to control difficult engineering problems 
related to

• Requirements that are not completely understood at program start
• Technology development that will take longer than the majority of the 

system development
• Customer needs (such as the need to combat a new military threat) 

that have increased, been upgraded, are different, or are in flux
• Requirements change due to modified policy, operational philosophy, 

logistics, support philosophy, or other planning or practices from the 
eight primary life-cycle function groups

• Technology availability that allows the system to perform better or less 
expensively

• Potential reliability and maintainability upgrades that make it less 
expensive to use, maintain, or support, including development of safety 
issues requiring replacement of unsafe components

• Service life extension programs that refurbish and upgrade systems to 
increase their service life
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Chart IV.3  Predicting Two Alternative Futures for Nanoscale Technologies

Chart IV.2 Operational Requirements
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Introduction

This chapter provides a baseline or calibration point for look-
ing at the future of systems engineering and micro- and 
nanoscale technologies (MNTs). MNTs have been discussed 
in the context of systems engineering of multiscale systems. 
MNT covers the scales of 10–6 to 10–9 meters for those who 
want a linear reference point. There are several key assump-
tions that one will note in the chapters that have been gathered 
for this book. The first is that we are dealing with multiscale 
systems, with innate complexity. Earlier chapters introduced 
MNTs and the concepts of top-down fabrication and assem-
bly versus bottom-up self-assembly. One finds alignment 
of the top-down approaches across the macro-, micro-, and 
nanoscales. Bottom-up or self-assembled technologies pre-
sent less of an alignment and therefore offer opportunities to 
explore less traditional systems engineering concepts. This is 
our second assumption, that nanotechnologies demonstrated 
by the bottom-up manufacturing techniques have less in com-
mon than macro-, micro-, and nanoscale (top-down) systems. 
This unique region is explored in terms of translating classi-
cal systems engineering into the nano realm. A common set of 
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441Future Generations of Nanotechnology

definitions and taxonomy is supplied along with an in-depth 
discussion of complex systems with a focus on uncertainties 
and emergent properties. This chapter begins with the driv-
ers for exploring systems engineering in the micro- and nano-
world as the field of nanotechnologies continues to emerge. 
The final assumption is that the nano-world of technologies is 
not mature; therefore, we are emphasizing exploring systems 
engineering technologies in the research and development 
phases as emphasized in Chapter 3. As explained in the next 
section, the emerging field of nanotechnologies is just entering 
the third generation. It is interesting to note the lack of arti-
cles describing this third generation. The fourth generation is 
actually covered very well by futurists such as Kurzweil and 
Drexler, who are discussed in Chapter 18. The first forays into 
the third generation of nanotechnology are being seen with 
lab-on-a-chip technologies, such as bioassay, driven by the 
biomedical engineering world. Chapter 16 offers us a current 
state of the emerging third generation that includes concepts 
in self-assembly.

Looking to the Future of Systems Engineering 
and Micro- and Nanotechnologies

The International Council on Systems Engineering (INCOSE) 
developed a vision for systems engineering in 2020. This study 
found that technology innovations are the primary drivers that 
influence the capabilities of system products, as well as the 
practice of systems engineering. Key drivers will be the con-
tinuing evolution of information technology, with associated 
applications to both system implementations (both large and 
small, including microsystems) and to model-based techniques 
for systems engineering. This vision for the future is already 
seen in emerging conceptual and technological areas, such 
as complexity theory, nanotechnology, and genetic engineer-
ing that stretch the validity of present systems engineering 
processes.1 Further, the same study noted technology trends 
today that will affect future systems. These trends include
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442 Systems Engineering for Microscale and Nanoscale Technologies

• Increased miniaturization, including nanotechnologies
• Increased use of biotechnology
• Increased connectivity and interoperability
• Integrated process technology within the system

These are the trends that have shaped our chapter selec-
tions. In the conventional systems engineering approach, the 
project is recursively broken into subparts. The parts are then 
put together, with the task of the systems engineer to select 
and coordinate the subprojects appropriately.2 The deconstruc-
tionism methodology does not, however, translate to the self-
assembly seen in bottom-up nanofabrication techniques, so a 
constructionist approach must be sought. This synthesizing 
approach is driven by the complexity of the systems. Although 
the complexity of engineering projects has been increasing, it 
is important to recognize that complexity is not new. Engineers 
and managers are aware of the complexity of these projects 
and have developed systematic techniques to address them. 
There are several strategies commonly used, including modu-
larity, abstraction, hierarchy, and layering. Modularity is a 
well-recognized way to separate a large system into parts that 
can be individually designed and modified. However, modular-
ity incorrectly assumes that a complex system behavior can be 
reduced to the sum of its parts. As systems become more com-
plex, the design of interfaces between parts becomes increas-
ingly coupled, and eventually the process breaks down.3 The 
decomposition of elements to their respective subsystems is in 
the functional review steps.

Drivers for Micro- and Nanotechnologies 
(MNTs) Systems Engineering

It is hard to imagine any technologist today who has not heard 
the “buzz” and promises of nanotechnologies and nanoscience 
in the twenty-first century. A simple Internet search combin-
ing nanotechnology and promise will yield close to a million 
hits in contrast to combining microtechnology with promise 
or a less-used term macrotechnology with promise. There is 
either a great deal of potential in nanotechnology or a sizable 
amount of hype. The truth lies somewhere in between.
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443Future Generations of Nanotechnology

The U.S. National Nanotechnology Initiative lists that 
among the potential nanoscale research and developments 
expected by 2015,

• Half of the newly designed advanced materials and 
manufacturing processes will be built using control at 
the nanoscale.

• Converging science and engineering from the nanoscale 
will establish a mainstream pattern for applying and 
integrating nanotechnology with biology, electronics, 
medicine, learning, and other fields.

• Life-cycle sustainability and biocompatibility will be 
pursued in the development of new products.4

Although all three of the above predictions are significant 
and relative to this work, the second trend drives the require-
ment to converge science and engineering at micro- and 
nanoscales. The systems engineering process at this juncture 
becomes an enabler for the future.

The combination of a need for product quality at the molec-
ular scale with the economic necessity that feedback control 
systems utilize macroscopic manipulated variables motivates 
the creation of methods for the simulation, design, and control 
of multiscale systems. This incorporation of models that couple 
molecular- through macroscopic-length scales within systems 
engineering tools enables a systematic approach to the simul-
taneous optimization of all of the length scales of the process.5

The Swiss federally funded organization (Nano-Tera.CH) 
for nanoscale technologies emphasizes the increasing com-
plexity of systems incorporating nanoscale technology com-
pared with today’s systems, demonstrating the true drivers 
for system process/integration approaches to the micro- and 
nanoscale (multiscale). “Innovative breakthrough ideas that 
enable true tera-scale system integration will play a central 
role in Nano-Tera.CH, opening up the possibility of achieving 
system complexities that are two-to-three orders of magnitude 
higher than today’s state-of-the-art.”6 Nowhere has the trend 
toward multiscale systems been more evident than in the 
microelectronics field, where multiscale simulation has been 
successfully applied for several decades. The nanosciences 
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444 Systems Engineering for Microscale and Nanoscale Technologies

world, in contrast, is still in an emerging phase for systems 
engineering approaches and tools.

Engineering complex systems is global in importance and 
impact. There are economic and technical changes sweep-
ing the world that elevate the critical importance of systems 
engineering to the emerging and industrialized nations and 
to their peoples. There is also a deadlock, an impasse, which 
the art of systems engineering faces and which presently lim-
its its contributions. It is time to revisit classical science and 
engineering on closed systems. The current expansion of sys-
tem engineering into the open systems realm of multiscale 
systems prepares the community of the future. Classical sci-
ence and engineering concentrate on closed systems. Physics 
and the second law of thermodynamics would have us believe 
that entropy, the degree of disorder, is increasing with time in 
a closed system. But if the systems we see and interact with 
daily are open systems, that knowledge is not useful. Could 
this be why classical science and engineering are out of step 
with the times?7

Engineering Perspective: Four Generations 
of Nanotechnology Applications

As noted in the introduction, commercial nanotechnology is 
not as mature as microtechnology. Here the four generations of 
nanotechnology products as described by Roco8 are discussed 
in more detail. We previously referred to these four genera-
tions in Chapters 1 and 7.

The capabilities of nanotechnology for systematic control 
and manufacture at the nanoscale are envisioned to evolve in 
four overlapping generations of new nanotechnology products 
with different areas of research and development focus. Each 
generation of products is marked by the creation of commer-
cial prototypes with systematic control of the respective phe-
nomena and manufacturing processing.

 1. First generation of products (2001–): passive nanostruc-
tures, illustrated by nanostructure coatings, dispersion 
of nanoparticles, and bulk materials—nanostructure 
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445Future Generations of Nanotechnology

metals, polymers, and ceramics. The primary research 
focus is on nanostructured materials and tools for mea-
surement and control of nanoscale processes. Examples 
are research on nanobiomaterials, nanomechanics, 
nanoparticle synthesis and processing, nanolayers and 
nanocoatings, various catalysts, nanomanufacturing of 
advanced materials, and interdisciplinary simulation 
and experimental tools.

 2. Second generation of products (2005–): active nano-
structures, illustrated by transistors, amplifiers, tar-
geted drugs and chemicals, actuators, and adaptive 
structures. An increased research focus will be on 
novel devices and device system architectures.

 3. Third generation (2010–): three-dimensional (3D) nano-
systems and systems of nanosystems with various 
syntheses and assembling techniques, such as bioas-
sembling; networking at the nanoscale and multiscale 
architectures.

 4. Fourth generation (2015–): heterogeneous molecular 
nanosystems, where each molecule in the nanosys-
tem has a specific structure and plays a different role. 
Molecules will be used as devices, and from their engi-
neered structures and architectures will emerge fun-
damentally new functions.9

This time line is represented in Figure 15.1.

Migrating from the Machine Age to 
the Systems Age and Beyond

The concepts Russell Ackhoff put forward in 198110 define the 
difference between the Machine Age and the Systems Age. 
Table  15.1 compares these two approaches. In general, these 
differences correlate well with the macrotraditional systems 
engineering approaches versus the nanoscience-based synthe-
sis approach. Science and engineering have many foundation 
principles based on the concept of reductionism. Reductionism is 
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defined as the analysis of complex things, data, and so forth, into 
less complex constituents or as any theory or method that holds 
that a complex idea, system, and so forth, can be completely 
understood in terms of its simpler parts or components.11 This 
was based on Descartes in 1637 whose principles are stated as

• Accept only that which is clear and distinct as true.
• Divide each difficulty into as many parts as possible.
• Start with the simplest elements and move by an 

orderly procedure to the more complex.
• Make complete enumerations and reviews to make cer-

tain that nothing was omitted.

This reductionist path has served the systems engineering 
community well.

In 1981 Russell Ackhoff promoted the concept that although 
the reductionist approach has served the “Machine Age system 
thinking,” there is a need to move into system-age thinking.10 
In applying systems engineering processes to the micro- and 
nanorealm, we will take a systems-age focus on functionality 
or capability. In an idealized systems engineering process, a 
set of customer-defined requirements derived from customer 
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Generation
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nanosystems. Molecules as
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fundamentally
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assembling techniques,
such as bioassembling;
nanonetworking and multi-
scale architectures emerge.

2000           2005            2010            2015             2020            2025             2030
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Figure 15.1 Time line for the four generations of nanotechnology.
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447Future Generations of Nanotechnology

agreements form the base inputs. This requirements-driven 
approach has led to the use of deconstruction (decomposi-
tion, reductionist) techniques. In the function or capability 
approach, the emphasis is on the synthesis or a construction-
ist approach. This synthesis approach is required considering 
both the complexity and uncertainty of these systems.

The Systems Engineer and Complex Systems 
with Technological Uncertainty

As we enter the third and fourth generation of the maturing 
field of MNT, we will need to rethink our approach to manage-
ment. A summary of the characteristics of complex systems 

TABLE 15.1
Comparison of Machine-Age Thinking and System-Age 
Thinking

Machine-Age 
Thinking

System-Age 
Thinking

Machine-Age 
Analysis

Systems-Age 
Analysis

Procedure Procedure Analysis 
focuses on 
structure; it 
reveals how 
things work

Synthesis 
focuses on 
function; it 
reveals why 
things operate 
as they do

Decompose that 
which is to be 
explained

Identify a 
containing 
system of which 
the thing to be 
explained is part

Analysis 
yields 
knowledge

Synthesis yields 
understanding

Explain the 
behavior or 
properties of 
the contained 
parts separately

Explain the 
behavior of the 
properties 
containing the 
whole

Analysis 
enables 
description

Synthesis 
enables 
explanation

Aggregate these 
explanations 
into an 
explanation of 
the whole 
(synthesis)

Then explain the 
behavior of the 
thing in terms of 
its roles and 
functions within 
its containing 
whole

Analysis 
looks into 
things

Synthesis looks 
out of things
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448 Systems Engineering for Microscale and Nanoscale Technologies

with technology uncertainty shows that change in manage-
ment style for both the systems engineer and the systems 
management team will be required.

• Technology maturity level: Ranges from existing tech-
nologies that may be integrated in new and untried 
ways to key technologies that are not developed or are 
under development.

• Research and development: Considerable to extensive 
development is required along with concept and feasi-
bility demonstrations.

• Development style: Distributed (even organizationally) 
multiple paths; evolutionary.

• Test and analysis: Prototypes are necessary; extensive 
development of technologies may be required; hybrid 
solutions using a mix of mature technologies may trun-
cate test time.

• System requirements: Extensive interface with the spon-
sor includes the expectation of requirement changes 
and iterations.

• Functional allocation/system resources: Dynamic, com-
plex, multimodal, and interface that are hard to define.

• Design loop: Cyclic or spiral, numerous iterations 
required; increased uncertainty pushes the point of 
design freeze to later in the cycle.

• Systems engineer: Emphasis is placed on adaptability of 
the system to mitigate risk rather than rigid discipline 
of the system for risk mitigation. Anticipate change and 
balance or juggle design and requirements trade space.

• Management style: Balance of formal and informal to 
mix interdisciplinary teams who form and reform in 
an ad hoc rather than hierarchical manner. Extensive 
ongoing interaction is required.

From the Third to the Fourth Generation

The promise of nano- and microtechnologies for the future will 
be enabled by investigations into applying system engineering 
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449Future Generations of Nanotechnology

techniques. Figure 15.2 demonstrates the convergence of our 
fabrication techniques from bottom-up to top-down on a linear 
scale (y-axis) versus our time frame (x-axis) of entering the 
third generation. The next chapters just begin to touch on an 
area that is ripe for future development and exploitation and 
perhaps the new field of nanosystems engineering or nanosyn-
thesis engineering. The true textbook of nanosystems (synthe-
sis) engineering will need to reflect this activity as it relates 
to the third generation that is in development phase and the 
fourth generation that has yet to come to fruition.
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Introduction

The goal of this chapter is to provide an introduction to the 
design and development of biomedical microsystems, paying 
particular attention to unifying themes and challenges held 
in common by many of these systems. In the simplest terms, 
systems engineering can be seen as a formal approach to orga-
nizing and executing complex engineering tasks so that their 
chances of success are maximized. Systems engineering as a 
discipline was developed in the context of complex defense and 
aerospace projects, and a generous sprinkling of good engi-
neering sense was “baked into” the field by practitioners after 
years of hands-on experience in those fields. In order for a new 
generation of systems-oriented engineers to similarly rise to 
the challenges facing the development of biomedical micro-
systems, a high level of familiarity and competence with the 
engineering details of these systems will be necessary. This 
chapter is intended to inspire first steps in that direction.
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453Biomedical Microsystems

Definition of a Biomedical Microsystem

As described in previous chapters, MEMS (Micro Electro 
Mechanical Systems), microsystems, and nanotechnology 
are interrelated and overlapping fields with somewhat hazy 
boundaries and definitions. For the purposes of this discus-
sion, a biomedical microsystem will be defined as a self-
contained and autonomous system that performs a specific 
biomedical function or task, generally measuring or sensing a 
biological parameter of interest, processing the acquired data, 
communicating findings to the outside world, or acting upon 
the gathered data by actuating its environment. In general, a 
biomedical microsystem has some or all of the following parts:

• An internal source of power
• A sensor to interface with the biological world
• Circuitry for signal transduction and communication
• A communications system
• An actuator

Some examples of biomedical microsystems, according 
to this definition, are pressure sensors that measure blood 
pressure in a stent and neural probes that record the electri-
cal activity of neurons (Figure 16.1a,b). Other examples are 
implantable neurostimulators, capsule endoscopes, subcuta-
neous glucose monitors, cochlear implants, and implantable 
hearing aids [1,2].

A nonexhaustive list of companies developing and market-
ing biomedical microsystems is given in Table  16.1. Several 
of these systems will be discussed in more detail in following 
sections. Note that biomedical microsystem is not synonymous 
with implantable device. For example, an externally worn sen-
sor module measuring joint position and angle is a biomedi-
cal microsystem as it fulfills most of the criteria described 
above, whereas an artificial hip joint is implantable but is not 
a biomedical microsystem because it lacks basic autonomy 
and “intelligence.” Still, it is not surprising that implant-
able devices provide some of the most compelling examples 
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454 Systems Engineering for Microscale and Nanoscale Technologies

of biomedical microsystems, because the need for small and 
autonomous systems in such applications is obvious, and 
implantable microsystems will be a major focus of this chapter.

(a)

(b)

Figure 16.1 (a) Capacitive pressure sensor with integrated readout and 
wireless transmission circuitry and a deformable antenna structure for 
insertion in a stent. (b) Silicon neural probe with micromachined silicon-
penetrating shanks, 177 um2 iridium oxide recording sites, integrated 
circuitry for signal conditioning, and a monolithic silicon ribbon cable for 
connection to the hermetic skull cap connector. (Reprinted with permission 
from DeHennis, A.D., and Wise, K.D., Journal of Microelectromechanical 
Systems, 15, 678–685, 2006; and Wise, K.D., Anderson, D.J., Hetke, J.F., 
Kipke, D.R., and Najafi, K., Proceedings of the IEEE, 92, 76–97, 2004.)
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TABLE 16.1
Some Companies Developing or Marketing Biomedical Microsystems

Company Device Medical Application Webpage

Apogee Microneedles Transdermal drug delivery www.apogeemems.com

CardioMEMS Pressure sensor Aortic and aneurism stent graft pressure 
monitoring

www.cardiomems.com

Second Sight Retinal implant Visual prosthesis www.2-sight.com

Cyberkinetics Penetrating microelectrode 
array 

Recording from motor cortex for 
neuroprosthesis 

www.cyberkinetics.com

Neuronexus Penetrating electrode 
arrays

Recording and stimulation of central nervous 
system for research and clinical applications

www.neuronexustech.com

Issys Pressure sensors, 
densitometers

In vivo pressure measurement, IV drug 
delivery monitoring

www.mems-issys.com

Microchips 
Chip Rx

Controlled-release fluidic 
reservoir

In vivo drug delivery www.mchips.com
www.chiprx.com

Sensors for 
Medicine 
and Science, 
Inc. (SMSI)

Implantable biosensor Continuous implantable glucose monitoring 
system

www.s4ms.com
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Finally, it is worth noting some devices that are not defined 
to be biomedical microsystems for the purposes of this chap-
ter. Microfluidics is an active and growing field and is very 
well described in the literature with several good review 
papers and books detailing the state-of-the-art. Such sys-
tems offer almost limitless potential for the miniaturization 
of laboratory analytical instruments and clinical diagnostics. 
These systems could open the door for rapid analysis of sam-
ples outside of the laboratory setting, for example, at the point 
of patient care. Current systems featuring microfluidic chips 
tend to be relatively large benchtop instruments because the 
supporting electronics, fluidic subsystems (pumps and valves), 
and optics are typically external to the analytical microchip. 
The challenges associated with the system-level development 
and integration of microfluidic systems tend to be somewhat 
different from those driving the development of biomedical 
microsystems. The two greatest drivers for microfluidic sys-
tems are the desire to increase measurement throughput for 
drug discovery and to decrease the cost of the systems for 
point-of-care diagnostic applications. These drivers result in a 
whole different set of system considerations and design trade-
offs than those under consideration here, and the market pull 
is not necessarily toward increased integration and miniatur-
ization as with biomedical microsystems.

Design Challenges for 
Biomedical Microsystems

There are several considerations that are unique to the design 
and development of biomedical microsystems that present 
challenges to the systems engineer. Among them are the fol-
lowing broad categories:

• Environmental
• Power
• Communications
• Fabrication and manufacturing

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
25

 1
2 

M
ay

 2
01

6 



457Biomedical Microsystems

Environmental Challenges

Microsystems intended for operation in realistic biological 
conditions almost always come in contact with physiologi-
cal saline because warm saltwater is the basis for most life. 
Therefore, these systems must be designed not only to with-
stand this harsh environment without degradation, but in 
many cases, also to maintain proper functioning in light of 
the body’s natural defenses against foreign invaders.

Packaging and Hermeticity

For the large number of biomedical microsystems that are 
intended to operate in vivo, the warm saline environment of 
the body is a substantial challenge for the long-term survival 
of the device. This is especially true since deployment of these 
systems is often carried out in a costly and invasive proce-
dure that can represent risk to the patient. These systems 
are designed for working lifetimes of many decades, because 
replacement or upgrades can often only be carried out with 
another operation.

Historically, devices such as pacemakers and implant-
able cardiac defibrillators (ICDs) have been encased in sealed 
hermetic canisters made of titanium or other inert metals [5] 
(Figure 16.2) (tantalum, niobium, or stainless steel). Electrical 
interconnect between the electronics inside the sealed case 
and the electrical pacing leads is made through glass-fritted 
hermetic feed-throughs.

The paradigm of sealing a system in a preformed hermetic 
metal case is more difficult to implement at the microscale 
where metal shaping and laser or e-beam welding reach the 
end of their practical fabrication size scales. In addition, many 
systems have more complicated sensing and actuation inter-
faces to the body than simple pacing leads, and it is necessary 
in many cases that a part of the device be in direct contact with 
the biological system being tested. Therefore, a reliable method 
is required for encapsulating portions of an implanted micro-
system that need to be hermetic (e.g., circuitry, electrical leads, 
and power sources) while providing for the long-term viability 
of the sensor portion that must necessarily be exposed to the 
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458 Systems Engineering for Microscale and Nanoscale Technologies

body. In addition, from a fabrication point of view, it is desirable 
that hermetic packaging processes be carried out at the wafer 
level. By this, it is meant that the devices are encapsulated 
or sealed using a method that is not carried out on individual 
devices, but rather one that captures the inherent efficiency 
of processing many devices simultaneously on the same wafer.

Several approaches to solving these challenges have been 
developed and, in general, can be divided into wafer-bonding 
approaches and thin film encapsulation. Hermetic wafer-level 
packages in which circuits and other devices are sealed within 
a cavity between bonded silicon and pyrex wafers have been 
shown to remain hermetic in vivo for several years [6], and 
accelerated lifetime testing shows that they should remain so 
for many decades at normal body temperature (Figure 16.3a,b). 
Similar approaches utilizing fusion bonding of silicon wafers, 
gold eutectic bonding, and bonding with various intermediate 
layers have been shown to be effective methods of wafer-level 
hermetic encapsulation for implants. Some of this work [7] has 
illustrated the inclusion of electrical feed-throughs integrated 
into the device structure allowing the passage of signal leads 
into and out of the hermetic package.

Figure 16.2 Hermetic titanium housing containing an implantable 
pulse generator (IPG) connected to a four-electrode pacing lead that is 
implanted in the brain for the treatment of Parkinson’s disease. (Courtesy 
of Medtronic, Inc.)
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Capacitive  Humidity Sensor

Wire Bonds

Copper Wire Coil
Around Ferrite Core

0009 10 KV X16 1 nm WD39

(a)

5 mm

(b)

Figure 16.3 Examples of hermetic packages assembled using microfab-
rication techniques: (a) Anodically bonded pyrex/silicon capsule. (b) Thin-
film encapsulation and integration of circuitry, sensors, and interconnect 
using polyimide. (Reprinted with permission from Stieglitz, T., Schuetter, 
M., and Koch, K.P., Engineering in Medicine and Biology Magazine, IEEE, 
24, 58–65, 2005; and Harpster, T.J., Hauvespre, S., Dokmeci, M.R., and 
Najafi, K., Journal of Microelectromechanical Systems, 11, 61–67, 2002.)
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A different approach to wafer-level biomedical microsys-
tem packaging has been the use of thin film encapsulation 
[8]. Devices have been fabricated and utilized in vivo using 
encapsulation with spin-coated polyimide, plasma-deposited 
parylene (Figure  16.3a,b), chemical vapor deposited (CVD) 
polycrystalline diamond, Benzocyclobutene (BCB), electro-
plated gold, and a stress-compensated stack of silicon dioxide 
and silicon nitride. Despite this promising work, published 
data or verifiable commercial experience with these materials 
and conclusions about the long-term suitability of such her-
metic, thin film packaging is relatively scarce and anecdotal. 
One of the largest and most extensive databases of thin film 
encapsulants tested under accelerated lifetime conditions 
was carried out under an National Insitutes of Health (NIH) 
contract (N01-NS-2-2347) by David Edell and his group at 
the Massachusetts Institute of Technology (MIT) and contin-
ued commercially by InnerSea Technologies (Bedford, MA) 
[9] (Figure  16.4). These tests showed excellent long-term 
survivability for silicone encapsulants and for stacks of ther-
mally grown silicon dioxide and chemical vapor deposited 
(CVD) nitride, but reported more spotty results with thin film 
encapsulants such as parylene, liquid crystal polymer (LCP), 
and silicon carbide.

It should be noted that great attention is being paid to thin 
film encapsulation on fully implantable retinal stimulation 
systems for restoring sight to the blind by several academic 
and commercial groups [11–13].

Biofouling

Biofouling is a loosely defined term often used by biomedi-
cal engineers to describe the loss of function or sensitivity of 
a sensor or other device that is implanted in the body (See 
Figure 16.5). The body’s response to the introduction of a for-
eign body involves several physical mechanisms operating on 
different time scales. A reaction begins almost immediately 
with an inflammation response (experienced as irritation, 
redness, and itching) associated with a chemical cascade that 
results in the arrival of neutrophils at the site. Later (within 
days), macrophages arrive as the body continues its attempts 
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461Biomedical Microsystems

to break down the foreign body. If there are recognizable 
molecular antigens on the foreign body, they will also trigger 
an immune response mediated by the macrophages and the 
various immunological cells within the body such as T cells. 
The acute, near-term inflammation response is paralleled by 
a longer time scale process in which tissue is deposited around 
the foreign body. Almost immediately upon implantation, pro-
tein buildup begins on the exposed surfaces of the device. In 
its extreme, this process of tissue growth eventually leads to a 
thick capsule around the foreign body that walls it off from the 
body and isolates the object, a condition referred to as fibrosis.

Surface properties, and in particular roughness, have been 
shown to have a major impact on the degree of fibrosis [11,14], 
and attention has been given to producing favorable cellular 
tissue responses through the intentional modification or engi-
neering of the surface in contact with the tissue. It is important 

Dry Test1e+13
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Day
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Dry Test @ 37C
PBS @37C
Terminate Measurement
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O
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6/1/04/ 3/9/05/

Dry Test @ 37C
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Figure 16.4 Impedance record for a test device encapsulated with a sili-
con dioxide/silicon nitride/silicon dioxide stack and soaked continuously 
in body-temperature phosphate-buffered saline for slightly less than 1 
year. (Reprinted with permission from Edell, D., Insulating Biomaterials, 
Bedford, MA: NIH, 2002.)
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462 Systems Engineering for Microscale and Nanoscale Technologies

to note that even if the extreme response of fibrosis is absent, as 
is any measurable degree of cytotoxicity (cell death) induced by 
the device, sensor function can be impaired by protein buildup 
on the sensor. In other words, demonstration of the basic “bio-
compatibility” of an in vivo biosensor is necessary but far from 
sufficient to ensure long-term sensor viability.

The separate phenomena of acute cell-mediated inflamma-
tion and the deposition of tissue are often lumped together in 
the catch-all term biofouling. Subcutaneous glucose sensors, for 
example, typically experience a loss of sensitivity of between 
30% and 80% in the first 72 hours that they are implanted [15]. 
It is widely accepted that it is due at least in part to the deposi-
tion of material on the sensor, which is present in vivo but not 
in vitro, because this degradation begins almost immediately, 
does not occur in vitro, and is reversible with explantation and 
cleaning [15]. However, there is some controversy about exactly 
what to implicate in this process. Experiments that show the 
restoration of sensitivity with explantation make no real dis-
tinction between the cellular response and nonspecific depo-
sition of proteins and tissue. Experiments using proteomics 
techniques on explanted sensors [16], however, have impli-
cated proteins and, in particular, biomolecule fragments less 
than 15 kD for most of the material deposited on the sensor. 

Why Do Biosensors Fail?

Membrane biofouling

Membrane
biodegradations

Delamination
of membranes

Enzyme
degradation

Electrode passivation

Electrical
failure

Fibrous encapsulation

+
–

Figure 16.5 Failure of an implant resulting from responses including pro-
tein adsorpton (labeled biofouling) and fibrous encapsulation. (Reprinted 
with permission from Wisniewski, N., Moussy, F., and Reichert, W.M., 
Fresenius’ Journal of Analytical Chemistry, 366, 611–621, 2000.)
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This evidence seems to point definitively at protein fouling. 
However, it has been argued [17] that the cellular response (as 
distinct from fibrosis) has been given insufficient attention and 
that cells such as macrophages can, in fact, disturb the micro-
environment of the sensor (e.g., pH and O2 concentration) and 
thus affect sensor accuracy. In short, it is clear that designing 
a stable in vivo biosensor presents serious challenges related to 
the dynamic responses on the part of the body in response to a 
foreign body. In the case of glucose monitoring, the early sen-
sor sensitivity loss (and its unpredictable magnitude) leads to 
the need for frequent calibration (as much as four times a day) 
using finger sticks and an external meter. This is annoying to 
patients and, until this problem can be solved, precludes the 
use of the glucose biosensor as a continuous monitor for driving 
a closed-loop insulin delivery system.

Several approaches to dealing with biosensor sensitivity loss 
have been investigated. First, attention has been focused on 
removing the sensing element from direct contact with the body. 
Many biosensors, including glucose oxidase–based enzyme sen-
sors for subcutaneous glucose monitoring have incorporated a 
semipermeable polymer membrane. Such membranes actually 
perform multiple functions. First, they encapsulate the biosens-
ing molecule and fix it to the sensor. In addition, membranes are 
designed to be selectively permeable to the analyte of interest 
while excluding potentially interfering analytes. Most relevant 
to the current discussion, polymer membranes are intended 
to present a less appealing surface for the deposition of pro-
teins and thus ameliorate the problems of biofouling. A similar 
approach is to coat the biosensor surface with self-assembling 
monolayers (SAMs), certain of which have been shown to reduce 
protein adsorption [18]. A somewhat different approach to pre-
venting biofouling is microdialysis. In this approach, a very fine 
(and in some cases microfabricated) needle with a semiperme-
able membrane tip is inserted in the tissue. A buffering solu-
tion is circulated through the needle, and this fluid is brought 
into near-equilibrium with the tissue fluid. The fluid is then 
circulated to the biosensor for analysis. Using this approach, 
Ricci et al. demonstrated improved measurement stability [19]. 
However, the same study found other factors in addition to bio-
fouling that contribute to sensitivity loss in the first few days 
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464 Systems Engineering for Microscale and Nanoscale Technologies

of implantation, including a 15% decrease in sensitivity attrib-
uted to the inactivation of the glucose oxidase enzyme layer, 
a further 9% decrease in sensitivity attributed to electrome-
diator leaching, and a 6% decrease attributed to background 
noise. Finally, periodic electrical stimulation has been shown 
to “clean” metal and polymer electrode recording sites from the 
buildup of adsorbed proteins [20]. This process may explain 
why deep-brain-stimulating electrodes, for example, can oper-
ate successfully in vivo for many years without an appreciable 
increase in site impedance. It is useful to consider whether this 
principle of periodic site cleaning through electrical stimulation 
could be generalized for use in other in vivo microsystems.

Power

Most current in vivo biomedical devices are powered either 
through an inductive link [2], batteries, or a combination of both 
(e.g., rechargeable subcutaneous batteries that are recharged via 
an inductive link). In the evolution of biomedical microsystems to 
smaller and more widely capable and useful devices, the ability 
to provide power to small systems in a wide range of anatomi-
cally useful areas (e.g., deep in the body) is one of the most severe 
problems and one for which no immediate solution appears to 
be on the horizon. Inductive links work well when power must 
be coupled to just below the surface of the skin (e.g., from an 
external charger to an implantable pulse generator implanted 
just below the skin). For deep implants or devices that are mov-
ing through the body (as in gastrointestinal imaging or sensing 
devices), an inductive link is simply not efficient or practical.

Battery-Powered Systems

It is useful to refer to some simplified design examples in order 
to understand the magnitude of the power constraints that 
must be dealt with in developing a typical in vivo autonomous 
biomedical microsystem of even moderate size. To begin with, 
just how big is a biomedical microsystem in the current gen-
eration of commercially available devices? Boston Scientific’s 
BION system, described by the company as the world’s small-
est neuromodulator, is approximately 0.2 cm3 in total volume. 
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465Biomedical Microsystems

The Bravo system for monitoring esophageal reflux (this prod-
uct line was purchased from Medtronic by and Israeli startup, 
Given Imaging, in 2008) is just under 0.9 cm3. All of the capsule 
endoscopes currently on the market for small bowel imaging 
(including Given Imaging’s Pillcam, Olympus’ Endocapsule, 
and similar products from Mirocam and Omom) are substan-
tially larger in volume, at approximately 2.5 cm3. For purposes 
of this illustration, we will consider battery-powered micro-
systems within this approximate range, from 0.1 to 2.5 cm3. 
The volume available for batteries would, of course, depend 
on the system implementation, but 30% is probably a reason-
able upper limit for the purposes of our order-of-magnitude 
illustration and is consistent (for example) with the total vol-
ume occupied by the two silver oxide watch batteries found 
in Given Imaging’s small bowel capsule endoscope. The volu-
metric power densities vary among different commonly used 
battery technologies for medical applications [21]; however, sil-
ver oxide is a common choice. From these parameters, we can 
derive an estimated device lifetime (or time between recharg-
ing) as a function of average continuous power consumption as 
shown in Figure 16.6.
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Figure 16.6 Design example showing how much lifetime can be expected 
from battery-operated microsystems of various sizes and average power 
consumption, with assumptions about battery technology utilized.
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To place these numbers in context, we can return to some 
of our previous examples. For a typical small bowel capsule 
endoscope with a required lifetime of 10 hours, we can see 
from the figure that the maximum power consumption falls in 
the range of approximately 10 mW. This power budget places 
a severe limit on the performance of the current generation of 
capsule endoscopes which, as a result, operate at very low data 
rates (two to three image frames of only 90,000 pixels each).

Using the same power/lifetimes curve, we can consider the 
design of a hypothetical second-generation (wireless) deep brain 
stimulator. In this application, the depth of implantation pro-
hibits charging through an inductive link and explantation for 
a battery change would involve brain surgery and is, therefore, 
out of the question. We can see that for a required lifetime of 
three decades, the maximum power consumption for a bat-
tery-operated system of this type would be limited to the sub-
microwatt range. Given that the single-cell stimulation current 
threshold is on the order of 10 microamps, this is not a practical 
requirement. Either an improvement in battery power density 
on the order of one or more orders of magnitude will be neces-
sary for such an application, the stimulation threshold for cell 
activation must be lowered (which is possible at least in part by 
miniaturizing electrodes and bringing them into more intimate 
contact with the target cells), or the device will have to be pow-
ered in a different way.

Energy Scavenging

Energy scavenging, the conversion of energy from ambi-
ent sources such as kinetic energy, light, or in situ chemical 
reactions, is a promising paradigm for powering biomedical 
microsystems. The concept of energy scavenging is familiar 
from self-winding watches in which the motion of the wear-
er’s arm is utilized to move a proof mass and thus tension a 
spring through a gear train. Theoretical calculations show 
that (depending on the method of energy harvesting) 100 mW 
per cm3 of continuously generated power may be available in 
implantable applications utilizing the intrinsic vertical motion 
of the human body to transfer energy to a proof mass. Several 
methods of power conversion from this proof mass motion have 
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467Biomedical Microsystems

been proposed and tested including piezoelectric, electromag-
netic, and electrostatic conversion [22]. In addition, scavenging 
concepts based on thermoelectric conversion, the creation of an 
electrochemical battery using bodily fluids or a fuel cell using 
glucose as fuel, have all been proposed. Substantial work on 
reliability and practical methods of implementation, fabrica-
tion, and integration remains to be done before any of these 
promising technologies are likely to be found in clinical use for 
biomedical microsystems.

Other Sources of Power

A substantial amount of research was carried out in the 1970s on 
the use of radioactive elements as a power source for implantable 
applications. The most promising research [23,24] was carried 
out on the use of 238Pu with several systems implanted success-
fully in both dogs and humans. Energy was converted from the 
radioactive isotope either through the thermoelectric effect or 
by semiconductor detectors that allowed excitation of carriers 
following the capture of emitted beta particles (electrons) from 
the decaying isotope. Research in this area seems to have come 
to an abrupt halt with the rise of public opinion against radioac-
tive devices in general, and was probably precluded as well by 
the availability of reliable rechargeable lithium iodine batteries 
for pacemakers beginning in the early 1970s.

Finally, some progress has been made on the use of exter-
nally coupled optical or ultrasonic signals as a means to provide 
power to an implant. Remon Medical has patented and developed 
an approach to using an external ultrasonic source to power an 
implanted pressure sensor for abdominal aortic aneurysm moni-
toring. The use of low power (red) lasers transmitted through 
the transparent medium of the eye [25–27] has been reported as 
a practical means to deliver energy to a retinal implant.

Communications

The most common method of choice for communicating with 
biomedical microsystems is through a radio-frequency (RF) 
electromagnetic or inductive link. Examples include telemetry 
on pacemakers and defibrillators, capsule endoscopes, pH and 
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468 Systems Engineering for Microscale and Nanoscale Technologies

temperature measurement and drug delivery capsules, neuro-
stimulators, stents, and joint monitoring pressure sensors and 
strain gauges [28]. The highest (known) data rate biomedical 
microsystem currently in use is the capsule endoscope in which 
sequentially captured images are sent from the capsule to RF 
receivers worn on the patient’s torso. Given Imaging’s cap-
sule utilizes the ZL7102, a low-power application-specific inte-
grated circuit (ASIC) manufactured by Zarlink operating in the 
Industrial Scientific, and Medical (ISM) band (433 to 434 MHz). 
According to the manufacturer’s specifications, the chip has a 
data rate of up to 800 kilobits per second (kbps) and consumes 
roughly 7.5 to 15 mW of power (approximately one third to two 
thirds of the system’s total power budget). Note that at this data 
rate, it is only possible to send one uncompressed 800 kilopixel 
image (with only one bit of color) per second. As illustrated by 
this example, the attenuation of RF in the lossy medium of the 
body and the increase in attenuation with increasing frequency 
introduces a difficult trade-off between power and data rate 
with current implantable systems.

Other methods of data transfer include an infrared link 
[29,30] (which is good only in cases of relatively shallow 
implantation and low data rate) and acoustic communication 
[31]. Acoustic-based communication systems offer the benefit 
that the absorption of acoustic signals are somewhat less lossy 
with increasing frequency as compared to RF, which in some 
circumstances can relax the inherent constraints between 
data rate and power consumption that plagues RF biotelem-
etry links. For an acoustic data link, a small piece of piezo-
electric ceramic (e.g., lead zirconate titanate, or PZT) is used 
for the transmitting element on one end and for the receiver 
on the other. The piezoelectric element can be quite small and 
thus is suitable for miniaturization, and can operate over a 
wide range of frequencies both within and outside of the reso-
nant frequency of the crystal.

Fabrication

Even though MEMS and microsystems technology have been 
accurately described as a powerful new paradigm for medi-
cal device manufacturing, there are some specifics regarding 
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469Biomedical Microsystems

this approach to device fabrication that present challenges 
(Figure  16.7a,b). Specifically, the cost of a semiconductor fab-
rication facility is prohibitive for all but the largest research 
and development (R&D) budgets. Many small-scale commercial 
foundries have arisen to fill this need, and entry-level MEMS 
processes are in many cases relatively reasonable. An order-
of-magnitude estimate for prototyping runs on 4-inch silicon 
wafers is in the neighborhood of $500 per wafer per photolithog-
raphy step. This means, for example, that a modestly complex 
run of eight masking steps, with a batch of six to eight wafers, 
iterated twice in a 9-month period can fit within the budget of 
a Phase I Small Business Innovative Research (SBIR) proposal. 
Needless to say, there is a tremendous amount of variability in 
this cost estimate based on the details and complexity of the 
process under consideration, and these estimates apply only to a 
few iterations of a relatively simple and well-understood process.

When considering fabrication, it is important to keep in 
mind that MEMS differs from integrated circuit design devel-
opment in that the fabrication process (i.e., the detailed semi-
conductor process steps used) is often unique to the device 
being fabricated. There are some standard MEMS processes 
[32,33] (e.g., Summit, Mumps), but they most often are sim-
ply not flexible enough to support the range of devices under 
consideration, and most new devices require custom process 
design. This means that the design process becomes tightly 
coupled to the commercial foundry partner who should be 
involved in the design process from the earliest stages. It is 
worth noting that medical microsystems applications, even 
in cases where the expected impact can be quite high, tend 
to be relatively low in volume. It is important to work with 
(and budget for) a fabrication partner with the willingness and 
ability to invest in effective and efficient nonrecurrent engi-
neering at the beginning, with reasonable expectations about 
the production volume in later manufacturing stages. This is, 
in many cases, easier said than done, because most commer-
cial foundries expect to make most of their revenue from the 
volume production of commercial parts. In addition, the strin-
gent regulatory requirements for implantable devices place 
an additional burden on a manufacturing partner, and many 
MEMS foundries are not equipped to handle such demands.
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(a) KOH recess, P-well implant and deep and shallow boron diffusion

p-well poly Al LTO Si/Au

Field lmp

Cr/Aun-selp-sel

n-epi Sibulk-Sip++

SiN, Vt Imp

SiO2

(b) Two level polysilicon CMOS process

(c) Al and Au circuit metallization and Si/Au deposition

Figure 16.7 Detailed process flow in (a)–(g) for a wireless microsystem for 
measuring in vivo pressure, illustrating the potential complexity of micro-
system fabrication. This process was used to fabricate the device illustrated 
in Figure 16.1 and consists of a standard complementary metal-oxide 
semiconductor (CMOS) integrated circuits process combined with a Micro 
Electro Mechanical Systems (MEMS) process for creating the capacitive 
pressure sensor and the integrated antenna. (Reprinted with permission 
from DeHennis, A.D., and Wise, K.D., Journal of Microelectromechanical 
Systems, 15, 678–685, 2006.)
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471Biomedical Microsystems

(e) Glass recess and metallization

(f ) Anodic bonding of the glass/Si substrates and glass thinning

(g) Silicon etch to release sensor diaphragm and thin antenna area 

ass recess and metallization

nodic bonding of the glass/Si substrates and glass thinning

licon etch to release sensor diaphragm and thin antenna area

(d) Backside patterning and DRIE wafer thinning

Figure 16.7 (Continued)
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Example Biomedical Microsystems

Neural Interfaces

One of the earliest applications of microtechnology to a biomed-
ical system was the development of microfabricated extracel-
lular neural recording electrodes by Wise, Angell, and Starr 
at Stanford in the late 1960s [37–40] and early 1970s [34,35]. 
Using photolithographically defined gold interconnect, silicon 
bulk etching, and a modified version of the Bell Labs “beam 
lead” for transistor isolation, they were able to produce pen-
etrating electrodes that were used to record single-unit action 
potentials from the auditory cortex of an anesthetized cat. Wise 
took the seeds of this technology with him to the University 
of Michigan where over the course of several decades it was 
developed to the point where large numbers of recording sites 
could be integrated onto two- and three-dimensional silicon 
arrays with penetrating shanks that displaced a very small 
volume of tissue and could record continuously for months in 
awake and behaving animals [36]. The devices, which became 
known as neural probes or Michigan probes, were integrated 
monolithically with complementary metal-oxide semiconductor 
(CMOS) circuitry to amplify, multiplex, digitize, and transmit 
the neural signals. In some cases, the probes were integrated 
with channels for microfluidic drug delivery. Through a con-
tract with the National Institutes of Health (NIH), thousands 
of these neural probes were distributed to neurophysiology 
researchers throughout the world, resulting in a deep body of 
knowledge regarding the acute and chronic implantation of 
these devices in the central and peripheral nervous systems of 
rodents, primates, and other animals [37–40]. Subsequently, 
Neuronexus Technologies (www.neuronexustech.com) was 
spun out of the University of Michigan, making these devices 
available commercially for research purposes (Figure 16.8a,b).

The long-range motivation for neural probe technology 
development has been the promise of neuroprosthesis, the 
interfacing of man-made electrical devices with the nervous 
system for the purposes of replacing lost neural function. In 
these systems, the communication direction can be in either 
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(a)
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Figure 16.8 (a) Three-dimensional neural stimulation probe, with mono-
lithically integrated circuitry for stimulus generation and current steering, 
designed to electrically stimulate and record from the neurons in a three-
dimensional area of neural tissue in the cortex of the brain. (b) The scale 
and spacing of stimulating sites compared to the spacing and scale of the 
target cortical neurons (right panel). This type of device is used in studies of 
basic neurophysiology and is also proposed for use in neuroprosthetic appli-
cations in which the device would stimulate target neurons in the visual 
cortex to produce visual information, or would record from the motor cortex 
to produce control signals in a severely paralyzed patient. (Reprinted with 
permission from Wise, K.D., Anderson, D.J., Hetke, J.F., Kipke, D.R., and 
Najafi, K., Proceedings of the IEEE, 92, 76–97, 2004.)
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direction (i.e., the transmission of information to the ner-
vous system by electrically stimulating neurons to fire action 
potentials or the recording of neural activity in the form of 
action potentials to receive information from the nervous sys-
tem). For example, in a cochlear implant, the stimulation of 
the hair cells of the cochlea to produce hearing in the deaf is 
affected by a multichannel stimulating electrode controlled by 
an external speech processor and implantable pulse genera-
tor (Figure  16.9a,b). Similarly, stimulating electrode arrays 
chronically implanted in the retina (or in the visual cortex) 
are being explored as a possible method for restoring sight in 
some visually impaired people [42]. Going in the other direc-
tion, cortical recording electrode arrays are being explored as 
a means for providing the direct cortical control of external 

Array of 
Micro Electrodes

Transmitter

CMOS
Camera

Neuronal
Processor

Retina
Encoder

Telemetry Retina Stimulator

Stimulation
Electronics

Micro Wires

Receiver

Retina

Signal/Energy

(a)

(b)

Figure 16.9 (a) Retinal implant for visual prosthesis. (b) Prototype reti-
nal implant microsystem. (Reprinted with permission from W. Mokwa, 
Measurement Science and Technology, 18, R47, 2007.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
25

 1
2 

M
ay

 2
01

6 

http://www.crcnetbase.com/action/showImage?doi=10.1201/b11291-21&iName=master.img-060.jpg&w=263&h=70


475Biomedical Microsystems

prostheses. For this last application, a silicon-based electrode 
array was developed through the 1990s at the University of 
Utah by Richard Normann and his collaborators. Using this 
device, Cyberkinetics Neurotechnologies was granted an 
investigational device exemption (IDE) by the U.S. Food and 
Drug Administration (FDA) in 2008 for limited trials of the 
motor control of prostheses in humans, and the results have 
been published extensively [43–45]. This effort continues in 
the form of Braingate, a noncommercial consortium consisting 
of researchers from Brown University and other institutions.

In 2002, Medtronic received approval from the FDA for the 
Activa system, a therapy for Parkinson’s disease that works 
by stimulating cells in the deep subthalamic nucleus affected 
by this disease. Activa therapy has now been received by over 
70,000 patients, and research is underway in both commercial 
and academic settings to produce a second-generation system 
that will utilize microsystems concepts to improve the function-
ality and limit the side effects of these systems (Figure 16.10).

A variety of other neural stimulators and neuromuscular 
stimulators are either already on the market or are under 
development, including bladder and sacral nerve stimulators 

Figure 16.10 Deep brain stimulator (DBS) placement. A large number 
of groups worldwide are working on making DBS electrode systems less 
bulky and more highly integrated. (Courtesy of Medtronic, Inc.)
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[46,47] to treat urinary and fecal incontinence, respectively; 
vagal nerve stimulators [48,49] to treat depression; and func-
tional electrical stimulation (FES) systems [50] to stimulate 
skeletal muscle in paralyzed patients. For all of these systems, 
the goal of developing more highly integrated, smaller, lower-
power, and more targeted therapies will hinge on the abil-
ity of micro- and nanoengineering to deliver on its promise. 
Specifically, an ideal neural interface would be fully implant-
able with no external leads and would have a large number 
of very small and precisely controlled stimulation or record-
ing sites that could be used to deliver current to a very small 
number of cells without stimulating others. The ideal system 
would also be very small, in order to minimize cell damage 
during implantation, would be hermetic for many decades, 
and would have recording and stimulation sites that stayed 
free of protein buildup for its lifetime.

Capsule Endoscopy and Gastrointestinal 
(GI) Tract Sensing

Another interesting case study in the development of biomedi-
cal microsystems is capsule endoscopy (Figure 16.11). Because 
it could not be reached by traditional endoscopes, for many 
years, the only way to image the small bowel was through a 
radiographic series that provided useful diagnostic informa-
tion but lagged far behind the quality of imaging possible in 
the esophagus, stomach, and colon through endoscopy. In 2001, 

Figure 16.11 Given Imaging’s capsule endoscope for small bowel (left) and 
esophageal (right) imaging. (Courtesy of Given Imaging.)
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the first application of double-balloon-based enteroscopy (DBE) 
was reported [51,52]. It was invented by Dr. H. Yamamoto, sup-
ported by Fujinon Inc., which introduced a dedicated system 
for DBE in 2003. This made it possible to perform endoscopy of 
the small bowel and opened up this organ to direct observation 
by the gastroenterologist. Unfortunately, the DBE procedure 
is time consuming and tedious, and gastroenterologists were 
slow to adopt it. At about the same time, the employment of 
wireless capsule endoscopy technique was first published [53]. 
A year later, Given Imaging received FDA approval to mar-
ket the PillCam, a swallowed capsule known as a small bowel 
capsule endoscope that captures and transmits a sequence of 
images from the small bowel. These images are transmitted 
to receivers on the patient’s body and are stored on a data 
recorder from which they are later retrieved for review by the 
physician. Over a million of these procedures have now been 
performed worldwide, and Olympus and several other com-
panies have introduced similar products to the marketplace. 
Given Imaging is currently working on a version of the cap-
sule that would image the colon, offering an adjunct therapy 
or even a possible replacement for traditional colonoscopy.

The PillCam capsule is an elegant piece of engineering 
and packaging. The optical train is composed of a transpar-
ent dome with an optical prescription that forms the top one 
third of the capsule in conjunction with a low-aperture wide-
angle lens held in an injection-molded plastic lens holder. 
The lens holder is baffled, so the flash from the four white 
light-emitting diodes (LED) mounted next to the lens holder 
does not pass directly onto the imager. Electrical intercon-
nect from the printed circuit board (PCB) holding these LEDs 
is made through small, spring-loaded “pogo pins” similar to 
those found in cell phones. The imager is a charge-coupled 
device (CCD) containing about 90,000 pixels. The control cir-
cuitry is an application-specific integrated circuit (ASIC) of 
unknown manufacturer, and the RF communications chip (as 
described previously) is a chip manufactured by Zarlink. An 
antenna of approximately 7 windings and 3.5 mm diameter 
is included in the distal capsule end (opposite the transparent 
dome). The capsule is shipped to the physician in packaging 
that includes a permanent magnet and is turned on when a 
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microfabricated magnetic reed switch is activated as the cap-
sule is removed from the package. All of the electronic compo-
nents are mounted on “rigid flex” boards—a stack of printed 
circuit boards connected by integrated polyimide ribbon cables 
that can be folded into a compact cylindrical shape. Two 1.5 V 
silver oxide batteries provide power to the device.

The story of Given Imaging is interesting on several fronts. 
The company was funded in its early days largely through the 
Israeli government, which appears to have provided the con-
tinuity and patience necessary for the ambitious development 
path that was necessary to turn this clinical need into a com-
mercial reality. In addition, the company decided to fully com-
mercialize and market the device (notwithstanding a licensing 
agreement with Ethicon Endo for an esophageal capsule) 
rather than selling the company to an established medical 
device company with existing distribution channels. Finally, 
it is interesting that the inventor of the capsule and former 
chief technology officer of Given Imaging, Dr. Gavriel Idan, 
was originally a missile engineer who worked for the RAFAEL 
Armament Development Company. It is fitting to note in this 
book about systems engineering that arguably one of the most 
successful examples of a biomedical microsystem was devel-
oped by a systems engineer.

The field of biomedical microsystems for gastrointestinal 
applications is expanding rapidly. In 2008, Philips Medical 
introduced the i-pill [54], an electronic drug delivery capsule 
that uses a microdiaphragm pump to deliver medication to a 
targeted region of the small bowel. The privately held company 
SmartPill markets a pH and temperature monitoring capsule 
that is used in clinical studies of delayed gastric emptying and 
for other purposes related to GI tract motility. And encour-
agingly, the research literature is full of projects describing 
improved techniques for imaging the GI tract and, in some 
cases, for delivering therapeutic agents or performing proce-
dures such as biopsy [55,56].

In Situ Blood Pressure Monitoring

Small implantable systems for measuring blood pressure in 
vivo have been developed and tested since at least the 1960s. 
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MacKay built a small cuff-type electrode [57] through which 
an artery could be passed with a tethered subcutaneous trans-
mitter sending the pressure data out of the body. In the 1980s, 
with the advent of MEMS, compact capacitive and piezoelec-
tric silicon pressure sensors with impressive performance 
characteristics were developed largely for automotive applica-
tions. As these sensors became more widespread and accepted, 
the exploration of their use in biomedical applications began, 
and references to in vivo pressure sensing became numerous 
[58–62].

In 1999, CardioMEMS was formed to commercialize a 
technology for wireless passive pressure sensing based on a 
capacitive pressure sensor that was licensed from Georgia 
Tech where it was invented by Mark Allen. The CardioMEMS 
wireless pressure sensor has been used in a large human clin-
ical trial where it was implanted in a branch of the pulmonary 
artery to monitor the recovery of patients who had suffered 
heart failure. It was shown in this trial that the ability to 
monitor pulmonary artery pressure, and thus adjust the med-
ication of patients to regulate blood pressure following heart 
failure, decreased 6-month rehospitalization rates by 30% as 
compared to a control group [63].

The CardioMEMS device is a capacitive, micromachined 
pressure sensor formed from a pair of bonded fused silica 
(silicon dioxide) wafers. The external wires, which form the 
mechanical connection to the blood vessel wall, are nickel/tita-
nium coated with polytetrafluoroethylene (PTFE) (Teflon®). 
The device is powered by passive telemetry, meaning that RF 
power is coupled into the device by an external transmitter. 
The capacitive sensor, in combination with an on-board induc-
tor, forms a resonating tank circuit. As the capacitance of the 
sensor changes, the resonant frequency of the tank shifts, 
which can be measured as a change in reflected power at the 
external transmitter. Power is not a concern in this applica-
tion because of the relatively low bandwidth of the pressure 
signal and the ultralow power needed for the passive telem-
etry approach. There were no indications of substantial tissue 
encapsulation during the clinical trials, a problem that has 
dogged implanted stent applications. A company representa-
tive offered the explanation that the devices are implanted with 
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relatively little trauma into healthy tissue. This is in contrast 
to stents in which the vessel is already damaged (occluded), 
and the implantation and deployment process causes further 
trauma to the vessel, which is expected to initiate an inflam-
matory response.

Implantable pressure sensors are not yet FDA approved for 
this or any other medical application; however, the demonstra-
tion of safety and efficacy by CardioMEMS seems to be a big 
step in that direction. The research literature is full of ref-
erences to implantable pressure sensors for applications such 
as stent and hydrocephalus monitoring, and there are several 
companies in addition to CardioMEMS developing products in 
this space.

Conclusions

The novel fabrication and packaging techniques enabled by 
MEMS have created an opportunity to engineer and develop 
advanced microsystems capable of having a huge impact 
on biology and medicine. Examples of existing biomedical 
microsystems include neural interfacing systems, capsule 
endoscopes, wireless pressure monitors, implantable glucose 
sensors, and drug delivery systems. The ability of this field 
to continue to mature will depend on the ability to address 
substantial challenges at the systems level, including power 
management, management of environmental conditions, the 
development of efficient communications, and the introduction 
of practical and agile manufacturing channels. These chal-
lenges are similar in concept to the challenges that were suc-
cessfully addressed in the defense and aerospace industries in 
the 1960s and 1970s, largely through the application of sys-
tem engineering principles. The practical example of pioneers 
in biomedical microsystems such as Gavriel Idan, Robert 
Fischell, and many others who came from an aerospace back-
ground and were well-versed in systems engineering principles 
should give great encouragement to the current generation of 
systems engineers who wish to have an impact in the impor-
tant and growing field of biomedical microsystems.
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17
Stability and 

Uncertainty in Self-
Assembled Systems

I.K. Ashok Sivakumar

“We might have done better if we’d
emphasized adaptation over redundancy.”
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Introduction

In this chapter, exploiting the uncertainty inherent at the 
molecular level to achieve stability is explored instead of inves-
tigating means of extricating unknown phenomenology. Control 
and feedback are demonstrated as essential to any hybrid solu-
tion of nanotechnology integration. Quantitative methods in 
terms of static and dynamic self-assembly (SA) are also con-
sidered. Self-assembly is a term used to describe processes in 
which a disordered system of preexisting components forms 
an organized structure or pattern as a consequence of specific, 
local interactions among the components, and without external 
direction. SA in the classic sense can be defined as the spontane-
ous and reversible organization of molecular units into ordered 
structures by noncovalent interactions. The first property of a 
self-assembled system that this definition suggests is the spon-
taneity of the SA process: the interactions responsible for the 
formation of the self-assembled system act on a strictly local 
level—in other words, the nanostructure builds itself. Chapter 
9 discussed in depth the concepts of SA in nanofabrication. 
Self-assembly can be classified as either static or dynamic. In 
the static case, the ordered state forms as a system approaches 
equilibrium, reducing its free energy. In contrast, thermody-
namic equilibrium may fluctuate in dynamic SA, where specific 
local interactions allow components to self-organize (SO).
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In order to quantify, exploit, and control the uncertainty in 
a self-organizing system, it is necessary to determine whether 
a system is moving toward or away from equilibrium and 
whether its nonlinearities are impacting its stability. Lyapunov 
stability theory is applied to assist in these determinations. It 
is evident that the integration of molecular components may 
require more manual oversight or control through robust and 
flexible design to achieve system homeostasis.

As introduced in earlier chapters and shown in Figure 17.1, 
Mike Roco of the U.S. National Nanotechnology Initiative 
described four generations of nanotechnology1 and depicts the 
current time period as the intersection between top-down and 
bottom-up breakthroughs. Thus, we are at an epic junction 
between eras of nanotechnology development and the require-
ments of integration.

1st: Passive nanostructures

2nd: Active nanostructures

3rd: Systems of nanosystems

4th: Molecular nanosystems

Ex: guided assembling; 3D networking and new
hierarchical architectures, robotics, evolutionary

Ex: molecular devices ‘by design’
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a. Dispersed and contact nanostructures. Ex: aerosols, colloids

a. Bio-active, health effects. Ex: targeted drugs, biodevices
b. Physico-chemical active. Ex: 3D transistors, amplifiers,
    actuators, adaptive structures

(1st generation products)
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am

e 1

b. Products incorporating nanostructures Ex: coatings, nanoparticle
    reinforced composites; nanostructured metals, polymers, ceramics

~2000
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~2010

~2015–2020
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Figure 17.1 The four potential generations of nanotechnology develop-
ment: (1st) passive nanostructures, materials designed to perform one 
task; (2nd) active nanostructures for multitasking (e.g., actuators, drug 
delivery devices, and sensors); (3rd) nanosystems with thousands of inter-
acting components; and (4th) integrated nanosystems, functioning like a 
mammalian cell with hierarchical systems within systems.
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Although the timeline may be different now than when orig-
inally proposed, the overall chronology of events has followed 
quite closely. Breakthroughs have synthetically produced pas-
sive and active nanostructures with multiple applications from 
space technology to medical devices.

Embracing the Uncertainty

Throughout this book, it has been demonstrated that nano-
technology is not simply about the final product but encom-
passes the underlying process intrinsic to any manufacturing 
or fabrication design. Fundamental principles at the mac-
roscale are not accurate at the nanoscale. Even though tra-
ditional approaches of systems engineering described in 
Chapter 2 have successfully been demonstrated to build reli-
able systems by extricating uncertainty (reduce variability, 
eliminate failure modes, etc.) from individual components, 
this method may prove futile as random processes and entropy 
are fundamental laws at molecular scales. An amended sys-
tems engineering process would be to exploit such inherent 
uncertainty at various steps and dynamically adapt to attain 
final products.

A systems engineer in the nano-world must be cognizant 
that there will be uncertainty amidst reactions and compo-
nents and must coerce the system’s location in terms of other 
quantitative metrics. The optimal strategy in guiding the sys-
tem to a (perceived) state of stability or equilibrium for SA is 
to use control and feedback mechanisms rather than dictate a 
strict and rigid path a priori in the process.

Systems engineering has had several examples of deal-
ing with such unknowns and several agile systems engineer-
ing techniques are discussed in Chapter 4. Probabilities and 
estimates of output variables are often calculated and inte-
grated to mitigate uncertainties.2 Other algorithms includ-
ing multiattribute utility theory, analytic hierarchy process,3 
or Bayesian team support4 have been proposed but contain 
approximations that are difficult to simulate at the molecular 
scale. Because the methods of dealing with uncertainties fall 
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491Stability and Uncertainty in Self-Assembled Systems

into the purview of statistics, it is not surprising that these 
references contain many statistical concepts.

Feedback and Control

It follows that some level of control is an essential require-
ment to any large system using nanotechnology. Feedback 
and control have long been used in linear time-invariant 
(LTI) systems and have also been shown in simple, nonlin-
ear, dynamic systems. In systems with feedback, a controller 
manipulates inputs and measured outputs of the system to 
obtain the desired output and system stability5 (Figure 17.2). 
Unfortunately, this simple model of control becomes quickly 
intractable with nonlinear systems under uncertainties. 
However, the theory and process can still be applied in a more 
discrete manner at the molecular level. It may prove infea-
sible to regulate and respond to each reaction at the molecular 
scale, but processes should be put in place to ensure the sys-
tem is progressing toward a well-defined end state, suitable 
for SA and capable of spawning future generations.

This process is akin to “Dead Reckoning,” often used by 
seamen for years on unchartered waters. Briefly stated, the 
process involves estimating one’s position (or state) based on 
a previously known position (or state) using measured vari-
ables from the environment and across time. In terms of 

Disturbance (d)

CONTROLLER

Feedback (f )

∆y =
∆x

SENSOR

Demand
setpoint

(x)
+ +

–
–

SYSTEM Output
(y)

G2(s) G1(s) 

H(s)

G1(s) G2(s) 

1 + G1(s) G2(s) H(s)  

Figure 17.2 A control diagram portraying the concept of negative feedback.
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492 Systems Engineering for Microscale and Nanoscale Technologies

nanotechnology processes, the metric could be a threshold or 
offset from a local equilibrium or a quantifiable measure of the 
systems’ stability as described in more detail in subsequent 
sections. It is noted that this process causes errors to accu-
mulate over time; however, this simply underscores the point 
that error is not to be avoided under such a dynamic system, 
as long as control mechanisms are successful in guiding the 
integrated system to achieve a higher level of stability.

Bartosz Grzybowski’s group at Northwestern University, 
Evanston, Illinois, provided an interdisciplinary approach to 
understanding SA and SO in both equilibrium and nonequilib-
rium ensembles at various length scales. His group has devel-
oped design rules that allow “synthesis” of self-assembling 
systems from various types of interactions or phenomena. 
This work has focused on fundamental statistical-mechanical 
questions6

 concerning the role of energy dissipation in such 
systems, extension of thermodynamic concepts (e.g., tempera-
ture) to nonequilibrium ensembles, the influence of system’s 
geometry on the emerging structures/patterns,7 and the abil-
ity to “reverse engineer” a desired self-assembled structure 
into the properties of its constituents. Top-down and bottom-
up approaches converge in biology-oriented work on the SA 
of cell components responsible for cell motility and metasta-
sis.8 Using special substrates (prepared by top-down reaction-
diffusion processes) for controlled cell spreading and motility, 
they have been able to deconstruct (bottom-up) the spatial 
and temporal aspects of SA of microtubules and actin stress 
fibers. The knowledge of how these components assemble and 
interact with one another is important to the future ability to 
exploit self-assembled and self-organized systems.

Quantifying Nonlinearities in Self-Assembly

Understanding SA and SO are imperative to take advan-
tage of fabrication processes at the nanoscale. Although non-
linearities may be prevalent at this size, stable systems can 
still be highly regulated and controlled. For example, the use 
of Coulombic interactions can control the supramolecular 
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493Stability and Uncertainty in Self-Assembled Systems

synthesis of finite, well-defined nanostructures.9 The energy 
associated with the separation of ion pairs was demonstrated 
to regulate precisely guanosine self-assembly into discrete 
G-quadruplexes.

In order to build a formal foundation in monitoring and con-
trolling SA for fabrication, it is prudent to incorporate metrics 
that evaluate the system’s stability. Algorithms to accomplish 
this take into account how the self-assembled system responds 
to small perturbations to its state under nonlinear stochas-
tic conditions. One proposed method is based on Lyapunov 
exponents.10

This approach can characterize the rate of separation of 
infinitesimally close trajectories and determine if a system 
is globally asymptotically stable without needing to solve the 
associated differential equations and finding such trajecto-
ries. The metric in a SA system would be to find a Lyapunov 
function and ensure that it satisfies the required properties 
for stability, divergence, and so forth.11 A common technique 
is to develop a Lyapunov candidate function where the form 
and parameters are chosen in advance. Then, it remains to 
find the values of these parameters to show that the stability 
hypothesis holds.

Because a full explanation of Lyapunov theory is out of the 
scope of this text, a brief summary is provided here.12

Given the differential equation

 x f x x x= =( ), ( )0 0  (17.1)

the Lyapunov exponents, {λ1, λ2, … λn,} (for an n-dimensional 
phase space) are a characterization of the asymptotic proper-
ties of the solution x(t, x0) via analysis of the linear problem 
(for ease of notation, the dependence of the solution on x0 is 
suppressed)

 =y f x t yx( ())  (17.2)

Formally, these exponents associated to Equation 17.2 are 
defined as follows. Let {pi } be the columns of an initial condi-
tions (full rank) matrix Y0, and define the numbers λi , i = 1,..., n,

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
27

 1
2 

M
ay

 2
01

6 



494 Systems Engineering for Microscale and Nanoscale Technologies

 λi i t ip
t

Y t p( ) lim sup log= ( )
→∞

1
 (17.3)

where Y(t) is the solution of

 = =Y f x t Y Y Yx( ()) , ( )0 0  (17.4)

When the sum of these numbers is minimized as we vary 
over all possible initial conditions Y0, the numbers are called 
Lyapunov exponents of the system.13 It follows that the set of 
Lyapunov exponents will be the same for almost all starting 
points of an ergodic component of the dynamical system.

It is shown that a dynamic system x f x= ( ) is Lyapunov 
stable about an equilibrium point xeq if state trajectories 
are confined to a bounded region whenever the initial condi-
tion x0 is chosen sufficiently close to xeq.14 This definition is 
somewhat difficult to use when measuring system stability. 
Therefore, the Lyapunov direct (or second) method in find-
ing a candidate function with certain properties is a common 
technique. Assume we find such a candidate function V, such 
that V: Rn → R, and V has continuous first partial deriva-
tives and V is positive-definite in a region surrounding the 
origin. Assume it is known that the origin is an equilibrium 
point. Lyapunov theory states that if the function V′ is nega-
tive-semidefinite in the same region, then the origin is a stable 
equilibrium point. Furthermore, if V is positive definite and V′ 
is negative-semidefinite throughout the state-space, the origin 
must be globally stable.

This condition is only sufficient and not necessary, but it is 
still a powerful tool when evaluating nonlinear systems. Stated 
somewhat differently, Zak’s summary of applying the continu-
ous matrix Lyapunov equation to check stability of a system 
is an excellent presentation of the practicality regarding the 
theory.15 He shows that the Lyapunov matrix equation is

 A P PA QT + = –  (17.5)
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495Stability and Uncertainty in Self-Assembled Systems

It then follows that the Lyapunov derivative of the candidate 
function is

 = = − = >V d
dt
V x Qx Q QT T, s.t. 0  (17.6)

Then, the real matrix A, is asymptotically stable (i.e., all 
eigenvalues of A have negative real parts iff for Q = QT > 0, 
the solution P of Equation 17.5 is (symmetric) positive definite).

Given a molecular nanoscale system, we can thus proceed 
through the following steps to determine whether the system 
is asymptotically stable:

 1. Given A, Select any Q that is symmetric positive defi-
nite (e.g., the Identity matrix In).

 2. Solve Lyapunov Equation 17.5 such that P = PT.
 3. If P is positive definite, → A is asymptotically stable, 

else → A is NOT asymptotically stable.

As discussed in Chapter 18, information content and entropy 
play a large role in determining the overall system’s character-
istics. The Lyapunov spectrum can be used to give an estimate 
of the rate of entropy production and of the fractal dimension of 
the considered dynamical system. One hypothesis is that the 
sum of a system’s negative Lyapunov exponents can indicate a 
system’s propensity to dynamically self-assemble, whereas the 
positive exponents may provide quantitative information on 
the rate of such SA.16 Further investigation of this hypothesis 
is required to determine whether this holds for SA in general 
systems.

In summary, when examining nanotechnology as a com-
plex nonlinear system, this method is useful in determining 
stability. Because system fabrication at the molecular level 
has many complex components, it may be more critical to char-
acterize the system behavior in terms of equilibrium and sta-
bility during SA rather than solve the differential equations 
and obtain an exact solution. Table 17.1 summarizes the rela-
tionship between the Lyapunov characteristic (first) exponent 
and system stability.
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496 Systems Engineering for Microscale and Nanoscale Technologies

Engineering Self-Assembly under 
Stochastic Conditions

In addition to the nonlinearities of the system, many uncertain-
ties are constantly prevalent at the molecular scale. One such 
example is the impact of thermodynamic equilibrium on SA of 
nanomaterials. Much of the current work in SA has focused 
on static SA, implying the presence of thermodynamic equilib-
rium. However, in dynamic self-assembly, there is continuous 
association and disassociation of products. At any instant in 
time, noncovalent interactions ensure the lowest-energy prod-
ucts are present in the greatest proportion.18 Dynamic SA is 
still an area of active research and may be important when 
dealing with larger systems of higher complexity. As novel 
structures are created, self-organization far from equilibrium 
may actually amplify fluctuations into coherent oscillations, 
leading to fabrication of structures otherwise impossible in 
static SA.19 Moreover, such processes occurring outside of 
thermodynamic equilibrium underlie many forms of adaptive 
and intelligent behaviors in natural systems.20

As science tries to catch up, systems that incorporate nan-
otechnology are already being developed. Thus, the need for 
a holistic methodology is imminent. Recent research in the 

TABLE 17.1
Relationship between Characteristic (or Dominant) Lyapunov 
Exponent and System Stability1

λ System Description

>0 Likely chaotic or unstable divergence; physical example can be 
found in Brownian motion

=0 Lyapunov stable, system in some steady-state mode; volume of 
space is constant along trajectory; neutral fixed point

<0 Globally asymptotically stable; dissipative and system achieves 
stability or converges toward fixed points

Source: Karcz-Dule.ba, I., Chaos detection with Lyapunov exponents in 
dynamical system generated by evolutionary process ICAISC 2006, 
LNAI 4029, 380-389. Berlin: Springer-Verlag.
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497Stability and Uncertainty in Self-Assembled Systems

medical field portrays this concern. Here, it is important that 
the overall system dynamics are accurately monitored and 
one does not neglect the “human in the loop” as part of the 
system. Specifically, it has been shown possible to control elec-
trical activity in neurons by an externally applied magnetic 
field using temperature-sensitive ion channels and magnetic 
nanoparticles attached to cell membranes.21 As larger sys-
tems evolve with such breakthroughs, it follows that the fol-
lowing heuristics or externalities can aid in achieving stable 
designs at the molecular level of self-assembly under stochas-
tic conditions:22

 1. Identifying suitable interactions
 2. Balancing interactions and potentials
 3. Choosing a common reference scale
 4. Implementing effective feedback and control
 5. Defining and tracking synthesis and integration 

metrics

In essence, the facets of systems engineering must be more 
relaxed during nanoscale integration and are counterintuitive 
because each component has larger uncertainties of possible 
failure. An ill-devised strategy would be to codify and strictly 
regulate the means by which interactions occur at this level. 
Rather, it behooves the system engineer to peer through both 
top-down and bottom-up lenses and initiate control mecha-
nisms at well-defined intervals. Tools available for controlling 
the system may include increasing or decreasing the external 
energy (magnetic field) during synthesis, catalyzing known 
reactions, and creating new reactions with system by-products.

Nanosystems engineers can also take cues from research 
done in uncertainty management for engineering planning 
and design. The traditional engineering task of optimizing 
technology for a set of criteria must be adapted because of 
uncertainties. Specifically, strategies such as flexibility and 
robustness must be interwoven through the design process 
under such a scenario. A robust system will allow function-
ality in spite of unforeseen circumstances; the architecture 
of the system should permit alternate trajectories toward 
stability in order to circumvent disabled areas. This type of 
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498 Systems Engineering for Microscale and Nanoscale Technologies

statistical quality control is being used in industrial programs 
and is referred to as robust engineering processes, optimized 
by design of experiments, or in programs referred to as Six 
Sigma. In terms of flexibility, the system should be able to use 
control and feedback as specified earlier to alter atom configu-
ration or other structural processes as certain optimal stabil-
ity or equilibrium metrics change. Specifically, systems should 
have “options” built in where an option is not defined as a syn-
onym for “alternative” but is, rather, a deliberate choice made 
possible during the system planning phase. Systems engineer-
ing principles that address uncertainties should thus consider 
the tails of the probability distribution of likely outcomes and 
create options to deal with unstable courses of action. Similar 
to the financial industry, these “options” should be “exercised” 
depending upon circumstances and the state of the system.23

It would be naïve to believe that such system engineering 
principles will design themselves and that trial and error is 
a viable strategy. While academia, industry, and government 
convene on larger quantities of nanoproducts, an integra-
tion scheme will slowly become a never-ending nightmare if 
early standards are not adopted. Furthermore, the number of 
interacting particles and subsystem interfaces that make up 
even the most basic nanosystems are exactly the environment 
where systems engineering principles are the most needed.

Molecular and Computational Symbiosis

Nondeterministic self-assembly has deep roots in computer 
science, going as far back as the 1950s and the self-organizing 
patterns initially proposed by Alan Turing.24 His seminal 
work on the computational theory of the mind includes find-
ings between “the state of the system” and overall homoge-
neity and even symmetry. Recent work in examining DNA 
structure and SA are analogous to a bottoms-up fabrication 
approach, and results have shown the ability to create peri-
odic patterns on the molecular scale.25 At the cellular level, 
biological components such as fatty acids, nucleic acids, and 
amino acids continuously work cohesively together to regulate 
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499Stability and Uncertainty in Self-Assembled Systems

processes to achieve stability. Biological examples abound, 
and one that is clearly illuminating is the assembly of a bacte-
rial flagellum.

Amazingly, the flagellum is a motor organelle and a pro-
tein export and assembly device. Six of the components of the 
export apparatus are now believed to be located within the 
flagellar basal body.26 While it appears similar to the man-
made outboard motor, this flagellum assembles spontaneously 
with high degrees of regulation from neighboring proteins and 
nucleic acid instructions. As shown in Figure 17.3,27 the assem-
bly occurs as a linear process in a highly specified order of for-
mation: base, hook, and filament. A key critical process that 
occurs in this “system” assembly is that once the base is built, 
the remaining parts are assembled from a variety of proteins 
exported through the base’s center. This type of instructional-
based flow that utilizes feedback to orchestrate a multitude of 
components with robust flexibility is a shining example from 
nature of successful systems engineering at the molecular 
scale.28

New developments in technology have aided in determin-
ing such critical links between the parts and processes within 
the cell. Current research using photo-activated localization 
microscopy (PALM) has allowed scientists to map the cellu-
lar locations of three proteins central to bacterial chemotaxis 
(the Tar receptor, CheY, and CheW) with a precision of 15 nm. 
These maps support the notion that stochastic self-assembly 
can create and maintain approximately periodic structures in 
biological membranes without direct cytoskeletal involvement 
or active transport.29 Practically, SA offers the possibility to 
organize molecules in a given architecture through a subtle 
interplay between different noncovalent interactions. Thus, 
models of SA are not simply biological but have deep connec-
tions at the chemical and physical layers.

In time, artificial intelligence and man-made computation 
algorithms have started bridging the gap between cellular SA 
and larger and larger systems. Further advancements will be 
made when the components, the regulation and feedback, and 
atomic structure are aligned to achieve stability or an optimal 
path toward stability and cyclic SA. The ability to use pro-
tein molecules as fundamental simple machines has allowed 
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500 Systems Engineering for Microscale and Nanoscale Technologies

genetic and biological engineers to create systems and will 
soon pave the way to develop a system of systems. As Drexler 
forecasted, “Advances in the technologies of medicine, space, 
computation and production—and warfare—all depend on our 
ability to arrange atoms.”30 In other words, demonstrating sto-
chastic SA as a viable means of organizing complex entities 
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Hook-Filament junction

Hook Universal joint
Rod
L ring

P ring
Bushing

Outer membrane
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Figure 17.3 Bacterial flagellum. Different shading represent different pro-
tein components.27
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501Stability and Uncertainty in Self-Assembled Systems

into stable structures is a critical result to move from genera-
tion 3 to generation 4 in Figure 17.1.

Computation and artificial intelligence are only in their 
infancy when compared to the evolution of even a simple bac-
terial cell. Analogous to Minsky’s claim of a mind being able 
to function from many “mindless” parts and agents,31 a similar 
mode of thought is required to move nanotechnology forward. In 
this light, machine learning or mechanisms by which computa-
tional techniques can predict trends using supervised and unsu-
pervised learning will be the primary means by which systems 
of molecular systems will be developed over time. Thus, the con-
cepts of uncertainty and feedback are interwoven throughout the 
technological framework of molecular systems. These features 
are not simply the guiding forces toward systems engineering 
optimizations and system stability but are ironically the charac-
teristics of the system that define its powerful capabilities.

Summary

Exploiting molecular uncertainty through flexible control and 
robust feedback, system engineers are poised to utilize sta-
bility and equilibrium heuristics throughout the self-assem-
bly process. It is recognized that other countries besides 
the United States have active, well-funded programs to 
develop nanoscale technologies. These include Japan, China, 
Australia, Singapore, Russia, Israel, Brazil, India, and many 
nations within the European Union. The president of India, 
himself a nuclear physicist, has gone so far as to say that 
advanced nanotechnology must be developed by his country’s 
scientists because, among other things, it “would revolutionize 
the total concepts of future warfare.”32

In the end, policy makers and industry executives have 
their own motivations for such prognostications. However, from 
a scientific and engineering standpoint, the worlds of top-down 
and bottom-up fabrication are colliding at the nanoscale, which 
inherently has molecular and system uncertainties. A system 
approach requires accepting which individual uncertainties 
are worth accepting, which are too critically close to system 
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failure, and what design decisions can be made before, during, 
and after any self-assembly process to still achieve success.
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Introduction

In this chapter, we take a “Kurzweilian” approach [1–3] to 
interpreting some of the technologies discussed thus far and 
cast these into a framework of mechanoevolution, a term 
recently introduced to describe how machines are selected 
by and form symbioses with humans (e.g., [4,5]). Although 
the prediction of specific technologies that may appear in 
the future is typically unreliable, if we place bounds upon 
the limits of sophistication that a technology is capable of 
reaching with a combination of Gould’s Left-Wall Hypothesis 
[6], Shannon’s Information Theory [7], and Carnot’s math-
ematical presentation of the Second Law of Thermodynamics 
[8], some headway might be gained. To do so, we enlist the 
metric, α, Table 18.1, which relates the physical entropy 
generation rate of a specific technology to its mathematical 
information generation rate. In general, the manufacturing 
of both small technologies and very large technologies con-
sumes more energy per unit mass to produce than human-
scale technologies and thus generates more environmental 
entropy per unit mass of product during a production cycle. 
Unexpectedly, however, during their operating life cycle, both 
smaller technologies and larger technologies have superior 
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TABLE 18.1
Nomenclature 

Symbol Meaning Units

b Bits 1

I Information b

I Information processing rate b s–1

E Energy J

kB Boltzmann’s constant 1.38 E-23 J K–1

mEPP Minimum entropy production principle —

MEPP Maximum entropy production principle —

N Gravitational-to-electrostatic-force ratio 1

p Probability 0 – 1

P Power W, J s–1

S Entropy J K–1

S Entropy generation rate J K–1 s–1

S Entropy acceleration rate J K–1 s–2

SU Entropy of the universe J K–1

TH High temperature K

TL Low temperature K

tL Lifetime s

α Entropy-information coefficient or 
“sustainability ratio”

J b–1 K–1

αm Mass-specific entropy-information coefficient J b–1 kg–1 K–1

ϕ Specific power throughput W kg–1

η Efficiency 1

σ Entropy generation rate J K–1 s–1

Ω Energy probability weight 0 – 1

Note: The symbol, H, with dimensions of bits, which has conventionally 
been used to denote Shannon entropy has been avoided in order to 
make the clear distinction between physical entropy, S, with dimen-
sions of joules per kelvin and the abstract amount of information, I, 
with dimensions of bits required to fully describe the entropy of a 
system.
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information-to-entropy ratios than mesoscale technologies. 
The result is that the information throughput density of 
microdevices and likely nanodevices typically “pay off” on an 
energy-invested to quality-of-life basis as compared to their 
predecessors. This is because smaller technologies with high 
information processing rates typically result in a large sav-
ings or beneficial reallocation of human metabolic energy or 
technological energy. This chapter begins with a historical 
perspective on the beginnings of technology, discusses key 
stepping stones, and concludes with a series of vignettes on 
where our technologies may lead us.

Confluence

We have arrived at confluence of our own species’ evolution 
and the “evolution” of our technologies. The confluence of these 
two streams, one biological and the other technological, is 
becoming increasingly intermixed and, in many cases, inex-
tricably so. This confluence has manifested as an irrepressibly 
large number of human as well as ecological symbioses with 
our machines. Just as the downstream waters of two previ-
ously unjoined streams become indistinguishable through the 
embedded micro- and nanotechnologies discussed in Chapter 
16, the boundaries between our technologies and ourselves are 
disappearing.

This syncytium with nature that we have woven with our 
numerous technologies began with our accidental and fortu-
itous discovery of fire. The subsequent mastery of a variety of 
thermal energy sources for supplementing body heat, cooking 
food, and warding off predators essentially pushed us over a 
precipice whereby our ability to funnel energy, and to a lim-
ited extent, entropy gave us a distinct advantage over all other 
species on the planet. What particularly distinguishes man’s 
use of fire to create order and predictability in his immediate 
environment is that it represents our species’ ability to acquire 
energy without eating it. In fact, the mastery of fire was per-
haps the key event that laid the first few stones upon the path 
that has enabled us not only to live more comfortably but also 
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to transform matter through various phases, and, indeed, to 
aggressively and somewhat indiscriminately transform mat-
ter into pure thermal energy, via nuclear weaponry.

Fire was the beginning of mankind’s use of external energy 
sources to produce order; a sequence that began with camp-
fires and gas stoves is now converted to other forms of energy 
via secondary technologies via the power grid that drives addi-
tional technologies such as laptop computers and personal 
digital assistants (PDAs). Indeed, combustion is responsible for 
approximately 85% of all technological energy consumed [9]. 

Nearly all technologies, unlike all biologies, are “born of 
fire.” With very few exceptions, every human on the planet 
relies upon the technological harnessing of energy for main-
taining a high quality of life. The campfire and the gas stove 
serve the purpose of supplying thermal energy to our “corpo-
real selves” and thus enhance the probability of propagating 
our “genetic selves.” The laptop and the PDA, on the other 
hand, consume energy to maintain our “extracorporeal selves” 
and thus serve the purpose of maintaining and distributing 
our “memetic selves” [10].

Entropy Partitioning

The central thesis of this chapter is that the fundamental pur-
pose of our technologies, be they micro, nano, or macro, is to 
partition entropy. Specifically, the sole purpose of all our tech-
nologies is to “deentropicize” our corporeal selves and, in some 
instances, our immediate environment in order to increase 
our probability of survival. In some cases, our technologies are 
used to map the external world, essentially converting that 
which was previously unknown into a useful, abstract, por-
table set of bits. This recording and internalization serve the 
same purpose of direct deentropization. In either case, energy 
must be converted, resulting in a net production of physical 
entropy. It is my contention that the most successful and sus-
tainable technologies will be those that create the greatest 
amount of information while keeping entropy production to a 
minimum.
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Imagine that we were to be suddenly stripped of all technol-
ogies. In a sense, we would cease to be fully human. Imagine 
Bill Gates without the microprocessor, Jeff Gordon without the 
internal combustion engine, or John Glenn without the rocket. 
Each would still be a Homo sapiens, but the human potential of 
each of these men, specifically his ability to rise to prominence 
within the ecosystem, the technosystem, the media, and the 
economic infrastructure, would be diminished to the point that 
each of them would likely be less remarkable. In the absence 
of their respective technologies, Bill Gates might be leading 
an effort to move from dirt scrawlings toward the abacus, Jeff 
Gordon might be domesticating horses, and John Glenn might 
be leading expeditions into uncharted terrestrial destinations. 
However, without their advanced technologies, the amplifica-
tion of their innate human abilities would be greatly damp-
ened. The identity, power, and influence of each of these three 
men, and to a lesser extent the average person, are inextricably 
tied to their abilities to harness the power of their machines.

As described by Kurzweil [3], Chaisson [11,12], and Coren 
[13,14], the trend of increasing complexity of technology across 
all scales from nano to macro will continue to advance in a 
“Moore’s Law fashion” [15], and the next few generations of 
humans will likely include members with abilities beyond 
those alive today. For example, medical technology has already 
enabled people to have better visual acuity than their genetics 
prescribed [16,17]. Recently, it was also proposed that a not-so-
distant singular genetic mutation event led to our enlarged 
brains, and thus mental capacity compared to chimpanzees 
[18]. Presumably, in a simplistic and fundamental way, this 
led to the accelerating sophistication of our technologies.

What specific symbioses will be formed between the emerging tech-
nologies discussed in the preceding chapters of this book and the next 
generation of humans? Whatever form they ultimately take, these 
symbioses will define our fate as a species on this planet and poten-
tially beyond.

This same seemingly irreversible trend toward increased 
human–machine symbiosis permeates our species even with 
very simple technologies. I have chosen to call them irreversible, 
because to abandon our technologies would be an abandonment 
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from our path of competition with other species with the natu-
ral environment and, indeed, with mortality. For the technolo-
gist to do so, would be to make himself “less fit,” so we press on 
with increasingly sophisticated technologies, essentially creat-
ing new worlds of high-tech “guns, germs and steel,” which by 
design, or by default, suppress societies without them. As we 
will see shortly, there are four fundamental paths or modes in 
which a society may choose to proceed. In the author’s opinion, 
the one with the lowest overall S:I ratio, or “sustainability ratio,” 
α, a variable to be defined shortly, is the most likely to persist.

For example, Industrial Revolution technologies such as 
eyeglasses, shovels, spinning wheels, and needles all contrib-
ute to their own selection by consistently performing their 
respective tasks. Each of these technologies, of course, also 
contributes to the “selectability” of their respective users. If we 
briefly examine each of these technologies in a manner similar 
to that taken by Henry Petroski [19], we easily see that eye-
glasses enhance the survival potential of their users by allow-
ing information to stream into the user’s brain at a greater 
rate, I, and to a greater degree of accuracy than would be pos-
sible with the user’s imperfect ocular lens. The shovel, while 
it cannot amplify mechanical power, can amplify mechanical 
stress from foot to soil by a factor of 103 to 106, enabling the 
shoveler to gain access to water or mineral resources more 
quickly than would be possible with more primitive technolo-
gies such as sharp rocks or sticks. Even though water and 
mineral resources are difficult to equate in units of either 
mechanical power, P, or information, b, we will see shortly that 
enhanced access to both enables the user to effectively “bend 
down” his or her own entropy curve (i.e., S < 0), per Ziegler’s 
minimum entropy production principle (mEPP) [20]. (Note 
that a single dot above a symbol denotes the first derivative 
with respect to time, and two dots denote the second deriva-
tive with respect to time.) Shovels and shovel-like technologies 
also give us the ability to sculpt and contour the land in a 
manner that lessens the energy required to navigate the ter-
rain, thus allowing for faster access to additional material or 
information resources. More sophisticated in many ways than 
both eyeglasses and shovels, if only by the presence of moving 
parts, the spinning wheel enables the organization of natural 
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fibers into long, continuous one-dimensional structures to be 
subsequently arranged into membranous structures for main-
taining warmth, avoiding the sun’s rays, or in the case of orna-
mental dress, elevating the perception of one’s social status or 
sexual attractiveness and thus the probability of reproduction. 
The humble needle, a favorite of Petroski, enables the produc-
tion of more sophisticated arrangements of woven fiber-based 
clothes; two-dimensional membranes can now be shaped into 
intersecting tubes to conform to bodies, domesticated animals, 
or technologies. Each of these technologies represents a spe-
cific arrangement of matter that was “selected for” based upon 
its specific ability to interact with light and matter; eyeglasses 
bend light, shovels move soil, spinning wheels funnel fibers, 
and needles guide thread. In all four cases, the specific funnel-
ing of light and matter benefits the human user in ways that 
enhance the practitioner’s Darwinian chances for survival. It 
is the case with each of these technologies and with all tech-
nologies that their ability to control the movement or bending 
of light and matter make the immediate human world less 
entropic and thus more predictable for the human user. A more 
predictable, less entropic world is, of course, one with either 
less randomness or less perceived entropy at the human scale. 
However, since the second law of thermodynamics is never vio-
lated, the reduction in entropy caused by each of these technol-
ogies is channeled to the molecular scale where it is absorbed 
by the environment at a commensurate rate. Thus, it is one of 
the primary theses of this chapter that  S Shum anity universe>  and 
that there is some entropy acceleration that humans are creat-
ing on earth (i.e., S > 0) which is greater than the background 
universal entropy acceleration rate if, indeed, such a metric 
exists. Terrestrially at least, the persistent entropization of 
the environment occurs either via the production of heat or by 
the creation of smaller molecules with less chemical potential 
to perform mechanical work [21,22].

Without the successive discovery or design of each of 
our technologies, beginning with the first sharp stones, we 
would not have climbed our own technological version of what 
Richard Dawkins refers to as “Mount Improbable,” which, in 
fact, is the world as manifest today and which happened one 
genetic mutation at a time over the course of the lives of the 
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~1022 organisms that have lived in the 3.7 billion year history 
of this planet (~108 species multiplied by an average of 1014 

organisms per species) [23]. The difference, of course, between 
biological evolution and technological evolution is that, while 
biology has to “wait” on mutations and material transfer of 
actual genetic material, technology can get away with being 
much more impatient by spreading memetically via whatever 
new technological media emerges. In the case of genetic algo-
rithms used for design optimization, this happens at rates 
as great the speed of light as design algorithms are run on 
computers. Some of the fastest biological generations can 
occur on the order of minutes [24], but technological evolu-
tion can occur even faster. In fact, if you classify some of the 
algorithms written by hedge fund investors to destabilize and 
ultimately crash the markets in 2008 [25] as technologies, 
these have generation cycles on the order of milliseconds.

Just as Spencer Wells is working to trace every human 
alive [26] both temporally and spatially, every technology is 
traceable along a set of discrete steps all the way back to the 
first sharpened stones and the first flames fanned by human-
ity. Even though no such formal study has been conducted, 
presumably every technology could be placed into a specific 
location on a phylogenetic tree in a manner similar to that 
used in evolutionary biology studies [27,28]. A rough outline 
of what such a tree might look like is depicted in Figure 18.1.

Every technology exists in two forms: the purely abstract 
and the purely material. In the case of the airplane, the abstract 
form is the set of drawings, material specifications, and test-
ing protocols required to build the airplane. An abstract form 
of the airplane existed in the notebooks of Leonardo da Vinci 
long before the first successful material form took flight at 
Kitty Hawk. And while the material form of any technology 
ultimately falls prey to entropic effects imposed by its envi-
ronment, the ideal form of the airplane can effectively achieve 
immortality insofar as it lives at least as long as its creator. 
This idea is not completely new. It was first proposed by Pythia 
of Delphi nearly 3000 years ago when deliberating whether 
a boat that had been slowly patched and rebuilt until none 
of the original material remained was indeed the same boat. 
The instructions for building an airplane can be maintained 
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unmutated as long as proper backups are made on reliable 
media, be they paper, magnetic media, or stone. Each of these 
media will also ultimately fall prey to entropy, as long as the 
copying is robust, the airplane, or any technology, will remain 
immortal. Even as the material forms of all of our technologies 
undergo perpetual negative mutations, ultimately becoming a 
dispersed set of atoms, molecules, or fragments of metal, glass, 
and plastic with no apparent relation to its former structure, 
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Figure 18.1  A phylogenetic tree of technology, with the past to the left 
and the present on the right. Larger technologies are at the top, and 
smaller ones are on the bottom. Conceivably, every technology has a pre-
decessor, or in some cases, multiple “parents.” An obvious example is the 
Swiss Army Knife, which is a combination of multiple tools or technologies. 
Technologies, however, unlike biologies, do not require direct transfer of 
matter from parent to child, and mutations are not bound by naturally 
dictated generation cycles. Actual lineages of inheritance have been left 
out of this figure. A more complete version would have lines connecting 
each technology, just as a biological phylogenetic tree would. Similar to a 
biological phylogenetic tree, specific genes may emerge at multiple times. 
Unlike a biological phylogenetic tree, individual technologies may have 
more than two “parents.”
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with the proper maintenance of our oral and written tradi-
tions, our technologies can attain immortality. However, as 
we have already transformed the planet’s biosphere to a point 
that it unfortunately will require additional vigilance, if not 
maintenance, we will likely find little use for many of the tech-
nologies that were responsible for its transformation.

Information and Entropy

While composing this chapter, finding an author who had pre-
viously fully captured the central theme was difficult. There 
have been a few attempts to unify the works of Shannon and 
Carnot, but most have been unsatisfactory. However, the invo-
cation of the works of both of these engineers, along with con-
tributions from Gibbs and Darwin, are necessary if we are 
to develop a comprehensive framework for predicting future 
technologies. Perhaps the closest echoing of this chapter’s 
central point was made recently by Matt Ridley in Genome.29 
Ridley was quoted by Dawkins in the Oxford Book of Modern 
Science Writing, stating that

Shannon’s idea is that information and entropy are opposite faces of 
the same coin and that both have an intimate link with energy. The 
less entropy a system has, the more information it contains. A steam 
engine parcels out entropy to generate energy because of the informa-
tion injected into it by the designer. (p. 16)

These three sentences mention three key metrics for compar-
ing technologies: energy, entropy, and information. Although 
concise and thought provoking, these three sentences contain 
at least one flaw as well as an oversight. The flaw is that an 
engine does not generate energy, it transforms energy from 
chemical to mechanical, which ultimately becomes thermal, a 
concept not clearly understood or appreciated by a surprising 
number of engineers and scientists. A steam engine has a com-
bustion chamber as well as a closed system of interconnected 
chambers for converting liquid water to steam and back. This 
cycle of hot and cold exploits water’s expansion and contrac-
tion as it moves through the engine. This expansion and 
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contraction then converts a change in gas volume to a linear 
displacement, which is then converted to a rotational motion 
used to drive wheels, gears, and so forth. The end result, of 
course, is the transportation of humans from one location to 
another, the plowing of a field, or the production of an electric 
field to supply computing power, motive power, chemical poten-
tial, and so forth [9]. Ridley’s oversight is in “the less entropy a 
system has, the more information it contains.” Of course, the 
reverse is true: more information is required to fully describe 
systems with more entropy. Greater entropy may be the result 
of either a greater quantity of matter to describe or a greater 
number of configurations available to a system in proportion 
to its temperature via the Boltzmann distribution (Box 18.1). 
What Ridley seems to be hinting at is the fact that Shannon 
entropy and Gibbs entropy may be expressed similarly. The 
difference, of course, is in the fact that Shannon entropy has 
dimensions of bits and Gibbs entropy has dimensions of joules 
per kelvin (Table 18.1).

BOX 18.1

Gibbs entropy, which is physical in nature, and has dimen-
sions of energy per temperature is typically written as

 S = kB ln(Ωi(Ei))

where kB is Boltzmann’s constant, Ei is the set of all pos-
sible energy states with weights Ωi. Shannon entropy, or 
what we define here more unambiguously as Shannon 
information, is expressed as

 I = –Σ pi log2 pi,

where pi is the probability of a given symbol occurring 
within a message. Both entropy and information are sca-
lar values and both are extensive (extrinsic) values, in 
contrast to metrics such as temperature which is intensive 
(intrinsic). However, just as a scalar such as temperature 
or pressure may be used to describe a multidimensional 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
29

 1
2 

M
ay

 2
01

6 



517The Role of Mechanoevolution in Predicting the Future

physical system and just as a digitized three-dimensional 
(3D) computer-aided drawing may be sent as a dimension-
less sequence of bits, both entropy and information can be 
used to characterize and thus evaluate disparate systems, 
thus making them ideal metrics for evaluating technolo-
gies via a single scalar, α, which will be defined later in 
the chapter. Again, the critical distinction to make and 
one that is frequently overlooked in the literature is that 
physical entropy, or more succinctly entropy, is always 
evaluated in units such as joules per kelvin. Information, 
which is dimensionless, has units of bits. Having made 
this distinction, there have been previous attempts to 
establish a relationship between entropy and informa-
tion (John Avery, Information Theory and Evolution, 
2003). For example, a physical system with less entropy 
takes less information to describe. A radio signal that is 
100% “noise” takes more information to record, store, and 
reproduce than one transmitting a “pure” tone. A physi-
cal system with a greater mass, temperature, and num-
ber of chemical constituents is likely to be more entropic 
than a small amount of pure substance at low tempera-
ture. Commensurately, a greater amount of information 
is required to completely describe the larger, hotter, less 
pure system and less is required to describe the small 
cool pure one. Paradoxically though, it may require more 
energy to maintain the small, cool, pure system than 
the large hot multicomponent system depending upon 
how far from equilibrium the two systems are. Certainly 
there exists a unique minimal amount of information, Im, 
required to reproduce a given technology. Furthermore, 
this amount of information is media-independent. For 
example, the information required to reproduce a given 
physical manifestation of a steam engine could just as 
readily be transferred via memory stick as it could via 
blueprints. However, normalizing the bit density on an 
energy, mass, or volume basis, the memory stick will 
likely be superior to that of the blueprint. Shannon 
also explored message fidelity on an energy basis when 
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518 Systems Engineering for Microscale and Nanoscale Technologies

Thus, Ridley would be more correct in stating that “the greater 
a system’s ability to partition entropy, the more information 
required to design it.” This statement has held true from the 
very early Savery → Newcomen → Watt steam engine devel-
opment that occurred 200 years ago to the improvements in 
microscale and nanoscale technologies that are occurring 
today. As Ridley points out, the system only remains success-
ful if it continues to maintain a low entropy state (i.e., not 
exploding or corroding). But ironically, the most successful 
machine may be one that requires relatively little information 
to describe. The “information injected into it by the engineer” 

considering the “cost” of sending an error-free message 
with a given amount of signal power. So while the num-
ber of bits required to reproduce a given technology must 
have some minimum value, the efficiency of its reproduc-
tion will be media-dependent. It is also worth extending 
the discussion to the environmentally dependent entropy 
production rates of any heat engine. For example, the 
engine will have a greater Carnot efficiency when operat-
ing in a colder environment. If we assume that the engine 
operates at a given internal temperature of TH and an 
environmental temperature of TL, the Carnot efficiency is 
expressed as η = (TH – TL)/TH. Thus, if we fix TH at the safe 
upper limit for the engine, it will operate more efficiently 
in a cooler temperature. In principle, this would be abso-
lute zero. However, practical constraints such as main-
taining water in liquid form must also be considered. For 
example, a steam engine, or any heat engine, operating 
at a greater temperature will need to do more irreversible 
work and thus generate more entropy in order to over-
come the same (i.e., gravitational) energy barrier than it 
would at a lesser temperature. In order to create a supe-
rior engine, specifically one that is capable of not melt-
ing at a greater temperature, requires additional time, 
insight, and without question, access to more information 
than was required to create the more archaic engines 
with lower maximum operating temperatures.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
29

 1
2 

M
ay

 2
01

6 



519The Role of Mechanoevolution in Predicting the Future

is, of course, detained in all of the tried and failed attempts 
that were performed prior to arriving at the final embodied 
form. What remains to be seen, however, is if our technologies 
are capable of both reducing human corporeal entropy while 
simultaneously minimally affecting environmental entropy. To 
the author’s knowledge, this has yet to be formally quantified 
[5]. Taking a long-sighted look at the confluence mentioned in 
the opening paragraphs, biological and technological evolution 
may be plotted qualitatively and approximately with general 
complexity as a function of time. This exponentially increas-
ing complexity in both the technological and biological realms 
is depicted in Figure 18.2. Similar plots have been made by 
cosmic evolutionist Eric Chaisson [11] who has chosen specific 
energy throughput, ϕ, with dimensions of energy per time per 
mass as an ever-increasing variable with no apparent bound 
to describe how much energy passes through a system of a 
given mass per unit time. Nature constantly produces systems 
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Figure 18.2  Qualitative representation of the relative rates of complexity 
acceleration in the biological and technological spheres. The abscissa is log-
arithmic time in years. The left ordinate represents a relative complexity 
metric for machine complexity, roughly quantified as the number of parts 
in a machine. The right ordinate represents a relative complexity metric 
for biological complexity, roughly quantified as the number of molecular 
interactions or potential to produce a wide spectrum of behavioral charac-
teristics. The point of convergence is Kurzweil’s singularity. (See Kurzweil, 
R., The Singularity Is Near: When Humans Transcend Biology. 2005, New 
York: Viking.)
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520 Systems Engineering for Microscale and Nanoscale Technologies

capable of greater amounts of specific energy throughput [12]. 
Chaisson attributes this propensity to the very expansion of 
the universe and to the thermal gradient that typically exists 
between radiant bodies and massive bodies (i.e., the sun is hot-
ter than its planets; thus, thermal energy flows from the sun to 
the planets “down” the thermal gradient). Specifically, he states 
that as hot as the sun is, its power per unit mass is relatively 
paltry in comparison to a living organism or an energy-hun-
gry technology. The earth essentially “feeds” upon the “waste” 
radiation from the sun. And just as the steam engine must 
maintain a specific configuration to continue to convert energy, 
so must photosystems I and II as they convert radiant energy 
to chemical energy [30]. In fact, as discussed in Chapter 15 on 
micro- and nanosolar technologies, we have a long way to go 
until we have achieved anywhere close to the efficacy of pho-
tosystem I (PSI) and photosystem  II (PSII), with molecular 
weights of a few hundred kDa, dimensions of tens of nm, are 
found at a density of a few thousand per cubic micrometer and 
thus, have a global quantity of 1033 and convert radiant energy 
from photons to electrons at a rate of 5 × 1031 per second and at 
ambient temperatures. Meanwhile, our typical industrial-scale 
solar cells have efficiencies of 10% and typically generate sub-
stantial heat as a result of electron transfer. Micro- and nano-
solar technologies that are capable of enhanced biomimicry 
may become an economic and sustainability imperative as we 
approach the “photosynthetic ceiling” [31,32]. For the reader 
not familiar with the photosynthetic ceiling, this is a concept 
introduced by Diamond in 2005 to quantify the ratio between 
human technological energy consumption, which stands near 
16 terawatts (TW) and solar incident radiation, which is approx-
imately 1.6 exawatts (EW). Although it is true that this “ceil-
ing” neglects to include other nonsolar energies such as tidal, 
geothermal, and nuclear (either fission or fusion based), it does 
account for 85% to 90% of our current energy supply, namely 
fossil fuels, which are solar derived. The main point here is 
that in order power our future technologies, be they nano or 
macro, we will need to pay an increasing amount of attention 
to their energy consumption rates. Even if fossil fuel–based 
power generation diminishes (as it certainly must within two 
centuries based upon current reserve-to-consumption ratios), 
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521The Role of Mechanoevolution in Predicting the Future

every technology emits heat; thus, we will have to deal with the 
thermal load of 500 exajoules (EJ) of thermal energy whether 
or not it is hot CO2 or hot non-greenhouse gases.

Plots similar to those used by Chaisson have also been used 
by Coren to explain the saltatory nature of emergent life forms 
and technologies [13,14]. In this case, saltatory, similar to the 
term as used biologically where a process happens in jumps or 
leaps rather than continuous equal increments, implies that 
the “birth” of a new technology typically leads to a spawning of 
numerous other technologies. These then mature and eventu-
ally fizzle, and then a new burst occurs. Before Coren, Gould 
described evolution as saltatory [6]. In fact, Kurzweil has pro-
duced a metaplot of several studies similar to that of Coren’s 
[3]. Of particular interest is the point in the near future where 
machine complexity reaches a level comparable to, or sur-
passes, that of the arguably most complex biological system, 
our own brain. This is roughly represented by the intersection 
of the biological and technological trajectories of Figure 18.2.

According to Kurzweil, this will happen before the close 
of this century, and the implications could be as simple as a 
permanently implanted neural prosthetics for accelerated cog-
nition in a large fraction of the human population to a reality 
as complex as one where all humans achieve a sort of immor-
tality through continuous upgrades to their consciousnesses. 
These “people” will have completely abandoned their own 
carbon-based cognition systems but will be fully “alive” and 
“aware” as “apps” on next-generation computers [2].

We have already seen early manifestations of embed-
ded human–machine symbioses such as cochlear implants 
(Chapter 16) and direct brain interface devices (Chapter 16). 
Presently, these prosthetics are designed as an attempt to 
either restore or mimic normal human capabilities. However, 
there are other recent technologies such as exoskeleton proj-
ects [32], Lasik surgery [17], or of course anabolic steroids [17] 
that have had the effect of allowing a small subset of humans to 
exceed what even the most gifted would be able to achieve nat-
urally. The other manifestation of what the future holds exists 
in the (typically physics violating) art of science fiction. The 
increased prevalence of movies such as Terminator, Ironman, 
Spiderman, and the X-Men are evidence of this trend.
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522 Systems Engineering for Microscale and Nanoscale Technologies

Mechanoevolution

As a first attempt to cast a formal framework for mechanoevo-
lution, let’s classify all machines into four types, numbered I 
through IV (Table 18.2). Each of the four types may be classi-
fied along four bases. The four bases selected are not indepen-
dent. The first basis is “entropy source.” A designation of “no” 
indicates that once the machine or artifact has been manu-
factured, it is susceptible to thermal degradation just as all 
machines and biological systems are. However, in the absence 
of a human operator, it is incapable of generating entropy, but 
simply becomes a victim of environmentally induced entropic 
effects. This is why a Type I machine receives a designation of 
yes/no, rather than a clear “yes” as logic would seem to imply 
from the other fields in the table. A clear example of a Type I 
machine is a garden hoe left outside to weather. While work-
ing the soil, the hoe is dentropicizing the soil, raising lower 
layers to the top to create orderly rows, but once set aside, 
the hoe merely falls prey to entropy. If left alone long enough, 
the hoe becomes soil. We have lived with Type I machines for 
roughly two million years [33,34]. The surface rocks we used 
to form early tools are entropy sinks. Once sharpened, a sur-
face rock becomes more susceptible to wear.

The triage criterion for a Type I machine versus a Type II 
machine is whether or not the machine is capable of accelerat-
ing the universal rate of entropy generation without the direct 
guidance of a human operator. The first Type I machines 
appeared during the Modern Stone Age (MSA), 300  kYa 
to 50  kYa, prior to the Early Stone Age (ESA) 2.5  MYa to 
300 kYa, which produced stone artifacts but nothing resem-
bling the honed tools of the MSA. The transition from ESA to 
MSA could roughly approximate the likely unabrupt transi-
tion from the predominate usage of tools with only a single 
part (i.e., the hand-axe of Galeria and Gran Dolina to the 
prevalent usage of spear points), which would have needed at 
least three parts: tip, shaft, and binding. This transition is 
located at roughly the “5” on the abscissa of Figure 18.2
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523The Role of Mechanoevolution in Predicting the Future

Clearly the bases “entropy relation” and “motorized” of 
Table 18.2 are nearly perfectly correlated and, thus, techni-
cally do not compose a mathematical basis. However, if we 
imagine a scenario where all tools are being used all of the 
time, Table 18.1 becomes one with “yes” along and below the 
diagonal and “no” above. Were we to be able to hit a “pause” 
button on all human activity and observe the resulting behav-
ior of our technologies, the yes/no of the upper left corner 
would become a “no.” If this imaginary pause button were to 
be held long enough, “no” would ultimately fill in the entire 
table. Thus, the basis with four axes is not a true mathemati-
cal basis because all four are not strictly independent. In 
other words, the presence or absence of a human operator is 
ultimately responsible for the immediate classification of the 
machine; a Type I machine becomes an entropy source rather 
than a sink when in the hands of its operator.

For better or worse, frequently, the advancement of weap-
ons technology drives the advancement of our understand-
ing of light and matter more than any other applied science. 
This is symbolized by the catapult of and continues through 
the development of TNT, napalm, and into the present with 

TABLE 18.2
Categorization and Examples of the Four Basic Machine Types

Machine 
Type

Entropy 
Source Motorized

Self-
Operating

Self-
Regenerating Examples

I yes/no no no no shovel, 
wheelbarrow

II yes yes no no power 
lawnmower, 
power 
screwdriver

III yes yes yes no auto-piloted 
airplane, 
computer 
server cluster

IV yes yes yes yes self-replicating 
robot, 
artificial 
organelle
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524 Systems Engineering for Microscale and Nanoscale Technologies

technologies, such as the F-35 Joint Strike Fighter (JSF), 
which has been touted as the most technologically sophisti-
cated single machine conceived by humankind, (www.jsf.mil/). 
Other obvious examples of exceptionally complex machines 
include the International Space Station (ISS) and the Hubble 
Space Telescope (HST). Each of these three “big” technologies, 
the JSF, the ISS, and the HST, can be classified as bridges 
between Type II and Type III machines. Each has the ability 
to extract chemical or radiant energy from the environment, 
maintain a trajectory somewhat autonomously, and sense its 
environment in a semiautonomous manner. The general pur-
pose of each of these advanced technologies, as with any tech-
nology, is twofold. The first is to give their operators access to 
information about the environment which those who do not 
possess the technology cannot access. The second, more subtle 
but implicit purpose, is to “shed entropy” via the maximum 
entropy production principle (MEPP) [20] onto those without 
access to the technology. The contrapositive to “entropy shed-
ding” is “information shielding.” Whereas entropy shedding 
onto one’s enemy gives the shedder the upper hand, “informa-
tion shielding” has the same end effect—greater probability 
of survival of the shedder and reduced probability of survival 
of the shedee. All three of these technologies, either by design 
or by their very nature, shield their information from people 
without the ability, access, or interest to comprehend it.

To a crude approximation, the JSF, the ISS, and the HST 
are leaf blowers. The owner of the leaf blower uses the blower, 
a Type II machine, to deentropicize his or her swath of the 
earth’s surface. The typical purpose of this is to enhance the 
appearance of the landscape by removing leaves that would 
either be tracked into the house, clog the street gutter, or 
leave an impression of slovenliness to passersby. The resulting 
physical entropy spread from the blower’s use may be quanti-
fied via the second law as

 S Q T= ⋅ −1  (18.1)

where ∆S is the change in entropy of the environment, ∆Q 
is the chemical energy consumed by the engine, and T is the 
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525The Role of Mechanoevolution in Predicting the Future

operating temperature of the machine. Gasoline has an energy 
density of roughly 50 MJ·kg–1. Thus, if the blower is consuming 
chemical energy at a rate of 1 kW, then it is generating entropy 
at a rate of approximately 3.3  J·s–1·K–1 or a mass-specific 

entropy generation rate of about 0.67 J·s–1·K–1 kg–1. More chal-
lenging is to quantify both the information embodied in the 
leaf blower as well as the information gained as a result of 
the leaves being blown. However, the amount is equivalent 
to the number of bits required to store the mechanical draw-
ings used to manufacture each part (~200 Mb), the assembly 
instructions (~50 Mb), the operating instructions (~0.5 Mb), 
and the formulation for the fuel (~0.1 Mb). In the case of the 
leaf blower, there is no obvious resulting information gain to 
the user. And, in terms of its information processing, because 
it does not have an on-board computers, it essentially has an 
information processing rate of one bit per unit time that it is 
on since it is in only two states. The lawn may now be visible, 
but the information required to encode this image is likely less 
than that required to encode the image of the leaves. Turning 
back to our three more advanced technologies, the JSF, the 
ISS, and the HST, each of these have mass-specific entropy 
generation rates of 113, 0.45, and 0.07 W/K/kg, respectively.

The JSF, the ISS, and the HST consume energy at a rate 
of 34 MW, 500 kW, and 2250 W, respectively. The purpose of 
the JSF is to entropicize the enemy, the purpose of the HST 
is to collect information on the state of the universe, and the 
purpose of the ISS is to explore the potential for living beyond 
the confines of our planet. Notably, if a Kurzweilian future 
becomes manifest and we avoid asteroid impact, efforts of the 
ISS become moot. So how are three of the most advanced tech-
nologies like a leaf blower? Like the JSF, the leaf blower sprays 
entropy elsewhere, leaving the operator to enjoy an environ-
ment devoid of intrusive organic debris. Like the ISS, the leaf 
blower creates a habitat for its user that is devoid of organic 
particulate matter. Like the HST, the leaf blower allows the 
user to know where all foreign objects lie. In this regard, 
the leaf blower may be superior to the HST in that it can put 
the foreign objects, however inefficiently, into a pile. The same 
measurements may be made of any technology, regardless of 
scale. Micro- and nanoscale technologies of course have lower 
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masses, and because most are typically designed for informa-
tion processing (i.e., integrated circuits), they have greater 
specific information throughput rates as well as comparable 
specific power throughput rates and, thus, greater specific 
entropy generation rates with respect to the ambient environ-
ment than the larger technologies. In fact, the estimates for 
the information throughput rates for the large technologies 
discussed thus far were based primarily upon the number of 
processors that each has.

Entropy Generation Rate and 
Background Entropy

How does the entropy generation rate of a given technology 
compare to the overall background entropy generation rate of 
the universe? In other words, how far above the background 
rate of entropy increase is a given technology and is there a 
limit to this? Lloyd recently discussed the limit [36] but again 
did not make the distinction between entropy and informa-
tion. According to Chaisson, the universe reached maximum 
entropy after only a small fraction of its current age [11]. 
Questions that remain unanswered from Chaisson’s work, 
however, are the effects of the expansion of space. For example, 
is the universe becoming more entropic simply because there 
is more physical space and, thus, a longer ledger required 
to track all 1080 particles, or is the universe becoming more 
entropic because the various energy manifestations (i.e., mate-
rial, electromagnetic, etc.) have yet to come to equilibrium? 
Also, there is continuing debate about the entropy at the event 
horizon of a black hole and the information thus required to 
describe its behavior (Grabbe 2006) [64]. Nevertheless, what 
is certainly clear of any terrestrial system, either biological or 
technological, is that both use their embodied information to 
partition entropy by exploiting the second law. As long as ther-
mal gradients exist, such as the one between the earth and 
the sun, there will be “free” energy available to drive biologi-
cal and technological engines. For six of the most prevalent 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
29

 1
2 

M
ay

 2
01

6 
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technological engines such as the Atkinson, Brayton, Otto, 
Dual, Miller, and Diesel [37] defined maximization of the eco-
logical function

 E P T S= − 0
  (18.2)

to be the limit of technological “effectiveness.” In Equation 18.2, 
E has dimensions of power per effectiveness, P is the power out-
put of one cycle, T0 is the temperature of the environment, and 
S = σ is the entropy generation rate with dimensions of energy 

per Kelvin. This approach has been used by other authors such 
as Angulo-Brown et al. [38] to maximize the effectiveness of 
the power generated by power plants. However, effectiveness 
has been left poorly or completely undefined. Efficacy is the 
more common term for converting between various units or 
dimensions. For example, a reading light is more efficacious if 
the reader can absorb more bits per joule.

We must now establish a working definition of the relation-
ship between energy and information, and a new relationship 
between entropy and information emerges. The first defini-
tion that must be established is that information has dimen-
sion of bits and is a purely abstract (nonphysical) entity, and 
entropy has dimensions of energy per temperature and is physi-
cal. Frequently this distinction is not made. However, the two 
state variables may be related via

  S I= α̂  (18.3)

where α is a system-dependent coefficient defined as the rate at 
which information is generated proportional to the rate at which 
entropy is generated. But as mentioned above, the purpose of 
any technology, be it macroscale or nanoscale, is to partition 
entropy, by reducing it locally at the expense of increasing it 
environmentally. We thus rewrite Equation 18.3 as

  S I= α  (18.4)

where the ∆ represents the difference between the mEPP and 
the MEPP (i.e., ∆S = SMEPP – SmEPP).
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This relation is similar to Shannon’s original work in the 
field of data transmission, specifically, how many bits of infor-
mation can be reliably transmitted per energy consumed per 
unit time [7].

A distinction was made between the maximum entropy 
production rate (MEPP) and the minimum entropy produc-
tion principle (mEPP) by [20]. These two curves represent the 
upper and lower curves of Figure 18.1.

The expression in Equation 18.3 must be applicable to all 
technological and biological systems. For example, as a large 
organism uses its sensory organs, it does so to gain access 
to information about its environment. Of particular interest 
is the location of potential predators or other threats to the 
organism’s corporeal self. For humans, the power devoted to 
vision is on the order of 2 to 3 watts, and the rate of informa-
tion throughput can range anywhere from a few dozen bits 
per second for a slow reader reading a newspaper to several 
gigabits per second for someone moving through a richer four-
dimensional space such as an National Basketball Association 
(NBA) basketball player, a surgeon, or someone panning for 
gold. However, on this topic a more detailed analysis is war-
ranted. In The User Illusion, Tor Norretranders discusses the 
“user illusion” in computing the desktop graphical user inter-
face (GUI): the friendly, comprehensible illusion presented to 
the user to conceal all the bouncing bits and bytes that do the 
actual work [39].

Contemporary gene sequencing machines, such as those 
of 454 Life Sciences, Lynx, Solexa, and Illumina, the GS20 
and the GS FLX Titanium series and, more recently, a Helicos 
Biosciences machine developed by Stephen Quake, consume 
energy at a rate of 1-10 kW and produce genetic informa-
tion about organisms at a rate of 10 to 10,000 bits per sec-
ond. At a mass of 100 to 1000 kg, this gives them an α of 
0.003 J × s–1 × K–1 and a mass-specific αm = 5 × 10–6. By com-
parison, the JSF, ISS, and HST have αm = 1.2 × 10–10, 9 × 10–13, 
and 6.8 × 10–13, respectively. As gene sequencing machines 
evolve, the information gain rate per energy expenditure rate 
and, thus, entropy generation rate will increase, driving up 
α itself, implying a nonlinear and potentially exponential 
between α and itself—that is,
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529The Role of Mechanoevolution in Predicting the Future

 α  ∝ α (18.5)

In other words, the better a technology is at partition-
ing entropy with minimal information (both embodied and 
throughput), the greater the probability that the particular 
technology will evolve an even greater ability to partition 
entropy. What we have not considered, however, and what 
will be left for future work, is to describe the relationships 
and symbioses among various technologies. As an example, 
consider a technology such as the manufacturing and usage 
of carbon nanotubes, which have already found their way into 
several commercial applications such as memory devices and 
structural materials as mentioned in Chapter 7. Currently, 
these are manufactured in vacuum furnaces at high tempera-
ture and low pressure. A constant input of energy is required 
to maintain these gradients. Current prices of carbon nano-
tubes are primarily driven by research and development costs 
as well as by the specific chemistry and morphology being 
produced, but as the research and development costs become 
absorbed by emerging markets, what remains to be seen is 
whether energetic costs will come into play in dictating the 
market value as appears to be the case with the manufactur-
ing of silicon-based photovoltaic cells. Silicon, phosphorous, 
and boron are all cheap. The manufacturing time and manu-
facturing energy required to essentially drive the entropy out 
of them by arranging them in a single-crystal form is not. The 
same is true of carbon nanotubes, carbon nanowires, and so 
forth. Each must be manufactured bottom-up, one atom at a 
time, and thus intimately linking a monetary cost function 
with the “negentropy” that essentially flows into an assembly 
of atoms in a highly unlikely, yet highly repetitive configura-
tion. Just as a full description of a silicon crystal requires only 
the specification of the relative three-dimensional positions of 
fewer than 10 unit-cell atoms and the gross dimensions of the 
crystal requires relatively little information, a full descrip-
tion of a multiwalled carbon nanotube requires relatively little 
information: chirality, number of walls, and length. The point 
here is that, typically, a relatively greater amount of time, 
temperature, and money is required to create a material with 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

3:
29

 1
2 

M
ay

 2
01

6 



530 Systems Engineering for Microscale and Nanoscale Technologies

relatively little information content as quantified by the num-
ber of bits to specify the locations of all the atoms.

However, consider the case where there are a few impuri-
ties in the single-walled carbon nanotube. Not only does this 
configuration require a commensurately greater number of 
bits to describe exactly where these imperfections are, but now 
the technology that employs the nanotubes should, if our pre-
diction of Figure 18.3 is correct, for the same, α, almost cer-
tainly result in a greater fraction of ∆S ending up above SU. 
Specifically, let’s say that a new membranous material com-
posed of one continuous carbon nanotube has been developed 
and woven into an enormous sheet to replace the failed levies 
of New Orleans. If the sheet is indeed pure, one need only know 
the chemistry, the weave pattern, and the extent of the fab-
ric. However, if impurities exist in the continuous tube, it will 
be weaker in proportion to the number of impurities [39–41]; 
thus, while it may be capable of maintaining a relatively low 
mEPP for some time, protecting those within the membrane 
from destructive pressure gradients, given a large enough load 
and enough time, the membrane will rupture, resulting not 
only in a shift in the environmental entropy above SU, but will 
also eliminate the portion of ∆S represented by SU – SmEPP.

Carbon sequestration, which will increasingly become a by-
product of microfabrication and nanofabrication, in large, pres-
surized concentrated regions is likely a bad idea because of its 

S

tL

ME
PP

SU
α İ

mEPP

Figure 18.3  The relationship between the maximum entropy production 
principle (MEPP), the minimum entropy production principle (mEPP), and 
the rate of information throughput, I. The coefficient, α, defines a given 
technology’s ability to partition entropy. The greater a technology’s α, the 
better that technology is at reducing its user’s local entropy level against 
the universal rate of entropy increase SU , and maximizing entropy shed to 
the environment.
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531The Role of Mechanoevolution in Predicting the Future

relevance to contemporary environmental concerns. Pumping 
a gas that is a toxin to much of life on earth, especially in 
pressurized tanks, virtually ensures that at some point these 
vaults will rupture, killing all nearby life in a blanket of suffo-
cation. What was an ordered, low information content concen-
tration of gas becomes a disorderly array of dying organisms.

Whether or not the universe became “fully entropicized” 
very early as Chaisson suggests, deserves further attention. 
However, what is clear is that without entropy gradients, 
energy would not flow and life would be incapable of tapping 
into “free energy” reserves. So as Gibbs, to some degree [21], 
and later Schrödinger pointed out [43], we thrive on entropy 
gradients and amplify them. Eventually, as with the carbon 
nanotube levy example, the boundaries fail and the gradi-
ents vanish into a more entropic state than at earlier times. 
The collapse of the Twin Towers represents the rapid dimin-
ishment of the entropy partitioning they were performing 
for over 30 years. The resulting pile of technological rubble 
and biological death that resulted greatly entropicized lower 
Manhattan and produced a drop in the Stock Market volume, 
which represents reduced information partitioning. The clos-
ing of this entropy partition is depicted as the collapsing bub-
ble in the upper right of Figure 18.4.

However, in Ian Morris’ recent work, Why the West Rules for 
Now [65], he included a cofactor that he terms energy capture 
as a metric for discrepancies in the relative success of Western 
versus Eastern societies. His basic argument is that Western 
societies have either had greater access to agricultural energy 
either via biological, climatological, or geographical dispari-
ties. This brings up the fundamental question of what the best 
metric might be for measuring the success of a society. Is it 
merely a society’s ability to exploit natural resources, be they 
material or energetic? Is a society’s success measured by its 
financial resources? Certainly these two contribute, but the 
more fundamental metric for measuring a society’s success 
is certainly the quality of the physical and mental, health of 
its citizens. Frequently, greater access to material, energetic, 
and financial resources results in superior physical and men-
tal health. However, when material extraction (i.e., mining or 
energy consumption [i.e., carbon-based combustion], result in 
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532 Systems Engineering for Microscale and Nanoscale Technologies

“excessive entropization” of the environment [i.e., watershed 
pollution and anthropogenic climate change], then, surely, the 
measure of success is diminished when the society ends up 
“drowning in its own entropy”).

If you are reading this chapter on a computer or other 
microelectronic device, energy is flowing through the machine 
at Chaisson’s energy throughput rate, ϕ, and information, I, is 
also flowing from it into your visual cortex and then through 
the language processing regions of your brain to then be 
transformed and stored in your neural circuits. In this spe-
cific example, the energy throughput rate is approximately 
25 W·kg–1. A laptop runs at approximately 100 W and weighs 
approximately 4 kg. Reading rates vary, but range from 100 to 
1000 words per minute. This is the equivalent of 200 bits per 
second. Thus, α for reading on a laptop is approximately

 α = = − −




S
I

0 0016. J b K1 1 . (18.6)

New microtechnologies such as microengineered lithium-ion 
battery technologies and microcapacitive screen technologies 

SE

t

t

t

SC

SU

Figure 18.4  Three possible scenarios for entropy production in the uni-
verse. In the foreground, in black is the overall entropy increase of the 
universe, SU. Just above this in dark gray is depicted a region of the uni-
verse such as the earth where life has used its information base to partition 
entropy, SE. At the top of the figure in light gray is depicted a region of the 
universe where entropy partitioning began but collapsed as perhaps by war 
or overexploitation of the environment, SC.
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533The Role of Mechanoevolution in Predicting the Future

have enabled information to flow from these devices nearly 
as rapidly as from a newspaper and with less environmental 
entropy produced per bit.

An increasing fraction of our technological primary 
energy consumption is being funneled into power micro-
devices and in researching nanodevices. Already, we are 
within four orders of magnitude of Diamond’s photosyn-
thetic limit [31]. In other words, we use the equivalent of 
1% of 1% of the sun’s incident energy for heating, cooling, 
transportation, manufacturing, and now computing. This 
occurs on a continuous basis. We do not, in fact, harvest 1% 
of 1% of solar energy directly for purposes such as water 
heating, electricity generation, or transportation. But we do 
consume as a species approximately 200 megajoules (MJ) of 
technological energy per day, which is the equivalent to the 
solar energy received by 10 to 20 square meters at typical 
location in a day. With conversion efficiencies of 10%, this 
requirement raises to 100 to 200 square meters. It also does 
not account for metabolic energy, which is 10 MJ per day 
and has an efficiency of a, fraction of 1%. All of our tech-
nological and metabolic energy consumption is consumed 
for the purpose of maintaining our corporeal selves, a large 
fraction of which is devoted to brain maintenance. So, argu-
ably, whatever fraction of metabolic energy is not spent on 
genetic reproduction is spent on memetic production, repro-
duction, and consumption. Computers are the preferred 
media for spreading memes.

Sustainability

Already computing and the Internet allow us to share infor-
mation at a rate that well exceeds our collective abilities to 
process it. What remains to be seen, however, is whether a 
greater number of bits per joule will result in a decrease or 
an increase in joules per capita per unit time. Obviously, in 
order to become sustainable, new microtechnologies and nano-
technologies must be capable of delivering to their users infor-
mation cost-effectively in order to avoid energy-hungry and 
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534 Systems Engineering for Microscale and Nanoscale Technologies

entropy-intensive consequences (in other words, devices with 
a large I and a small ϕ and S, or equivalently a small α). A 
few simple examples are the new remote home power monitor-
ing systems, small remote seismographs for regions with poor 
infrastructure, or portable health-care devices. Respectively, 
these represent a saved trip home to turn off the furnace, an 
expensive search and rescue mission, or emergency trips to 
the hospital. The overall goal of sustainability as we move to 
adopt a greater number of microdevices and nanodevices is 
thus threefold:

 1. Reduce the entropy of our corporeal selves for the 
purpose of sustaining our own lives or enhancing the 
probability of our own genes, stored in the DNA of our 
children, or enhancing the probability of survivability 
of our memes through what is typically referred to as 
the “grandmother hypothesis” [44].

 2. Increase the entropy level in the environment of com-
petitors or enemies. This is carried out constantly 
through direct warfare such as the 9/11 bombings, the 
use of radar jamming equipment, or the use of chemi-
cals to kill plants and animals.

 3. Increase the access level to pure information, which 
serves the purpose of driving points 1 and 2. This is 
done on an individual organism level, a societal level, 
and likely at a genetic level with individual genes 
within a single organism competing as well as cooper-
ating for expression levels.

It may even be fair to conclude that when the majority of 
human technological artifacts are engineered at the atomic 
scale, they will be fully capable of converging with the extant 
biologies. In many ways, they could become fully and inextri-
cably symbiotic with us at a molecular level, just as mitochon-
dria became inextricably symbiotic with a separate discrete 
cell early in the history of life. 

We live in what Martin Rees calls the mesoscale [45]. In 
fact, it is the specific ratio, N, between the magnitude of the 
force of gravity at our planet’s surface and the magnitude 
of electrostatic forces between the molecules within living 
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535The Role of Mechanoevolution in Predicting the Future

organisms on our planet that allow for the rich diversity of 
life that we see. Each human is composed of between 1028 
and 1029 atoms. If the smallest object that humans typically 
manipulate is a pin and the largest object is a sofa, then we 
manipulate agglomerations of matter that are between 100 
mg and 100 kg, or between 1021 and 1029 atoms, with our bare 
hands. With the advent of optical microscopy, the lower end 
of this range drops by one or two orders of magnitude. With 
the advent of the internal combustion engine and conven-
tional rocketry, we can move masses on the order of 500 mil-
lion kilograms or between 1034 and 1035 atoms (many more 
times this much mass was moved during some of the largest 
atomic weapons detonations, but not in an orderly manner). A 
distinction is necessary between mass moved and mass trans-
ported, because modern nuclear weapons tests can be sensed 
from across the planet, but the energy released by some of the 
largest nuclear weapons, approximately 200 gigajoules (GJ) is 
enough energy to give every human on the planet a trip into 
space of 70 km, or to give one fifth of the planet’s population a 
trip to the International Space Station.

Paradoxically, it is our continued ability to manipulate 
matter at the microscale and nanoscale that has enabled the 
movement of such large quantities of mass and energy. Also 
somewhat paradoxically, some of the largest energy-consuming 
scientific instruments are required to probe some of the small-
est and transient particles in the universe. And it is likely that 
advances in computing will further enable this. Moore’s law 
has held true for over four decades and has been written about 
extensively. In fact, in a recent paper by Seth Lloyd [46], he 
predicts that the ultimate limit of a computer with a mass of 1 
kg and a volume of 1 L is capable of performing 5.4258 × 1050 
calculations per second, which falls well beyond Kurzweil’s 
singularity, and which itself occurs when computers operate 
at 1014 to 1015 calculations per second. Unfortunately, in the 
Lloyd ultimate computer, all of the mass turns to energy, so it 
is not clear whether the “information” generated will be use-
ful, or purely entropic.

Another idea that is germane to our discussion of the evolu-
tionary trajectory that technologies might take is Gould’s “left 
wall hypothesis” [47], namely, that most living organisms exist 
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at some average level of complexity with fewer complex organ-
isms being capable of living far out to the right on the complex-
ity scale, and those that live too far to the left are incapable 
of survival and are thus consumed. This is certainly true of 
technologies as well. For example, some of the most primitive 
and simple technologies, such as knives, utensils, and other 
hand tools demonstrate utility over entire lifetimes and fre-
quently over many generations, whereas complex technologies, 
such as personal computers, automobiles, and cellular phones, 
are considered old well before their first decade.

In 1943, Salvador Luria demonstrated that when exposed 
to environmental challenges or opportunities, bacteria both 
retool their metabolic and defensive molecular machinery to 
enhance their probability of survival, tL, by simultaneously 
maintaining their energy throughput, ϕ [48]. Telomerase and 
its embodied information plays a similar role in maintaining 
the material integrity of the distal-most ends of ends of our 
precious chromosomes. Remarkably, but not surprisingly, the 
ability of these molecular machines, designed through natu-
ral selection to simultaneously deentropicize a cell by cobbling 
together stray nucleic acids and chemically welding them back 
onto the fraying split ends of the double helix, manifests at the 
organism scale. In fact, it appears that, literally, more infor-
mation as embodied in the length of chromosomes increases 
longevity [45]. This is true on an organismal basis, not as a 
cross-species comparison. An organism with a longer genome 
is not necessarily likely to live longer than one with a short 
genome. However, if during cell division, genetic informa-
tion is lost during division, the chance of mortality of healthy 
daughter cells, and thus the organism, in general, diminishes. 
For specific cancers, there may be exceptions whereby the loss 
or mutation of inherited DNA may render a cell immortal yet 
diminish the life span of the organism that carries the result-
ing tumor. By doing so, telomerase reduces the degrees of 
freedom that the cell has by reducing the total number of mol-
ecules in the cell and thus reducing the entropy. It also adds 
to the amount of information contained by the cell. The result 
of this is that the cell and its progeny are more likely to per-
sist longer into the future. Thus, we see that, with the emer-
gence of molecular machines such as telomerase, they seal 
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537The Role of Mechanoevolution in Predicting the Future

their fate as invaluable arrangements of matter that propel 
their host cells farther along the I, ϕ, pL axes (Figure 18.5). 
One way to define the sophistication of a machine is to do so 
on a triaxial basis consisting of the ability to funnel energy at 
a given rate, ϕ, the ability to process information quickly, I, 
and its propensity toward longevity, tL.

Another broader perspective worth exploring on the rela-
tionship between technological evolution and society is the 
complex relationship among scientific thought: the ability to 
program a computer, the ability of other talented people to 
hire computer programmers, and the resulting flow of abstract 
money through machines. Only a tiny fraction of financial 
transactions involve hard currency. Now, most financial trans-
actions are attached to some thread, either through the finan-
cial records kept of a check written, the issuance of a stock 
or bond, or the numerical signature left on a broker’s disk. 
Money has memory [50]. Perhaps the most poignant statement 
in Lanier’s article is

There’s an old cliché that goes “If you want to make money in gam-
bling, own a casino.” The new version is “If you want to make money 
on a financial network, own the server.” If you own the fastest com-
puters with the most access to everyone’s information, you can just 
search for money and it will appear. A clear example of this principle 

pL

φ

İ

Figure 18.5  All technologies or molecular machines may be placed at a 
point on these three axes. P is the extensive power flowing through the 
machine and is directly proportional to the entropy emanating from it, I 
is the rate of information flowing through the machine, and tL is the life-
time of the machine. This plot is intended to suggest that entities that are 
“smart” and powerful have a greater probability of survival.
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538 Systems Engineering for Microscale and Nanoscale Technologies

is the rise of “high-frequency trading,” in which the clan that owns 
the server gets to pull money out of a market before nonmembers can 
even try to make trades. (p. 127)

How does Lanier’s observation apply to the assertion of this 
chapter that the human–machine symbioses that will control 
the future will be ones with the greatest values along the I, ϕ, 
pL axes? We have already seen that each of these three met-
rics, namely the ability to funnel energy, ϕ, and the ability to 
funnel information, I, can determine the ability to do this for 
a long time, pL . There are other situations where the three are 
independent. For example, a machine can be very powerful 
but have a very short lifetime and almost no information pro-
cessing ability. An example is an improvised explosive device 
(IED). A machine may have a very low power requirement but 
have the ability to process a relatively large amount of infor-
mation such as a PDA. Or, a machine may persist for a very 
long time, have no power requirement, and have modest infor-
mation processing capacity, such as an abacus.

Human–Machine Symbiosis

The fallacy of the common misconception that humans are 
“more evolved” than our close genetic relatives the chimpan-
zees implies that all contemporary living organisms may be 
“equally evolved” [18,50]. It is also a misnomer to state that a 
particular machine or a particular human–machine symbio-
sis is more evolved than another. Consider the sophistication 
of a system consisting of a camera being developed for special 
needs children that will allow them to take photographs and 
share them with friends. These students would be nearly non-
ambulatory without their wheelchairs, crutches, and walkers. 
This symbiosis that is developing between the students and 
their ambulatory prosthetics is facilitated by a highly trained 
staff that serves to prevent the students from getting injured 
and to enrich their environments so that their brains stay 
stimulated and engaged. Thus, the system consists of cam-
era, student, and trainer. This is much more sophisticated of 
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a system than any single “normal” human. In earlier societ-
ies, children with these disabilities would not likely have lived 
beyond 1 or 2 years. Thus, even though these people as individ-
uals may be “evolutionarily challenged,” in a purely Darwinian 
sense, through their technological symbioses, they are “more 
human” as were Gates, Glenn, and Gordon. It is, of course, 
the charge of academic leaders at our institutions of advanced 
education to enrich the experiences of their students. It is the 
responsibility of our best aging athletes to provide role models 
for the next generation. It is also the role of our best intellectu-
als to challenge the wise-cracking 18-year-old in the lecture 
hall and the job of the most far-thinking technologists to chal-
lenge the minds and hands of burgeoning and aspiring young 
students to bring into reality the next generation of machines 
that will propel our species to the stars, unravel the molec-
ular mechanisms that make life possible, and to conceive of 
the next generation of micro- and nanotechnologies that will 
make the Kurzweilian dream of human immortality a reality.

Some of the most profound changes to humanity will come 
from what Kurzweil refers to as the NGR revolution: “N” for 
nanotechnology, “G” for genetics, and “R” for robotics. The 
idea is that once each of these fields of study matures, they 
will reach a crescendo where nanoscopic robots are able to 
both read and write genetic code in its native language. Some 
test-tube scale experiments have yielded preliminary results 
[51–53]. However, none of these use nanobots per se. Some 
attempts have been made at scales approaching the nanoscale 
(i.e., [54,55]), but there is always an issue with actuation. We 
are, thus, typically constrained to dealing with small batches 
using conventional bottom-up techniques or frequently pains-
taking top-down techniques (e.g., [56]). For example, in order to 
manipulate even a few femtoliters (1 µm3) of matter to extract 
a single parameter such as Young’s modulus, which can be 
represented with 64 bits of data, from a nanopipette can take 
nearly 1 kW of power and several hours [57]. So, in this case, 
α = 750, or a relatively poor return on information per joule. 
Most of Shakespeare’s works contain approximately 30,000 
words. Someone reading at 500 words per minute and 25 bits 
per word, has an information processing rate of 208 bits per 
second, resulting in α = 0.0016. From the local maximum that 
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emerges in Figure 18.6 wherein α is plotted as a function of 
volume at the mesoscale of about 1 cubic meter, at least for 
the technologies discussed, there is a relatively poor return 
on bits per joule. Or, restated, unless there is substantial 
information processing occurring at a relatively low energy 
consumption rate, the α for a given technology is poor. The 
ISS, JSF, and HST do well because of their on-board comput-
ing power. In general, most other advanced imaging systems 
are going to have relatively large α values because extract-
ing information from very small volumes of space requires 
more energy than does extraction at the human scale. Two 
extreme α values to find would be that of the Search for Extra-
Terrestrial Intelligence (SETI) experiment, which is essen-
tially being conducted with a large number of computers over 
a large fraction of the universe as well as advanced high field 
gradient magnetic resonance imaging techniques or atomic 

Nanopipette experiment

Leaf blower
Gene sequencer

JSF

HT

ISS

Reading

Personal
computer

Human
brain

0.0001                0.01                     1                     100                 10000
V (m3)
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(J 

b–1
 K–1

)

100

1

0.01
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1E–16

Figure 18.6  The technologies discussed in this chapter appear to follow 
a trend, whereby mesoscale technologies have poorer bit return per joule 
invested. The goal of any microtechnology or nanotechnology should logi-
cally demonstrate an economy that has a large bit return per joule invested 
or bit return per entropy unit (J/K). Here, the volume of a personal com-
puter includes the volume of the tower, screen, keyboard, and so forth. The 
single data point indicates a rough estimate. The number of personal com-
puters that are smaller than human brains is large and growing. The point 
indicating “reading” represents the actual act of serial reading one word at 
a time. Consequently, the bit rate is lower and is greater than that required 
of the visual cortex when engaging in an activity such as basketball.
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force microscopy experiments. The difficulty is in defining 
the boundaries of the experiment. The overall goal, however, 
in any advanced experiment or technology is to have a high 
return on information for a low investment in energy and sub-
sequently entropy. We will also develop machines that read 
DNA on a desktop [58,59] that will surpass the gene sequencer 
tag, essentially tunneling from the right side of the curve to 
the left as size diminishes and information production rates 
rise. Also worth noting are still-evolving nanodevices. Many of 
the devices described in Freitas’s Nanomedicine [60] are yet to 
materialize, but these, too, will likely, in principle, have very 
high bit to joule production ratios.

As an additional example of what we discussed in the intro-
ductory paragraphs, consider the portable scanners now being 
made available to remote regions of the world with almost 
no technological infrastructure. A portable scanner such as 
the GE LOGIQ Book XP with a few tens of watts of power is 
capable of collecting information about a pregnant mother’s 
health status and that of her baby at a rate of several million 
bits per second. These form the images on the monitor, all of 
which then become condensed in the mind of the technician 
working locally and the trained expert working remotely. But 
what value of information throughput is the proper metric to 
use here? The number of bits flowing through the machine 
or the binary decision being made by the doctor or clinician: 
administer drug or not, admit to emergency room or not, and 
so forth. In other words, the definition of α may be relativis-
tic in the sense that it is different for different observers. For 
the technician reading the output from the scanner, billions of 
bits move from the scanner’s screen to the technician’s retinas, 
there to be processed at a rate of terahertz in the technician’s 
brain. However, from the patient’s point of few, there is only 
a single bit of information to consider: C-section or vaginal 
birth?

How will we cool our computing devices? The author recently 
received a request to estimate the cooling power of Lake 
Michigan for a server farm. This practice is already common 
for nuclear technology and the steel industry, which severely 
alters local ecosystems. Global engineering issues such as this 
and the growing concern over the politics of energy (e.g., [61]) 
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led a paper on the topic wherein energy densities and their 
associated monetary and societal costs were discussed [31]. 
The calculation for the server farm is simple. The heat ther-
mal capacitance of water is 4.2 joules per gram per Kelvin, the 
volume of Lake Michigan is 5000 km3, its mass is 5000 km3 
× 10003 m3 km–3 × 1000 kg m–3 × 1000 g kg–1 = 5 × 1018 g. For 
a cluster running at 100 kW for a year, the heat generated is 
100,000 × 356 × 24 × 60 × 60 = 3 × 1012 J. So one cluster of this 
size being cooled by Lake Michigan would raise its tempera-
ture by 3 × 1012 J ¸ 5 × 1018 g ¸ 4.2 J g–1K–1 = 0.15 × 10–6 K, or 
about a sixth of a millionth of a degree in 1 year. Six thousand 
such clusters using a natural body of water to shed thermal 
energy would thus raise the temperature of Lake Michigan 
by one one-thousanth of a degree in a year. It would take an 
entire eon for these six thousand clusters (that’s the equivalent 
of one every quarter mile) to raise the temperature of the lake 
1°K, and that’s assuming that the lake does not dissipate this 
thermal energy into the atmosphere or earth. A similar order 
of magnitude calculation yields that the 425 × 1018 J that we 
consume annually heats the atmosphere 0.1 K per year [31].

As stated in the opening paragraph, smaller technologies 
typically have greater “information payback” than larger ones. 
For example, a cell phone, which consumes energy at a rate of 
less than 1 watt, is capable of processing information at a rate 
of a few kbps, comparable to, or in many cases superior to a 
PC. How does this small technology already redirect human 
metabolic energy? For example, the cell phone can help the 
user find the nearest gas station, the nearest restaurant with 
the best menu, his favorite movie at a local theatre, or could 
be used to tell the user that his doctor’s appointment has been 
canceled. It could also be used as a monitor for a home energy 
monitoring system or as an early storm evacuation warning. 
In each of these examples, information provided to the end 
user via the phone allows the user to minimize his or her own 
path to a rich source of information or energy. Place the smart 
cell phone with its embedded micro- and nanotechnologies in 
contrast with large technologies, such as earth-moving equip-
ment, military equipment, commercial aircraft, or oil refiner-
ies. If we first consider large technologies such as these and 
strip them of all of their embedded small technologies, which 
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are typically used for control, their embodied information or 
the information required to reproduce them (i.e., the informa-
tion in the blueprints) is likely equal to that required to create 
the cell phone in the previous example. Obviously, in each of 
these cases, the gross energy throughput is much greater than 
that of the small technology. If the large commercial aircraft 
is not equipped with gadgets such as radar, radio, or other 
sophisticated telecommunication or control equipment, but 
merely its fuselage, seats, engines, and a simple power-assist 
manual control (basically only what is required for transpor-
tation of its passengers and crew), examining the same met-
rics that we did for the cell phone, the plane consumes energy 
at a rate of 50 MW, is capable of processing information at 
whatever rate the pilot is capable, say 1013 b s–1, and thus has 
ϕ = 440 W kg–1, and thus, has α = 1.7 × 10–8. If we were to 
add in all of the computer technology and equip all passen-
gers with laptops, this number becomes 2 × 10–11, comparable 
to a single computer. After having read this paragraph, the 
reader may wonder, what about the energy being consumed by 
the infrastructure to support the function of the cell phone? 
As with any thermodynamics problem, a boundary must be 
clearly defined. Certainly the cell phone is no more a singular 
discrete entity than the brain would be without motor, sen-
sory, and communication organs. Thus, it becomes necessary 
to carefully define the boundaries. For example, in the defini-
tion of the machine types, the boundary of a Type II machine 
would enclose both the technology and the machine.

It may be worth considering an αm and an αM, the first of 
which gives the ability to stay under the background entropy 
generation rate, and αM which defines the amount by which it 
is exceeded. For example,  ·SMEPP –  ·SU =  ·αM ·IM and  ·SU –  ·SmEPP =  
·αm ·Im.

It has been suggested that natural physical entropy, S, is 
not a function of time, but that our observation of increasing 
entropy is responsible for the perception of time [62]. This 
is consistent with the fact that subatomic particles at tem-
peratures we experience on earth have lifetimes essentially 
equal to that of the planet and thus do not “age.” At high 
energy levels, neutron decay has a half-life of 17 minutes, 
but some heavy nuclei remain stable for billions of years, and 
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carbon 14 takes 5700 years to decay into nitrogen, an elec-
tron, and an electron antineutrino. The proton itself is stable 
for at least 6.6 × 1033 years. Large molecules, of course, are 
more likely to fall victim to entropic events and thus have 
shorter lifetimes, yet some may have lifetimes that exceed 
that of the organism they serve. A poignant example is col-
lagen, which was recently extracted from a Tyrannosaurus 
rex bone [63] revealing it to be closely related to birds. DNA 
that is tens of thousands of years old has also been found in 
Homo remains. If we then allow ourselves to consider that 
time is not an independent variable in the Newtonian sense 
or even a relativistic variable in the Einsteinian sense but 
a dependent variable that is a function of an entropy par-
titioning clock that is related to the information processing 
prowess of a biological or technological machine, then argu-
ably, this allows less-sophisticated systems from the “past” 
and more-sophisticated systems of the “future” to coexist in 
the “present.” In fact, the idea of coexistence is implicit in 
Einstein’s general relativity. The question of whether our 
observed “arrow of time” is a result of the universe’s expan-
sion and the measureable increases in entropy we have dis-
cussed is still open for debate. Most physical theories either 
predict the absence of time or the reversibility of time at the 
quantum level, concluding that entropy measures are merely 
the result of statistical compilations of the numerous ways in 
which matter organizes itself, and the fact that the past may 
be known but not affected and the future affected but not 
known leads to a human perception of time.

Summary

In conclusion, the micro- and nanotechnologies that are 
most likely to persist and thrive will be ones that proffer 
the greatest selective advantage to their respective users. 
This selective advantage may be generally quantified as the 
human–technology symbioses that provide the owner/user 
with the greatest amount of usable information. To reiterate, 
the “usable information” is information that gives its user the 
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545The Role of Mechanoevolution in Predicting the Future

ability to partition entropy: reduced entropy internally at the 
expense of above-background entropy acceleration environ-
mentally. Usable information will emerge at multiple scales: 
individual RNA expression levels, basic blood chemistry, eco-
nomic markets, weather and traffic patterns, and perhaps 
even geophysical and cosmological events.
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