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ix

Preface
The need to understand radiation effects and to combat potential radiation damage in 
semiconductor devices and circuits has been growing in recent years. Space applica-
tions, nuclear physics, and military operations in radiation environments are obvious 
areas where radiation damage can have serious consequences. In addition, modern 
silicon processing techniques introduce radiation damage. Last, but not least, radia-
tion is used heavily in medical imaging, from simple X-ray examinations to complex 
CT or SPECT/PET scanning procedures.

The interaction of radiation with matter is a very broad and complex topic. In 
this book we try to analyze the problem, with the aim of explaining the most impor-
tant aspects for comprehending the degradation effects observed in semiconductor 
devices, circuits, and systems when they are irradiated. The manner in which radia-
tion interacts with solid materials depends on the type of incident particle and on the 
atomic number and density of the target material. Photons interact with matter in 
three different ways.

 Photoelectric effect: The incident photon ionizes the target atom and is com-
pletely absorbed. A photoelectric electron is emitted and an electron in an 
outer orbit of the atom falls into the spot vacated by the photoelectron, caus-
ing a low-energy photoelectric photon to be emitted.

Compton effect: An electron of the target atom is set free and a photon is emit-
ted. The energy of the incident photon is divided between the two products 
of the interaction.

Creation of electron-positron pairs: The incident photon is completely anni-
hilated. This phenomenon never happens when the energy of the incident 
photon is less than 1.024 MeV.

The probability of these three effects occurring changes with the energy of the 
incident photon and also depends on the atomic number of the target.

The effects of photons on matter can be grouped into two classes: ionization 
effects and nuclear displacement. These phenomena may be caused directly by the 
incident particle or from secondary phenomena induced by it. Ionization in a semi-
conductor or insulating material creates electron-hole pairs. The number of pairs 
created is proportional to the quantity of energy deposited in the material that is 
expressed through the total absorbed dose.

This book is a must-read for anyone serious about understanding radiation effects 
in the electronics industry. It is aimed at post-graduate researchers, semiconduc-
tor engineers, and nuclear and space engineers with some electronics background. 
Emerging detector technologies, circuit design techniques, new materials, and inno-
vative system approaches are explored by top-notch international experts in industry 
and academia. The book can be used as recommended reading and supplementary 
material in a graduate course curriculum.
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Devices



3

1 Radiation Damage 
in Silicon

Gianluigi Casse

1.1  Introduction

The operations of silicon detectors are progressively degraded by radiation, ulti-
mately leading to their failure. The radiation damage mechanism in the sensors can 
be divided in two classes: surface and bulk damage.

1.1.1  Surface Damage

The passage of ionizing radiation causes the build-up of trapped positive charge 
in the dielectric layer (usually SiO2) that covers the silicon detectors. The ionized 
e-h pairs either recombine or move in the oxide electric field: the electrons toward 
the SiO2-Si interface and the holes toward the metallic contact. The higher mobile 
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4	 Radiation Effects in Semiconductors

electrons escaped from the recombination are injected into the silicon bulk in a typi-
cal time of ≈ 100 ps. The less mobile holes can be trapped at the SiO2-Si interface. 
This trapping results in an increase of the oxide positive space charge with degrada-
tion of its quality. This charge build-up saturates at a value close to 2 × 1012 cm–3 after 
a dose of about 100 kRad [1]. In addition to the trapped charge, the ionizing radiation 
also produces new energy levels in the band gap at the SiO2-Si interface [2]. These 
levels can be occupied by electrons or holes, depending on the position of the Fermi 
level at the interface, and the corresponding charge can be added or subtracted to the 
oxide charge. The effects of radiation on the oxide and the silicon surface depend on 
the specific detector design. The most relevant aspect for the operations of modern 
sensors is the formation of a conductive layer of electrons attracted to the interface 
by the positive oxide charge. This aspect will be briefly discussed later when present-
ing p-side readout segmented detectors.

1.1.2  Bulk Damage

The radiation impinging onto the silicon crystal can cause point-like defects (a single 
silicon atom displaced from its lattice position) or cluster defects (a high concentra-
tion of damaged crystal in a volume with radius between 10 nm and 200 nm [3]), 
depending on the particle energy and type. It is known that protons produce more 
point-like and less cluster defects than neutrons, due to the different nature of the 
scattering with the crystal caused by the electromagnetic interaction. Also, the same 
particles with different energies produce different damage to the silicon crystal. The 
radiation-induced defects can be electrically neutral or active: in the second case 
they can act as generation-recombination or trapping centers of the charge carriers. 
In particular, they cause considerable changes in parameters relevant to the operation 
of silicon sensors, like the full depletion voltage (VFD), reverse current (IR), and the 
signal height (S).

To compare the effects of the various particles to the silicon lattice structure, 
the radiation damage is scaled using the nonionizing energy loss (NIEL) [4]. This 
quantity evaluates the energy deposited in the crystal by interactions that cannot be 
described by the reversible process of ionization. This scaling allows the macroscopic 
electrical properties of the silicon devices to be compared and is performed by folding 
the energy spectra of the particles of a given radiation field with the appropriate NIEL 
factor to express the fluence in terms of a reference monochromatic particle. The com-
mon reference particles are 1 MeV neutrons that have therefore a NIEL normalization 
factor k = 1. The NIEL normalized fluence is called the 1 MeV neutron equivalent 
(neq). The radiation-induced changes in the reverse current have been found to scale 
well with the calculated NIEL normalization factors. As an example, the changes of 
the reverse current of identical silicon detectors irradiated with 24 GeV/c protons and 
1 MeV neutrons match very well if the proton fluence is multiplied by k = 0.62.

After irradiation, the defects can interact with other mobile impurities in silicon 
(e.g., hydrogen, carbon or oxygen, interstitial silicon) and form permanent complexes 
with a possibly different electrical nature from the original ones. This annealing pro-
cess is a function of time and temperature and changes again the electrical properties 
of the detectors.
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Radiation Damage in Silicon	 5

The studies carried out with simple pad diodes have allowed the parameterization 
of the changes of the full depletion voltage and the reverse current as a function of 
irradiation and time after irradiation. Extensive literature is available on this subject; 
for a summary, see, for example, [5].

The VFD is proportional to the effective space charge density (Neff):

	 V
ew N

FD
eff

Si
=

2

02ε ε
	 (1.1)

 The changes of Neff as a function of fluence are described by the following equation:

	 N N e N eeff D
c

A
d

D A( ) ( )φ β β φφ φ= − + −− − 	 (1.2)

where ND is the initial donor concentration, NA is the initial acceptor concentration, 
c and d are removal constants, and βA and βD are the parameters accounting for 
the introduction of acceptor- or donor-like defects. The first two terms describe the 
exponential removal of the initial doping. In n-type silicon (p-type) the initial accep-
tor (donor) concentration NA (ND) can be neglected. The second factor of Equation 
(1.2) describes the linear changes of Neff with the radiation fluence. In fact, the radia-
tion introduces defects acting as both types of doping, but the acceptor-like defects 
appear to be dominant, at least in high-resistivity detector-grade float-zone (FZ) sili-
con. The factor (βD – βA) is in general negative and can be replaced with an effective 
introduction of acceptor defects –βAeff. In this case, the initial (positive) doping con-
centration of n-type silicon decreases exponentially until conductivity-type inver-
sion [6] to effective p-type and then becomes more negative linearly with fluence 
(Figure  1.1), at least up to the maximum doses where direct measurements have 
been performed (a few times 1015 neq cm–2). No space charge inversion has been mea-
sured with p-type bulk devices. Although this is true for the majority of the silicon 
crystal types studied, exceptions (depending on the impinging particle type) will be 
described as follows.

The reverse current IR is proportional to the detector volume V and increases 
linearly with fluence:

	 ∆I I T I T VR R R T t( ) ( , ) ( , ) ,φ φ φ α φ= − = =0 	 (1.3)

The damage factor αT,t depends on temperature and time after irradiation (anneal-
ing). The current of irradiated sensors depends exponentially on temperature and is 
described by the following expression:

	 I T E
k TR

A

B
∝ −

+






2

273 2
exp

( . )
	 (1.4)

where the activation energy EA is 1.12 eV. In practice, the reverse current decreases 
by a factor of ~2 by reducing the temperature by 9°C.
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6	 Radiation Effects in Semiconductors

1.2  Annealing of IR and Neff

Both the full depletion voltage and the reverse current change with time after irradia-
tion (annealing) [5,7–9]. The current decreases with a series of time constants, τi, and 
can be parameterized as follows:

	 ∆ Φ ∆ ΦI t I a t aVol Vol i
ii

i( , ) ( , ) exp ,= −





≡∑0 1
τ

ii
∑ 	 (1.5)

where the parameters’ ai’s weigh the various contributions to the reverse current 
with different annealing times. Different parameterizations exist (see, e.g., [5,8]), but 
they also introduce some arbitrary factor to reproduce the annealing of the current. 
Figure 1.2 shows an example of fits to the annealing of the reverse current after dif-
ferent levels of irradiation using Equation (1.5).

The annealing rate can be slowed down (accelerated) by lowering (increasing) the 
temperature. In fact, the time constants are an exponential function of the tempera-
ture through the following Arrhenius relationship [5,7]:

β[C] = 0.0437

βSt = 0.0154

β[O] = 0.0044 0.0053
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Figure 1.1  Absolute value of Neff (VFD) as a function of the proton fluence for standard, 
oxygen enriched and carbon enriched silicon. It is visible the initial exponential decay fol-
lowed by the linear increase of the absolute value of the effective space charge, being in fact 
negative after type inversion. It is evident the advantage of oxygen enrichment and the oppo-
site effect of carbon on the changes of these parameters [5]. (G. Lindstrom et al., “Radiation 
hard silicon detectors developments by the RD48 (ROSE) Collaboration,” Nucl. Instrum. 
Meth. Vol. 466, Issue 2, July 1, 2001, pp. 308–326. With permission from Elsevier.)
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Radiation Damage in Silicon	 7

	
1

0τi
i

A

B A
k E

k T
= −



, exp 	 (1.6)

where EA is the silicon energy gap. Due to the strong dependence of the current on 
temperature and annealing, when giving a value for the constant αT,t in Equation 
(1.3), it is necessary to specify these quantities. The value for αT,t, given in literature 
after an annealing time of 80 minutes at 60°C and at the reference temperature TREF 
= 20°C corresponds to 3.99 × 10–17 A cm–1.

The dependence of Neff (VFD) on the time after irradiation is shown in Figure 1.3 in 
the case of an inverted n-type detector. Neff is found to decrease during 80 minutes at 
60°C (or about 30 days at TREF). After this beneficial short-term annealing, Neff starts 
to increase again over many years at TREF up to an apparent saturation. This second 
phase of the Neff dependence on the time after irradiation is called reverse annealing. 
The first-phase (short-term) annealing is described by

	 N g t
TST ST

ST
= −







exp
( )τ

φ 	 (1.7)
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Figure 1.2  Dependence of the reverse current damage factor on the time after irradiation 
at the indicated temperatures [9]. (F. Lemeilleur, S. J. Bates, A. Chilingarov, C. Furetta, M. 
Glaser, E. H. M., et al., “Study of characteristics of silicon detectors irradiated with 24GeV/c 
protons between –20°C and +20°C,” Nucl. Instrum. Meth. Volume 360, Issues 1–2, June 1, 
1995, pp.438–444. With permission from Elsevier.)
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8	 Radiation Effects in Semiconductors

with the usual Arrhenius dependence of the inverse of the short-term annealing 
rate τST:

	
1

τST
ST

ST

B ST
k E

k T
= −





exp

with kST = (2.4±1) × 1013 s–1 and EST = 1.09 ± 0.03 eV.
The reverse annealing data (for t > 10 days) are well fitted by the form [5,8]

	 N t T N N
tY C Y

LT

( , , ) ( ) ( )φ φ φ

τ

= + −
+











∞0 1 1

1










	 (1.8)

where NC0(ϕ) is called the stable damage component, NY∞(ϕ) is the saturation value at 
the end of the process, and tLT is the reverse annealing rate constant. NC0(ϕ) defines 
the minimum value of VFD after the short-term annealing and exhibits a certain 
variability for different materials. The amplitude of the reverse annealing can be 
expressed as a function of the fluence as

	 N gY Y∞ =( )φ φ 	 (1.9)

with gY = 5.16±0.09 × 10–2 cm–1.
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Figure 1.3  Evolution of Neff with time after irradiation for a conductivity type inverted 
n-type silicon detector. The various factors of the parameterisation are visualized. The mini-
mum of this curve occurs at about 80 minutes at 60°C, corresponding to about 30 days at 
20°C (the acceleration factor being about 540) [5]. (G. Lindstrom et al., “Radiation hard sili-
con detectors developments by the RD48 (ROSE) Collaboration,” Nucl. Instrum. Meth. Vol. 
466, Issue 2, July 1, 2001, pp. 308–326. With permission from Elsevier.)
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Radiation Damage in Silicon	 9

The dependence of the τLT on temperature is again of the type

	
1

τLT
LT

LT

B
k E

k T
= −





exp 	 (1.10)

with kLT ≅ 1.5 × 1015 s–1 and ELT = 1.33 ± 0.03 eV.
The parametric functions shown here for the changes of Neff and IR have been 

determined experimentally by VFD and IR measurements of silicon diodes and not 
derived from fundamental kinetics of the defects and semiconductor generation-
recombination statistics. The microscopic explanation for the annealing behavior 
is still not satisfactory, and the correlation between the identified radiation-induced 
defects and the annealing of the leakage current is not available.

1.2.1  Impurities in Silicon

Two possible approaches to the radiation hardening of the silicon sensors are the 
engineering of the impurity content of the silicon substrate and the optimization 
of the geometry of the devices. The first approach has been extensively studied, 
especially by the dedicated CERN-RD48 research and development (R&D) project 
[10]. It has been shown [11] that the variation of the content of carbon and oxygen 
in the silicon crystal can have an effect on the degradation of some of the electrical 
properties with irradiation. In particular, a relatively high concentration of oxygen 
can reduce the degradation rate of Neff (VFD) as a function of charged hadron flu-
ence. Figure 1.1 shows a comparison of the changes of Neff as a function of 24 GeV/c 
proton fluence for standard and carbon- and oxygen-enriched n-type FZ silicon sen-
sors. A reduction of the βAeff (with a value of 0.0044 cm–1 if measured as a function 
of 24 GeV/c proton, or 0.007 cm–1 for 1 MeV neutron equivalent fluence) is clearly 
seen in oxygen-enriched (to [O]~2 × 1017 cm–3) wafers with respect to the standard 
(βAeff = 0.0154 cm–1 with proton corresponding to 0.025 cm–1 with 1 MeV neq for a 
[O] < 1 × 1016 cm–3) and carbon-enriched ones (βAeff = 0.0437 cm–1 with protons or 
0.07 cm–1 with neq). Unlike this result after proton irradiation, no significant effects 
have been measured with oxygen-enriched silicon sensors after neutron irradiation 
[5,11]. Also, no effect on changing the degradation rate of the reverse current (both 
after charged hadron or neutron irradiations) has been measured with any type of 
impurity-enriched silicon sensor with respect to the standard high-purity detector-
grade FZ silicon (Figure 1.2). Although these electrical parameters are important for 
defining the properties of irradiated silicon, they don’t give any direct indication of 
the expected performances of the detectors.

The evolution of VFD has often been used as a qualifying parameter, because in 
nonirradiated detectors the capacitance versus voltage characteristic saturates at the 
same value of the charge collection. The ability of biasing the detector at voltages 
above VFD was considered a criterion for assessing the functionality of the device. It 
can be extrapolated from Figure 1.1 that VFD exceeds 1,000 V (for a 300 µm detec-
tor) above a fluence of about 2 × 1015 neq cm–2 in the more favorable case (oxygenated 
silicon irradiated with proton). If VFD was the qualifying parameter it is evident that 
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10	 Radiation Effects in Semiconductors

silicon detectors could hardly be used after this fluence due to the practical limita-
tion to provide bias voltages ≥ 1,000 V in any large detector system.

1.2.2 C harge Trapping and Charge Collection

The radiation-induced defects also contribute to the reduction of the signal height by 
means of trapping of the signal charge carrier for a time exceeding the charge col-
lection time. The density of the defects increases linearly with fluence; therefore, the 
trapping is assumed to have the same trend. In fact, it can be described by a param-
eter called the trapping time, τtR, which is inversely proportional to the concentration 
of trapping centers and therefore to the fluence:

	
1 1

0τ φ τ φ
β φ

tr tr
tr( ) ( )

=
=

+ 	 (1.11)

The trapping for nonirradiated detectors is order of magnitudes higher than τtr even 
after moderate doses of hadron irradiation, and the first term of Equation (1.11) can 
be neglected. The measured values of βtR range from 0.41 × 10–6 cm2 s–1 and 0.62 × 
10–6 cm2 s–1 for electrons and holes, respectively [12].

The signal is influenced to a different extent depending on the readout geometry 
of the irradiated detectors. The silicon detectors are made by high-density doping 
implants (n+ and p+) on low doped bulk to form the diode junction and the ohmic 
contact. P-in-n sensors have a p+ diode side and n-in-p sensors an n+ diode side. As 
shown in Figure 1.4, due to the introduction of defects acting as acceptor doping with 
the radiation damage, the silicon bulk is effectively p-type after a few 1013 cm–2 of 
hadron irradiation, irrespective of the original space charge sign. The electric field of 
inverted n-type silicon detectors is stronger under the implanted n+ contact [13], like 
in p-type bulk detectors, although a narrow region with high field is present also on 
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Figure 1.4  Schematics of the electric field profile of an irradiated and inverted n-type (or 
a p-type) silicon detector. The stronger electric field has shifted from the original junction 
side (under the n+ implant) to the former ohmic side (n+ implant).
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Radiation Damage in Silicon	 11

the p+ contact (this effect is usually called double junction)[13,14]. Due to the profile 
of the electric field, it is advantageous in terms of charge collection to segment and 
read-out the detectors from the n-side. In fact, the signal deficit caused by trapping 
of the charge carriers at radiation-induced defect centers can be described by the 
following equation:

	 N t N t
e h e h

c

tr e h
, ,

, ,
( ) ( )exp= −







0
τ

	 (1.12)

where Ne,h is the number of collected charges (electron or holes, respectively), Ne,h(0) 
is the number of ionized electrons and holes, tc is the collection time, and τtr,e,h is the 
electron and hole effective trapping time.

From Equation (1.12) it is clear that a shorter tc provides substantial advantages in 
terms of collected charge. If segmented n-type silicon devices are read out from the 
n+ side (n-in-n detectors), the signal will mainly be formed by the electron current 
and will benefit from a shorter tc, with respect to the standard p-in-n, due to the faster 
electron collection (higher mobility carriers moving in the higher electric field with 
respect to holes) [15,16]. The n-side readout is, however, more readily achieved with 
p-type substrates (n-in-p), where no inversion takes place with irradiation and the 
main electric field is always located on the original n+-p junction side. A difference 
between n-in-n and n-in-p detectors is that in the first case double-sided processing 
is needed to implant edge protection structures on the back side (guard rings) with 
significant impact on the complexity and cost (up to 50% higher) of the processing 
with respect to p-type substrates that require only front-side guard ring implants 
[17]. This turns out to be a very important factor for experiments where a large cov-
erage area is required, due to the cost reduction and easier handling of single-sided 
devices. The expected improvement of the charge collection properties and the sim-
pler processing of the p-type substrate n-side readout sensors motivated the proposal 
of this type of devices as competitive radiation tolerant detectors [18,19].

1.3 � Assessing the Radiation Hardness 
of Silicon Detectors

A possible definition of radiation tolerance is the maximum fluence at which 
the devices are fully functional. This definition is certainly setup and device 
dependent. A considerable difference is found between pad diodes and the more 
complex finely segmented detectors. These latter typically have one or both the 
electrodes segmented in individual diode structures with at least one dimension 
comparable to or smaller than the thickness of the sensor: microstrip detectors 
have the readout contact realized in the strip with a typical pitch size from under 
40 µm to a few hundred µm, and pixel sensors can be made in a 50 µm × 50 
µm size or larger. The typical thickness of silicon detectors varies from 300 µm 
to over 1,000 µm. The segmented sensors are used in fast and precise tracking 
systems thanks to their speed and resolution. The degradation of their function-
ality implies quantities like the reduction of the signal size, the increase of the 
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12	 Radiation Effects in Semiconductors

electronics noise, and the possible deterioration of the resolution. In the following 
we neglect the latter because it is a convolution of many effects, also involving 
the electronics readout.

The increase of the electronics noise is dependent on the performance of the read-
out electronics, the geometrical parameters of the detector (e.g., through the input 
capacitance of the individual channels), and the operating conditions (e.g., the tem-
perature, determining the intensity of the reverse current and its contribution to the 
noise). All these parameters are known in the design phase of the detector system. 
The main parameter to be determined for predicting the functionality of the irradi-
ated sensors is the reduction of the signal with fluence. A smaller signal yields a 
reduced efficiency. The concept of acceptable efficiency varies in different applica-
tions (e.g., 50%–80% in the case of gamma rays imaging in space experiments [20] 
to close to 100% in particle physics ones [21,22]). Besides, the efficiency after irra-
diation is very dependent on the applied bias voltage (VB), and different systems can 
tolerate very diverse ranges of applicable VB’s: a limited range with low maximum 
bias voltage is acceptable for experiments in space, while voltages up to 1,000 V are 
possible in high-energy or nuclear physics accelerator experiments. In the following 
we discuss the radiation tolerance of finely segmented detectors designed for high-
energy physics (HEP) as a representative example. This application is particularly 
demanding for it requires accurate position sensitivity and tracking efficiencies close 
to 100% for particles at the minimum ionization energy (mips). These particles yield 
a small signal (the ionized charge is about 79 electrons per micron of silicon crossed 
by a mip); its degradation as a function of fluence could lead to an early failure of 
the tracking system.

1.3.1 � Silicon Detectors and High-Energy Physics 
Experiments: A Success Story

Since planar processing was developed around 1980 ([23]), finely segmented (pixel 
and microstrip) silicon detectors have been used to cover ever larger areas in high-
energy physics experiments (see, e.g., [24] for a review). The reason for this success 
is their low mass, high speed, and resolution, which allow for fast three-dimensional 
(3-D) reconstruction of charged particle tracks in very high multiplicity collision 
events. All the more recent HEP experiments use mainly silicon sensors for track-
ing and vertexing. In particular, all four major experiments hosted by the Large 
Hadron Collider (LHC) [25] at the CERN accelerator complex in Geneva use an 
unprecedented number of silicon detectors [21,22,26,27]. The LHC is presently the 
frontier machine, with 14 TeV center of mass energy interactions of proton-proton 
bunches colliding at 40 MHz, for a design luminosity of 1034 cm–2 s–1. The radia-
tion environment created by the multitude of relativistic particles emerging from 
the p-p collisions and the intense flux of neutrons (with average energy of about 1 
MeV) backscattered from the calorimeter regions of the experiments are extremely 
challenging. The segmented silicon detectors (microstrip and pixel sensors) devel-
oped for this machine have been designed to survive 10 years worth of experiments, 
with a maximum final fluence of about 2 × 1015 neq cm–2. Their radiation tolerance 
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Radiation Damage in Silicon	 13

requirements have stimulated a significant effort in radiation hardening of silicon 
detectors for well over the 10 years preceding their installation in 2007. Upgrading 
this machine (the Super-LHC, SLHC) presents a new, more severe challenge to a 
factor of 10 higher luminosity [28], with a similar increase in the expected radiation 
tolerance: the SLHC sensors will have to operate up to about 2 × 1016 neq cm–2.

An efficient way of defining the radiation tolerance of the detectors for this appli-
cation is the signal-over-noise (S/N) ratio. An S/N of 10 is considered a safe limit for 
high-efficiency (percentage of identified tracks) and high-purity (rejection of fake 
events) mip tracking in HEP experiments (where over 98% track hit efficiency and a 
few 10–5 noise occupancy hits are required). To have an idea of the expected noise, 
the present electronics for microstrip detectors has typically

	 ENC Cload= + ×400 45 	 (1.13)

where the equivalent noise charge (ENC) is expressed in electrons, and Cload is the input 
capacitance to the individual electronics channels in picofarads (pF). A typical value of 
Cload for 80 µm pitch silicon strips on a 300 µm thick silicon detector is about 0.7 pF/
cm. Another contribution to the ENC, which is to be added in quadrature to Equation 
(1.12), comes from the shot noise induced by the fluctuations of the reverse current:

	 ENC I tR SH= 12 	 (1.14)

with IR in nA and tSH in ns. The estimate of the shot noise contribution is performed 
by evaluating the reverse current at the operating temperature per electronics chan-
nel after the appropriate dose of irradiation. The missing ingredient to determine 
the functionality of the sensors is the degradation of the signal with fluence. This 
parameter is largely independent of the particular readout system; thus, its evalua-
tion allows the prediction of the radiation tolerance of every silicon detector system. 
To give a specific example of radiation environment we can use the layout of the 
upgraded ATLAS experiment at the SLHC [29]. This detector has cylindrical geom-
etry around the axis of the colliding proton beams and comprehends four layers of 
pixel detectors from 3.8 cm to 21 cm and five layers of microstrip detectors from 38 
cm to 100 cm cm radii from the beam line. The most demanding radiation tolerance 
is for the pixel sensors, with the expected fluences ranging from 2 × 1016 neq cm–2 (~1 
Grad) to 3 × 1015 neq cm–2 (150 Mrad) from the inner to the outer layer. The innermost 
microstrip sensors will receive a final fluence of 1 × 1015 neq cm–2 (50 Mrad).

The evaluation of the signal as a function of the hadron fluence and the estimate 
of the noise on the basis of the known geometry and the measured reverse current 
after irradiation allow the determination of the achievable S/N ratio at the different 
radii at the end of the physics program of the experiment.

1.3.2 R adiation Hardening of Silicon Detectors

As previously mentioned, the radiation hardening of silicon sensors can be pursued 
by exploiting different geometry options and by engineering the silicon crystal bulk 
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14	 Radiation Effects in Semiconductors

with impurities. Figure  1.1 showed some advantages offered by oxygen-enriched 
silicon after proton irradiation. Some possible enhancements of the charge collection 
of detectors made with silicon crystals other than the high-purity FZ (i.e., the stan-
dard for detector applications) are discussed in this section, but the more important 
results in terms of radiation hardening of silicon sensors were obtained by changing 
the geometry of the readout segmented electrodes. It has been previously discussed 
that the electron signal (n-side readout) allows for a shorter collection time with pre-
dicted benefits in terms of reduction of the charge trapping. Nonetheless, tracking 
planar silicon sensors have been traditionally produced by implanting p+ segmented 
structures on n-type high-resistivity silicon. This is due to the simplicity of this tech-
nology, because no special care for isolating the implanted structures has to be taken, 
unlike with segmented n+ implants. A low-resistivity connection between n-implants 
is caused by an electron accumulation layer at the interface Si-SiO2 created by the 
positively charged oxide. This positive charge increases with irradiation (until satu-
ration), as briefly mentioned before. The electron layer can be interrupted, and the 
n-electrodes (strips, pixels) isolated, by means of dedicated structures: p-spray (a 
shallow homogeneous p-implantation over the whole wafer [30]); p-stop implants 
(photo-lithographically defined p-implants between the readout strips [31]); or a 
combination of the two methods [32].

Using one of these methods, n-side readout devices can be produced. The extra 
processing complication has actually a large payout in terms of performances after 
irradiation.

Figure 1.5 shows the comparison of the charge collected by n-in-n, n-in-p, and a 
p-in-n sensor after 3 and 12 × 1014 neq cm–2. After the lower dose, comparable per-
formances (although the n-side readout shows superior charge collection at low bias 
voltages) are measured, while after the higher fluence the p-side readout is consider-
ably lower performing. The remarkable difference in signal between the two readout 
sides is measured despite a similar value of VFD after the same dose of irradiation. 
It is apparent that the effect of the n-side readout is not dependent (for radiation 
doses at which the n-type silicon is inverted) on the substrate, and n- and p-silicon 
substrates perform equally well with this type of readout. The use of p-type sub-
strates is a simpler and cheaper processing for implementing the n-side readout. The 
extra complexity and cost involved in processing n-in-n single-sided sensors would 
be justified only by a substantial advantage in terms of radiation hardness, but no 
appreciable difference is measured between n-side readout sensors made with the 
two types of FZ substrates.

1.3.3 R adiation Tolerance of n-Side Readout Sensors

Having proved that irradiated n-side readout sensors deliver a considerably superior 
signal than p-side readout ones, this paragraph aims to establish in absolute terms 
the signal degradation with fast hadron fluence with this type of detector made with 
high-resistivity FZ materials (both n and p conductivity type). The results reported 
here were obtained after irradiations with charged and neutral hadrons to investigate 
possible differences in the charge collected as a function of the bias voltage (CC(V)) 
due to the different nature of the damage. The fluences are all given in 1 MeV neq 
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Radiation Damage in Silicon	 15

using the standard NIEL normalization. The detectors used for the measurements 
presented here are ~1 × 1 cm2, 80 µm pitch silicon sensors (128 channels) coupled 
with 25 ns shaping time electronics, 40 MHz clock rate (SCT128 [33]). The measure-
ments were performed at about –25°C to control the reverse current. The minimum 
ionizing particle signal is mimicked by fast electrons from a 90Sr, and the signal is 
expressed in number of collected electrons at the most probable value of the distribu-
tion of the charge ionized in silicon by a passing mip (Figure 1.6).

Figure 1.7 shows the CC(V) of n-in-p sensors after various reactor neutron [33,34] 
doses, up to 2 × 1016 neq cm–2 (about 1 Grad). This dose is well in the range for 
qualifying the sensors to the most demanding radiation tolerance for the aforemen-
tioned high-energy physics application (SLHC). The signal degradation with fluence 
is clear. Nonetheless, approximately 5,000 e– are still collected at 1,000 V after the 
highest fluence.

Figure 1.8 shows the CC(V) of n-in-p sensors after various 26 MeV and 24 GeV/c 
proton [34,35] doses, up to 2.2 × 1016 neq cm–2. A similar discussion as for the neutron 
irradiations also holds for these measurements. A charge of about 5,000 e– is col-
lected here at 1,000 V after 1.6 × 1016 neq cm–2 and about 4,000 e– after 2.2 × 1016 neq 
cm–2. It can be noted that after corresponding NIEL normalized fluences, the CC(V) 
of detectors irradiated with both energy protons are well comparable, indicating a 
similar damage from the relatively low energy and the relativistic protons.
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Radiation Damage in Silicon	 17

A summary of the degradation of the signal measured at 500 V and 900 V as a 
function of neutrons, and protons with different energies and 280 MeV pions [37] is 
shown in Figure 1.9. The decrease of the signal after the various types of irradiation 
shows a good degree of agreement within the experimental errors on the fluence and 
on the measured charged.

It is important to stress that the collected charge is well above the expectations 
derived by the measurement of the increase of the charge-trapping probability. Using 
the parameterization in [12], the expected charge collection distance after 1 × 1016 
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Figure 1.8  Degradation of the signal as a function of the bias voltage for n-in-p silicon 
microstrip sensors irradiated with 26 MeV and 24GeV/c protons to various doses up to 2.5 × 
1016 neq cm–2.
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Figure 1.9  Degradation of the signal of n-in-p silicon microstrip sensors at 500V and 
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18	 Radiation Effects in Semiconductors

neq cm–2 would be less than 30 µm, for less than 2,400e– maximum collected charge. 
The much bigger size of the signal at high doses indicates that some mechanism is 
enhancing the charge collection after heavy irradiation. Possible explanations are 
a nonlinear dependence of the charge trapping after high doses, a possible field-
enhanced fast detrapping, or a controlled charge multiplication at high electric fields 
in irradiated devices [38].

1.3.4 E ffect of Varying the Detector Thickness

The signal generated by a mip crossing a silicon detector is proportional to the path 
length of the particle in the sensor, and the ionized charge is about 79 e/µm. This 
charge is entirely collected by a nonirradiated detector when the device is biased at 
or above full depletion voltage, thanks to the presence of a strong electric field in the 
entire volume of the sensor. After irradiation, two effects contribute to reduce the col-
lected charge: (1) the charge carrier trapping at radiation-induced defect centers in the 
crystal; and (2) a lower electric field (for the same bias voltage) due to the increased 
effective space charge. In particular, after heavy hadron irradiation, a substantial 
electric field might occupy a volume smaller than the detector (on the junction side) 
even for very high applied voltages. In this situation the effective charge collection 
distance (CD), influenced by these two effects, is shorter than the detector thick-
ness and progressively reduced by further irradiation. At high doses the CD defines 
the sensitive volume of the sensor. Thinner detectors could have an advantage with 
respect to the standard thickness (300 µm) when the CD is shorter than this value, 
due to a possible higher average electric field over the active volume of the irradiated 
sensor for the same applied voltage. To explore this possibility, the charge collection 
properties of standard (300 µm) and thinned (140 µm) n-in-p readout sensors have 
been studied after various doses of hadron irradiation up to 2 × 1016 neq cm–2 [39,40]. 
Different behaviors of the thin and thick devices are reported at different fluences. At 
the lower doses investigated (up to 3 × 1015 neq cm–2), all the devices collect a similar 
charge with increasing bias voltage, until the charge collected by the thinner devices 
saturates (see an example in Figure  1.10). It should be noticed that the saturation 
value is very close to the maximum preirradiation charge (12,000 e–), so to the entire 
ionization charge released by a mip. After 7 × 1015 neq cm–2, the thin device is slightly 
more efficient in collecting charge at corresponding bias voltages up to a maximum 
of 1,100 V (Figure 1.11). Above this voltage, the thick sensor delivers a higher signal 
(indicating a CD larger than 140 µm), up to the maximum applicable voltage of 1,900 
V. This remarkably high bias voltage can be applied only after the device has been 
irradiated (breakdown voltages of less than 500 V are usually measured for this type 
of nonirradiated device). The slight improvement exhibited by the thinner sensors in 
the lowest part of the CC(V) curve is confirmed after ever higher fluences.

Figure 1.12 shows the CC(V) of 140 µm and 300 µm thick n-in-p sensors after 
extremely high doses: 1, 1.5, and 2 × 1016 neq cm–2. The data show a better charge 
collection at every applicable bias voltage (before thermal runaway) from the thin 
devices. A higher value ranging from about 10% after the lowest to over 25% after the 
two higher fluences is measured with the 140 µm thick p-type sensors. The highest 
measured charge corresponds to a mip ionization distance of 110 µm at 900 V after 1 
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Figure 1.11  Collected charge as a function of the bias voltage for thin (140 µm) and 
standard (300 µm) n-in-p detectors irradiated to 7 × 1015 neq cm–2 (left) and 1 × 1016 neq cm–2 
(right).
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Figure 1.10  Collected charge as a function of the bias voltage for thin (140 µm) and stan-
dard (300 µm) n-in-p detectors irradiated to 5 × 1014 neq cm–2. The charge collected by the 
thin sensor saturates just under 12,000 electrons (the pre-irradiation value for this detector 
thickness).
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20	 Radiation Effects in Semiconductors

× 1016 neq cm–2, 110 µm at 1,100 V after 1.5 × 1016 neq cm–2, and 75 µm at 900 V after 2 
× 1016 neq cm–2, if no trapping effects are taken into consideration. On the other hand, 
thin devices can tolerate a lower applied bias voltage than the thicker ones. In the case 
of the sensors irradiated to the two highest fluences the 300 µm sensors could be mea-
sured up to 1,400 V, while no more than 1,100 V could be applied to the thin ones.

1.3.5 �R everse Current in Heavily Irradiated Thin 
and Standard Silicon Sensors

As said before, the reverse current of irradiated silicon detectors increases linearly 
with the irradiation fluence and is proportional to the volume of the silicon sensor. 
The increase of the reverse current is an important limiting factor to the operation 
of the irradiated sensors. As shown before, the charge collected by irradiated sen-
sors keeps increasing as a function of the applied bias voltage. If an arbitrarily high 
voltage could be applied to heavily damaged devices, a significant amount of charge 
could be recovered and the lifetime of the detectors notably extended. Excluding 
possible practical limits of real detector systems (where routing voltages higher than 
1,000 V could raise technical difficulties), the limitation to the maximum applicable 
voltage comes from the thermal runaway of the reverse current. In fact, it is experi-
mentally verified that a destructive breakdown of the junction does not take place in 
irradiated devices, because it is preceded by the rapid increase of the reverse current 
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Figure 1.12  Collected charge as a function of the bias voltage for thin (140 µm) and stan-
dard (300 µm) n-in-p detectors irradiated to 1, 1.5 and 2 × 1016 neq cm–2.
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with time. The mechanism is due to the increased current drawn by a warmer detec-
tor. This excess current in turn generates heat, further increasing the reverse current. 
This thermal runaway takes place when the cooling is not capable of removing all the 
heat generated within the sensor. The failure to provide adequate bias for collecting 
the minimum signal due to the excess reverse current could be the first failure mode 
for irradiated sensors. The control of IR is therefore a very important parameter for 
detector systems under heavy radiation. The use of low temperatures to control the 
current is the first method to limit IR. On the other hand, the use of thin silicon could 
be envisaged to this purpose because IR is proportional to the volume. This idea has 
been tested with 140 µm and 300 µm thick sensors [39], and the typical results are 
shown in Figure 1.13. Up to medium-high doses (aound 7 × 1015 neq cm–2) the reverse 
current is essentially equal for both thicknesses of sensors up to the point that the 
sensitive volume of the thicker device becomes larger than the thin detector. But 
after the very high doses the differences between the current of the two thickness are 
somewhat unexpected (Figure 1.14). The current of the thin devices is always higher, 
and a thermal runaway occurs at 1,100 V, preventing stable operation of the devices. 
The thermal runaway also takes place for the thicker sensors, but at a higher value of 
the bias voltage, although at a similar value of the reverse current in both cases. It can 
be concluded that 140 µm thick devices have similar performances (or they display 
the same CC(V) and reverse currents) to standard thickness sensors at lower bias 
voltages (about 400 V lower) for hadron irradiation fluences above 1 × 1016 neq cm–2.

1.3.6 R adiation Tolerance of Different Single Crystal Silicon

As suggested already, the different content of some impurities (mainly oxygen and 
carbon) in the silicon crystal can affect the degradation rate of some of the electrical 
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Figure 1.13  Reverse current as a function of the bias voltage for 140 and 300 µm thick 
silicon microstrip detectors irradiated to 7 × 1015 neq cm–2.
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22	 Radiation Effects in Semiconductors

properties of silicon diodes. In terms of performances of tracking detectors, it is 
important to investigate if the advantages are seen also with charge collection mea-
surements with segmented sensors.

1.3.6.1  MCz Silicon
The high-purity FZ method yields high-resistivity wafers with very low concentra-
tions of O (~1016 cm–3) and other impurities. A much higher O concentration is found 
in wafers produced with the Cz method (~1018 cm–3). This type of single crystal is 
usually employed by the microelectronics industry, but its very low resistivity makes 
it unsuitable for particle detectors where low VFD (therefore high resistivity) values are 
required. A novel production technique that combines the classical Cz method with 
a magnetic field (MCz) to reduce the concentration of impurities, allowing higher 
resistivity in the single-crystal ingot, has been made available by industry in recent 
years [41]. The O concentration in MCz silicon is about 4 to 5 × 1017 cm–3. n- and 
p-type single-crystal ingots with relatively high resistivity (1–2 kΩ cm) have been 
produced with this method and proposed as a possibly radiation harder substrate for 
silicon detectors (see, e.g., [42]). The degradation rate of the VFD for this type of sen-
sor irradiated with neutrons is sensibly lower than for standard and oxygen-enriched 
FZ silicon [43]. Also, CC(V) measurements confirm the enhanced radiation toler-
ance of this material after neutron irradiations. Figure 1.15 shows the comparison of 
the CC(V) of n-side readout detectors made on n- and p-type substrates grown with 
both FZ and MCz methods and irradiated with neutrons to 5 and 10 × 1014 neq cm–2 
[44]. The nMCz detector exhibits the fastest rising signal with bias voltage, resulting 
therefore in the most performance after these doses. It can be noticed that the maxi-
mum collected charge is essentially the same for all materials. This indicates that the 
charge trapping is material independent and the improvement found with the nMCz 
crystal is due to a lower degradation of VFD.

In high-energy physics applications, and, namely, in the SLHC environment, the 
radiation field is mainly composed of backscattered neutrons and charged particles 
emerging from the interactions. Their ratio will depend on the radial distance from 
the beam axis, with the charged hadron dominating at low radii and the 1 MeV 
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Figure 1.14  Reverse current as a function of the bias voltage for 140 and 300 µm thick 
silicon microstrip detectors irradiated to 1.5 and 2 × 1016 neq cm–2.
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Radiation Damage in Silicon	 23

neutrons being the main cause of damage at outer ones. The radius at which the 
two components are equal is about 25 cm. It has been found that these two types of 
radiation introduce a different ratio of donor (n-type) or acceptor (p-type) defects 
on different silicon crystals. In the case of FZ sensors, both radiations introduce 
predominantly p-type defects. In the case of n-MCz, the neutrons introduce mainly 
p-type defects, while charged particles mainly n-type defects. This effect was mea-
sured by capacitance-voltage measurements on diodes irradiated with one or the 
other type of radiation [45]. This particular feature of the n-MCz silicon could be 
advantageous for detectors exposed to radiation fields composed of a comparable 
mix of neutrons and charged hadrons because the n- and p-type radiation-induced 
defects can partially compensate. To test this effect, n-in-p FZ and n-in-n MCz detec-
tors have been irradiated with neutrons only and n-in-n FZ and n-in-n MCz detectors 
with an equal mix (5 × 1014 neq cm–2) of neutrons and 26 MeV/c protons for a total 
dose of 1 × 1015 neq cm–2 for every sensor. Figure 1.16 shows the CC(V) measure-
ments of these devices and confirms the compensation effect. The two FZ detectors 
exhibit almost identical CC(V) characteristics after both the neutron and mixed irra-
diation, while the n-MCz shows a faster rise of the CC(V) in the case of mixed irra-
diation when compared with an identical detector irradiated with neutrons only [46]. 
This feature of the n-MCz material can efficiently extend the lifetime of detectors in 
applications where silicon tracker sensors have to operate after very high doses of a 
mixed irradiation field.

1.3.6.2 E pitaxial Silicon
Epitaxial grown silicon layers (Epi) on low-resistivity Cz substrates are commonly 
used in the complementary metal-oxide semiconductor (CMOS) electronics indus-
try. The typical thickness of the Epi layer is < 10 µm. The use of thicker layers of 
this material for processing enhanced radiation hard detectors was proposed in [47]. 
Encouraging results have been obtained in terms of reduced degradation of the full 
depletion voltage with fluence. The main disadvantage with this material is the cost 
and the difficulty of growing thick (for epitaxial growth standards) layers of single-
crystal, relatively high-resistivity (> 500 Ω cm) silicon. The control of the growth-
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Figure 1.15  Collected charge as a function of bias with the four type of detectors used 
for this study after 1 and 5 × 1014 neutrons cm–2. All detectors are configured to read-out on 
segmented n-implant electrodes.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 



24	 Radiation Effects in Semiconductors

processing parameters becomes problematic, and the yield and reproducibility of 
the Epi wafers can be affected. Nevertheless, p- and n-type Epi silicon layers up to 
150 µm, 500 Ω cm have been obtained on 4-inch Cz wafers. Some of these wafers 
have been processed to produce 1 × 1 cm2, 80 µm pitch microstrip sensors. A few 
devices were selected and irradiated to various doses of reactor neutrons [40]. In 
general, high reverse currents were measured with the Epi irradiated detectors, but 
it was possible to select a few samples to measure the charge collection properties of 
n-in-p detectors up to 8 × 1015 neq cm–2 and p-in-n detectors up to 3 × 1015 neq cm–2 
(Figure 1.17).

The Epi sensors are able to collect almost the same charge as before irradiation 
up to 3 × 1015 neq cm–2, though at increasing bias voltages. The degradation of the 
p-in-n devices is faster than the n-in-p, as expected. The p-in-n Epi have, however, 
a much reduced degradation rate with respect to p-in-n FZ sensors. Also, the n-in-p 
Epi exhibit a reduced degradation rate with respect to FZ detectors of comparable 
thickness (Figure 1.18).

The epitaxial grown substrates display better relative performances after irra-
diation than any other silicon substrate. Despite these good results, the cost and 
the reproducibility of the performances with thick Epi layers make these substrates 
unlikely to be competitive for high-energy physics applications where the sensitive 
volume is required to be over 100 µm thick. Also, epitaxial detectors are expected to 
demonstrate enhanced performance if operated in a mixed (charged and neutral par-
ticles) irradiation field due to the opposite sign of the effective space charge induced 
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Figure 1.16  CC(V) of n-in-n and n-in-p FZ and n-in-n MCz detectors irradiated with 
neutron only or with an equal dose of neutrons and 26 MeV protons to the same total dose 
of 1 × 1015 neq cm–2. The compensation effect of acceptor and donor-like defects introduced 
by the two different types of radiation in the nMCz substrate is visible in the faster rise of 
the CC(V) in the case of mixed irradiation. (G. Casse, A. Affolder, P.P. Allport, “Studies on 
Charge Collection Efficiencies for Planar Silicon Detectors after Doses up to 1016 Neq/cm2 
and the Effect of Varying Substrate Thickness,” 2008 Nuclear Science Symposium, 19–25 
October 2008 Dresden, Germany, http://www.nss-mic.org/2008/Program/ListProgram.
asp?session=N54, to be published in IEEE Trans. Nucl. Sci.)
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by the two types of radiation [45], as for the nMCz substrate, although CC(V) mea-
surements of this effect are not available.

1.4  Annealing Effects

After Equation (1.5), the reverse current of the irradiated silicon sensors could be 
reduced by annealing. The annealing is a strong function of temperature and can be 
effectively used to suppress or accelerate this effect. Figure 1.19 shows the measured 
changes of the reverse current as a function of the annealing time. The data are 
shown in terms of equivalent annealing time at 20°C, but the measurements have 
been taken after accelerated annealing steps at 60°C (acceleration factor about 540) 
and 80°C (acceleration factor about 7,400) [49,50].
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Figure 1.17  Collected charge as a function of the bias voltage for Epi (150µm) n-in-p 
detectors irradiated to various doses up to 8 × 1015 neq cm–2 and p-in-n detectors to 3 × 1015 
neq cm–2 [40]. (With permission from G. Casse, A. Affolder, P. P. Allport, “Charge collection 
Efficiency Measurements for Segmented Silicon Detectors Irradiated,” IEEE Trans. Nucl. 
Sci., vol. 55, Issue 2, 2008, pp1695–1699.
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Figure 1.18  Comparison of n-in-p Epi and FZ sensors with similar active thickness after 
3 × 1015 neq cm–2.
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26	 Radiation Effects in Semiconductors

As shown, a substantial reduction of the current is achieved (between 30% to 
40% at high voltage after ~50 days at 20°C). In certain applications (e.g., high-
energy physics experiments) the reduction of the current by means of annealing is 
not exploited because of the reverse annealing of the VFD. This has always been 
considered detrimental to the sensor operations because of the increase of VFD after 
a short-term decrease for about 30 days at TREF (Figure 1.3). It was assumed that this 
increase would entail a corresponding decrease of the charge collected at a given 
voltage below VFD. But studying the charge collected at a given voltage as a function 
of the accelerated (at 60°C and 80°C) annealing time with n-side readout detectors, 
a different picture emerged. The collected charge at any given bias voltage increased 
to reach a maximum after about 40 days (20°C equivalent). Up to a 30% increase in 
the collected charge has been verified (Figure 1.20). The signal stays > 20% higher 
than the starting value for about 300 days and returns to its initial value after about 
1,100 days. The results of these measurements have changed the way the reverse 
annealing is regarded in high-energy physics experiments. In fact, the annealing can 
be used to achieve two important goals: (1) recovering some fraction of the signal 
height; and (2) reducing the reverse current.

1.5 C onclusions: The ATLAS Example Case

As a conclusion, we can anticipate the S/N performance for the ATLAS upgrade at 
the SLHC. The pitch of the innermost strips is 75 µm for a length of 2.5 cm. The 
pixels are 50 µm wide and 250 µm long. As mentioned before, the target doses are 
1 × 1015 neq cm–2 (innermost strips), 3 × 1015 neq cm–2 (outermost pixels), and 2 × 1016 
neq cm–2 (innermost pixels). Assuming an operation temperature of –25°C, the noises 
in the three cases, calculated using Equations (1.12) and (1.13) for the microstrip 
sensors with the measured currents (before annealing) after the corresponding 
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Figure 1.19  Changes of the reverse current as a function of the bias voltage, measured at 
–25°C, of a silicon detector irradiated to 1 × 1015 neq cm–2 with different annealing time after 
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D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 



Radiation Damage in Silicon	 27

radiation doses, and the present estimate for the pixel sensor noise (with a different 
parameterization from Equation (1.12)) are ~650 ENC, < 300 ENC, and < 400 ENC, 
respectively. Looking at the signal after the corresponding radiation doses, the S/N 
expected for the innermost microstrip layer is about 17 at 500 V and 25 at 900 V. 
For the two pixel layers, the S/N is about 23 at 500 V and 30 at 900 V for the outer 
pixels and 11.2 and 12.7 for the inner ones. As already stated, these values are for 
unannealed detectors and can be considered worst immediately after irradiation. A 
significant improvement is expected if a controlled annealing at 20°C (correspond-
ing to between 100 to 300 days during the lifetime of the experiment). Nonetheless, 
the S/N values demonstrate that these detectors are in principle capable of operating 
fully efficiently after the highest doses of the most demanding application in high-
energy physics.

References

	 1.	 H.E. Boesch et al., IEEE Trans. Nucl. Sci. vol. NS-3, no. 6, 1981, pp. 1191–1197.
	 2.	 H.E. Boesch and T.L. Taylor, “Charge and interface state generation in field oxides,” 

IEEE Trans. Nucl. Sci. vol. NS-31, no. 6, 1984, p. 1273.
	 3.	 K. Gill et al., J. Appl. Phys. vol. 82, no. 1, July 1997.
	 4.	 G.P. Summers et al., IEEE Trans. Nucl. Sci. vol. 34, 1987, p. 1134.
	 5.	 G. Lindstrom et al., “Radiation hard silicon detectors developments by the RD48 (ROSE) 

Collaboration,” Nucl. Instrum. Meth. vol. A466, 2001, pp. 308–326.
	 6.	 F. Lemeilleur, M. Glaser, E.H.M. Heijne, P. Jarron, C. Soave, C. Leroy, et al., “Neutron, 

proton, and gamma irradiations of silicon detectors,” IEEE Trans. Nucl. Sci. vol. 41, no. 
3, 1994, pp. 425–431.

	 7.	 R. Wunstorf, “Systematische Untersuchangen zur Strahlenresistenz von Silizium-
Detektoren für die Verwendung in Hochenenergiephysik-Experimenten,” PhD thesis, 
Hamburg University, 1992 (see also DESY FH1K-92-01, 1992).

12001000

500 V
700 V
900 V

800600
Equivalent Days @ 20°C

4002000
0
2
4
6
8

10
12

Co
lle

ct
ed

 C
ha

rg
e (

ke
)

14
16
18
20
22
24

Figure 1.20  Changes of the signal collected by a silicon detector irradiated to 1x1015 neq 
cm-2 with time after irradiation. The sensor was annealed at 60oC but the time axis has been 
rescaled to equivalent time at TREF

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 



28	 Radiation Effects in Semiconductors

	 8.	 M. Moll, “Radiation damage in silicon particle detectors—microscopic defects and 
macroscopic properties,” PhD thesis, DESY-THESIS-1999-040, December 1999.

	 9.	 F. Lemeilleur, S.J. Bates, A. Chilingarov, C. Furetta, M. Glaser, E.H.M. Heijne, et 
al., “Study of characteristics of silicon detectors irradiated with 24 GeV/c protons 
between −20°C and +20°C,” Nucl. Instrum. Meth. vol. A360, no. 1–2, June 1, 1995, pp. 
438–444.

	 10.	 CERN-RD48, “Research and development on silicon for future experiments,” http://
rd48.web.cern.ch/RD48.

	 11.	 A. Ruzin et al., “Radiation effects in silicon detectors processed on carbon and oxygen-
rich substrates,” Mater. Sci. Semicond. Proc. vol. 3, 2000, p. 257.

	 12.	 G. Kramberger, V. Cindro, I. Mandic, M. Mikuz, and M. Zavrtanik, “Effective trapping 
time of electrons and holes in different silicon materials irradiated with neutrons, pro-
tons and pions,” Nucl. Instr. Meth. A vol. 481, no. 1–3, 2002, pp. 297–305.

	 13.	 L.J. Beattie et al., “The electric field in irradiated silicon detectors,” Nucl. Instr. Meth. A 
vol. 418, no. 2, December 1998, pp. 314–321.

	 14.	 G. Casse, M. Glaser, E. Grigoriev, G. Casse, M. Glaser, and E. Grigoriev, “Study of 
evolution of active volume in irradiated silicon detectors,” Nucl. Instr. Meth. A vol. 426, 
1999, pp. 140–146.

	 15.	 T. Dubbs et al., Nucl. Instr. and Meth. A vol. 383, 1996, p. 174.
	 16.	 S. Martí i García et al., Nucl. Instr. and Meth. A vol. 426, 1999, p. 24.
	 17.	 P. Holl, J. Kemmer, U. Prechtel, T. Ziemann, D. Hauff, G. Lutz, et al., “A double-sided 

silicon strip detector with capacitive readout and a new method of integrated bias cou-
pling,” IEEE Trans. Nucl. Sci. vol. 36, February 1989.

	 18.	 G. Casse, P.P. Allport, and M. Hanlon, “Improving the radiation hardness properties of 
silicon detectors using oxygenated n-type and p-type silicon,” IEEE Trans. Nucl. Sci. 
vol. 47, no. 3, June 2000, pp. 527–532.

	 19.	 G. Casse, P.P. Allport, T.J.V. Bowcock, A. Greenall, M. Hanlon, and J.N. Jackson, “First 
results on the charge collection properties of segmented detectors made with p-type bulk 
silicon,” Nucl. Instr. Meth. A vol. 487, no. 3, July 2002, pp. 465–470.

	 20.	 C. Pittori and M. Tavani, “Gamma-ray imaging by silicon detectors in space: the AREM 
method,” Nucl. Instr. Meth. A vol. 488, 2002, pp. 295–306.

	 21.	 ATLAS Inner Detector TDR, CERN/LHCC/1997-17.
	 22.	 CMS Tracker at the SLHC, http://cmsdoc.cern.ch/cms/Tracker/html/Tracker2005/

TKSLHC/index.html.
	 23.	 J. Kemmer, “Fabrication of a low-noise silicon radiation detector by the planar process,” 

Nucl. Instrum. Meth. A vol. 169, 1980, p. 499.
	 24.	 H.F.W. Sadrozinski, “Applications of silicon detectors,” IEEE Trans. Nucl. Sci. vol. 48, 

no. 4, 2001, pp. 933–940.
	 25.	 The LHC Conceptual Design Report—The Yellow Book CERN/AC/95-05 (LHC).
	 26.	 LHCb Technical Proposal, CERN/LHCC 98-4, February 20, 1998.
	 27.	 ALICE TDR 9, CERN/LHCC 2001-021, October 3, 2001.
	 28.	 LHCC 1/4/2008—Roland Garoby, http://indico.cern.ch/conferenceDisplay.py?confId= 

36149.
	 29.	 The ATLAS experiment, ID layout, http://atlas.web.cern.ch/Atlas/GROUPS/UPGRADES/ 

layout.html.
	 30.	 G. Pellegrini et al., “Technology development of p-type microstrip detectors with radia-

tion hard p-spray isolation,” Nucl. Instr. and Meth. A vol. 566, no. 2, October 15, 2006, 
pp. 360–365.

	 31.	 R.H. Richter et al., Nucl. Instr. and Meth. A vol. 377, 1996, pp. 412.
	 32.	 J. Kemmer et al., U.S. Patent N. US 6, 184, 562 B 1, 2001.
	 33.	 F. Anghinolfi et al., “SCTA-a rad-hard BiCMOS analogue readout ASIC for the ATLAS 

Semiconductor Tracker,” IEEE Trans. Nucl. Sci. vol. 44, no. 3, June 1997, pp. 298–302.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 

http://rd48.web.cern.ch/rd48/
http://rd48.web.cern.ch/rd48/
http://cmsdoc.cern.ch/cms/Tracker/html/Tracker2005/TKSLHC/index.html
http://cmsdoc.cern.ch/cms/Tracker/html/Tracker2005/TKSLHC/index.html
http://indico.cern.ch/conferenceDisplay.py?confId= 36149
http://indico.cern.ch/conferenceDisplay.py?confId= 36149
http://atlas.web.cern.ch/Atlas/GROUPS/UPGRADES/
http://atlas.web.cern.ch/Atlas/GROUPS/UPGRADES/


Radiation Damage in Silicon	 29

	 34.	 G. Casse, P.P. Allport, and A. Greenall, “Response to minimum ionising particles of 
p-type substrate silicon microstrip detectors irradiated with neutrons to LHC upgrade 
doses,” Nucl. Instr. and Meth. A vol. 581, 2007, pp. 318–321.

	 35.	 A. Affolder, P. Allport, and G. Casse, “Studies of charge collection efficiencies for p-type 
planar silicon detectors after reactor neutron and 26 MeV proton doses up to 2x1016 neq/
cm2,” 7th International Conference on Radiation Effects on Semiconductor Materials 
Detectors and Devices, October 15–17, 2008, Florence, Italy.

	 36.	 P.P. Allport, G. Casse, M. Lozano, P. Sutcliffe, J.J. Velthuis, and J. Vossebeld, 
“Performance of p-type micro-strip detectors after irradiation to 7.5 × 1015 p cm2,” IEEE 
Trans. Nucl. Sci. vol. 52, no. 5 III, 2005, pp. 1903–1906.

	 37.	 A. Affolder, P.P. Allport, and G. Casse, “Charge collection efficiencies of planar silicon 
detectors after reactor neutron, pion and proton doses up to 2.5×1016 neq cm–2,” 1st 
International Conference on Technology and Instrumentation in Particle Physics, March 
12–17, 2009, Tsukuba, Japan.

	 38.	 G. Casse et al., 14th RD50 Workshop, June 3–5, 2009, Freiburg, Germany, http://indico.
cern.ch/conferenceOtherViews.py?view=cdsagenda&confId=52883, and “Enhanced 
efficiency of segmented silicon detectors of different thicknesses after hadron irradia-
tions up to 2×1016 neq cm2,” 11th European Symposium on Semiconductor Detectors, 
June 7–11, 2009, Wildbad Kreuth, Germany.

	 39.	 G. Casse, A. Affolder, and P.P. Allport, “Charge collection efficiency measurements for 
segmented silicon detectors irradiated to 1x1016 n cm–2,” IEEE Trans. Nucl. Sci. vol. 55, 
no. 3, pt. 3, June 2008.

	 40.	 G. Casse, A. Affolder, and P.P. Allport, “Studies on charge collection efficiencies for 
planar silicon detectors after doses up to 1016 Neq/cm2 and the effect of varying sub-
strate thickness,” 2008 Nuclear Science Symposium, October 19–25, 2008, Dresden, 
Germany, http://www.nss-mic.org/2008/Program/ListProgram.asp?session=N54.

	 41.	 V. Savolainen, et al., “Simulation of large-scale silicon melt flow in magnetic Czochralski 
growth,” J. Cryst. Growth vol. 243, no. 2, 2002, p. 243.

	 42.	 J. Härkönen, E. Tuovinen, P. Luukka, H.K. Nordlund, and E. Tuominen, “Magnetic 
Czochralski silicon as detector material,” Nucl. Instr. and Meth. A vol. 579, 2007, pp. 
648–652.

	 43.	 G. Kramberger, “Charge collection measurements on MICRON RD50 detectors,” 
ATLAS Tracker Upgrade Workshop, December 11–14, 2007, Valencia, http://ific.uv.es/
slhc/ATLASUpgrade/.

	 44.	 G. Casse, A. Affolder, P.P. Allport, and M. Wormald, “Study of the response to minimum 
ionising particles of microstrip detectors made with float zone and magnetic Czochralski 
silicon after neutron irradiation,” Nucl. Instr. and Meth A vol. 598, no. 3, January 21, 
2009, pp. 671–674.

	 45.	 E. Fretwurst et al., “First results on 24 GeV/c proton irradiated thin silicon detectors,” 
11th RD50 Workshop, CERN, November 2007.

	 46.	 G. Casse, A. Affolder, P. Allport, and M. Wormald, “CCE studies in silicon,” 17th 
International Workshop on Vertex Detectors, July 28–August 1, 2008, Utö Island, 
Sweden, PoS(VERTEX 2008)036.

	 47.	 B. Dezillie et al., “Radiation hardness of silicon detectors manufactured on wafers from 
various sources,” Nucl. Instr. and Meth. A vol. 388, no. 3, 2007, pp. 314–317.

	 48.	 E. Fretwurst, F. Hönniger, G. Kramberger, G. Lindström, I. Pintilie, and R. Röder, 
“Radiation tolerant epitaxial silicon detectors of different thickness,” 6th RD50—
Workshop on Radiation Hard Semiconductor Devices for Very High Luminosity 
Colliders, June 2–4, 2005, Helsinki.

	 49.	 G. Casse, P.P. Allport, and A. Watson, “Effects of accelerated annealing on p-type sili-
con micro-strip detectors after very high doses of proton irradiation,” Nucl. Instr. and 
Meth. A vol. 568, 2006, pp. 46–50.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 

http://www.nss-mic.org/
http://indico.cern.ch/conferenceOtherViews.py?view=cdsagenda&confId=52883
http://indico.cern.ch/conferenceOtherViews.py?view=cdsagenda&confId=52883
http://ific.uv.es/slhc/ATLASUpgrade/
http://ific.uv.es/slhc/ATLASUpgrade/


30	 Radiation Effects in Semiconductors

	 50.	 A. Affolder, P. Allport, and G. Casse, “Charge collection efficiency measurements of 
irradiated segmented n-in-p and p-in-n silicon detectors for use at the super-LHC,” IEEE 
TNS vol. 56, no. 3, June 2009, pp. 765–770.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
40

 0
6 

M
ay

 2
01

6 



31

2 Radiation-Tolerant CMOS 
Single-Photon Imagers for 
Multiradiation Detection

Edoardo Charbon, Lucio Carrara, Cristiano Niclass, 
Noémy Scheidegger, and Herbert Shea

2.1  Introduction

Sensors capable of detecting a few photons or even a single photon have been available 
for several decades now, albeit in a single point of detection. In these sensors pho-
toelectrons are generally multiplied by micropressure cavities over relatively large 
distances. Imaging small areas usually requires highly optimized micromechanical 
scanning. Imaging large areas can, on the contrary, be done in parallel using arrays 
of photomultipliers but at steep costs.

Imaging photon-starved scenes has become more affordable with the introduc-
tion of highly miniaturized solid-state avalanche photodiodes (APDs) that can be 
arranged in relatively large arrays and tessellated in even larger areas. APDs may 
operate both in linear and in Geiger mode, thus demonstrating their usefulness in 
photon counting, photon energy evaluation, and single-photon time-of-arrival detec-
tion and time-resolved imaging.

More recently, the demonstration of these devices implemented in CMOS has 
opened the way to the creation of large arrays of single-photon detectors on one 
hand and of advanced functionality on the other. Researchers have shown several 
uses for this technology and applications today range from multiphoton microscopy 
[1] to voltage sensitive dye (VSD)-based imaging [2,3], particle image velocimetry 
(PIV) [4], and instantaneous gas imaging [5]. Fluorescence-based imaging (both 
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single- and multiphoton, lifetime- and correlation-based) is the research direction 
that has perhaps most influenced the development of fast and sensitive optical detec-
tors [6–8].

Other uses for single- and few-photon detectors include a variety of time-resolved 
imaging used in astronomical surveys, positron emission tomography, and single-
molecule imaging, whereby single-event coincidences are routinely used to solve 
inverse problems or to reduce the impact of random noise originating from back-
ground radiation or inherent sensor imperfections. Accurate photon time of arrival 
over a large array of pixels is gaining traction in disciplines that have used this tech-
nique for decades but so far have lacked the tools for large-scale surveys. Applications 
of this type include Hanbury Brown Twiss (HBT) interferometry for the analysis of 
light micro and macro light sources as well as for stellar bodies [9–11], X-ray imag-
ers, and three-dimensional (3-D) vision [12–15], just to name a few.

The next frontier for CMOS APDs is space, where one of the most important 
requirements is radiation hardness. Other hostile environments, such as the human 
body and heavy B-field cavities, are also of interest to researchers, where sensors 
could be used for monitoring purposes, for example, in radiation therapy and bio-
medical imaging science.

In the last four decades, solid-state APDs have gradually evolved from relatively 
crude devices to the sophistication of today. Almost every imaging technology has 
one such device, and the range of implementations is quite wide. There are two 
main lines of research in silicon APDs: one advocates the use of highly optimized 
processes to boost performance; and the other proposes to adapt design to existing 
processes to reduce cost and to maximize miniaturization.

In this chapter, we focus on the latter approach and discuss the latest advances 
in CMOS arrays designed for radiation tolerance. We also discuss how advanced 
processes can ensure in-pixel and on-chip processing of ultra-high-speed signals that 
are typical of single-photon detectors. In this context we study one such architecture 
and show how the high-speed characteristics enabled us to trade off speed with a 
number of performance constraints while keeping pixel pitch low. This chapter pres-
ents results achieved recently in the field of tolerance to high-dose gamma radiation, 
proton bombardment, and X-rays.

2.2 S olid-State Single-Photon-Detecting Pixels

Devices for single-photon detection are realizable in many solid-state and nonsolid-
state implementations [16]. To contextualize our discussion on single-photon detec-
tion, we mention here two classes of detectors that have been thus far the solution 
of choice in many applications: multichannel or microchannel plates (MCPs) and 
photomultiplier tubes (PMTs) [17]. A number of solid-state solutions have been pro-
posed as a replacement of MCPs and PMTs using conventional imaging processes. 
The challenge, though, has been to meet both single-photon sensitivity and low tim-
ing uncertainty. To address the sensitivity problem, cooled, intensified, and electron 
multiplier charge-coupled devices (EMCCD) [18] as well as ultra-low-noise CMOS 
APS architectures [19] have been proposed. Multiplication of photogenerated charges 
by impact ionization has also been used in conventional CCDs both off pixel [20] 
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and on pixel [21]. Matching the picosecond timing uncertainty of PMTs, however, 
to the best of our knowledge has not been possible in CCD/CMOS imagers, even 
though uncertainties as low as 1 microsecond in CCD [22] and a few nanoseconds in 
CMOS APS [23] have been demonstrated. While CCD streak cameras can achieve a 
resolution of a few picoseconds, they require a two-dimensional (2-D) pixel array to 
resolve a string of photon arrivals. Moreover, long acquisition latency and the added 
complexity to form and deflect the photoelectron beam make this device unsuitable 
for miniaturization and low-cost operation.

Solid-state sensors based on APDs were proposed decades ago to simultaneously 
achieve high sensitivity and dynamic range and low timing uncertainty [24]. In APDs, 
carriers generated by the absorption of a photon in the p-n junction are multiplied by 
impact ionization, thereby producing an avalanche. APDs can reach timing uncer-
tainties as low as a few tens of picoseconds thanks to the speed at which an avalanche 
evolves from the initial carrier pair forming in the multiplication region. An APD 
is implemented as a photodiode is reverse biased near breakdown, where it exhibits 
optical gains greater than 1. An APD is proportional or linear when it is biased 
below breakdown. It can be used to detect clusters of photons and to determine their 
energy. When biased above breakdown, the optical gain becomes virtually infinite. 
Therefore, with relatively simple ancillary electronics, the APD becomes capable of 
detecting single photons. The APD operating in this regime, known as Geiger mode 
of operation, is called single-photon avalanche diode (SPAD).

APDs—and especially SPADs—have recently evolved toward more and more 
compact devices following Moore’s Law. As a result, researchers have shown func-
tional devices in 0.8 µm [12,25], 0.35 µm [26–30], 0.18 µm [31,32], and 130 nm 
[33–35] CMOS processes. With the availability of SPADs in deep-submicron CMOS 
processes, it has become possible to implement more and more complex functional-
ity in proximity to the detector [36–38]. At the same time, smaller pixels are now 
feasible but with low or no functionality implemented per pixel.

Unlike in conventional pixel arrays, where the intensity of light is coded in terms 
of a voltage that is stored in a parasitic capacitance, in SPAD arrays the state of pho-
ton counts is not statically available on pixel. Photon counts can be stored on pixel 
only when a counter and a memory are integrated in situ, with the consequence of 
increasing the pitch. In addition, while a large memory is beneficial in increasing the 
counting resolution—and thus the dynamic range for a given readout speed—it fur-
ther absorbs area and power, increases the pitch, and decreases the size of a feasible 
array. An alternative to this approach is the use of a memory of minimum size: 1 bit. 
The effect is to minimize pitch while requiring more frequent readouts. However, 
with the reduction of feature size, high speeds can be easily achieved at a cost of 
higher power consumption, which in turn can be traded off for resolution.

2.3  APDs and SPADs Fabricated in CMOS Processes

2.3.1  Basic Structure Design

There exist at least two main implementation styles for APDs and SPADs. In the first 
style, known as reach-through APD (RAPD), one builds a p+-π-p-n structure [39]. 
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When reverse-biased, the depletion region extends from the cathode to the anode. 
Accordingly, the multiplication region is deep in the p/n+ junction. Due to the depth 
of the multiplication region, this device is indicated for absorption of red and near-
infrared (NIR) photons up 1.1 µm (for silicon). Since the photoelectrons drift until 
the multiplication region, a larger timing uncertainty is generally observed.

The second implementation style is compatible with planar CMOS processes, 
and it involves shallow or medium-depth p- or n-layers to form high-voltage pn 
junctions. Cova and others have investigated devices designed in this style since the 
1970s, yielding a number of structures [40]. All these structures have in common a 
p-n junction and a zone designed to prevent premature edge breakdown (PEB). An 
example of the early structures is shown in Figure 2.1. In [41], n+/p+ enrichment in 
p-substrate was used, while PEB was prevented by confining p+ enrichment in the 
center of the APD.

More recently, many authors have developed APDs both in linear and Geiger 
mode using dedicated planar and nonplanar processes, achieving superior perfor-
mance in terms of sensitivity and noise. A good example is the work of Kindt [42]. 
The main disadvantage of using dedicated processes is generally the lack of librar-
ies that can support complex functionalities and deep-submicron feature sizes, thus 
limiting array sizes.

An interesting alternative is the use of a hybrid approach whereby the APD array 
and ancillary electronics are implemented in two different processes, each opti-
mized for APD performance and speed, respectively [43]. If the ancillary electronics 
is implemented in CMOS, high degrees of miniaturization are possible. The price to 
pay is increased fabrication complexity and higher cost.

In 2003 the integration of linear and Geiger mode APDs in a low-cost CMOS 
process became feasible [44]. In planar processes, one of the main challenges is PEB 
prevention. This is done by design forcing the electric field everywhere to be lower 
than that on the planar multiplication region, where it should be uniform. Figure 2.2 
shows some of the most popular structures. In (a) the n+ layer maximizes the electric 
field in the middle of the diode. In (b) the lightly doped p-implant reduces the elec-
tric field at the edge of the p+ implant. In (c) a floating p-implant locally increases 
the breakdown voltage. With a polysilicon gate one can further extend the depletion 
region (gray line in the figure). Finally, in a process with trenches it is possible to 
decrease the electric field using the geometry of solution (d).

n-substrate

p-epi

p+
n+

Figure 2.1  Cross-section of APDs that can be fabricated in a planar process. (Reprinted 
with permission from Edoardo Charbon. “Towards large scale CMOS single-photon detector 
arrays for lab-on-chip applications.” J. Phys. D: Appl. Phys., 41, 094010 (9pp) 2008.)
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Radiation-Tolerant CMOS Single-Photon Imagers	 35

In our work we have selected solution (b) as the standard implementation in most 
of our designs. This implementation assumes a p-substrate and an n-well isolation. 
There are several advantages to using an n-well. First, photocharges generated in a 
given pixel cannot cause avalanches in neighboring pixels, therefore minimizing 
electrical cross talk. Second, only photocharges relatively near the multiplication 
region can trigger an avalanche, thus reducing timing uncertainty. The main disad-
vantage is a set of tighter separation rules, thus lessening pixel packing potential of a 
given technology, fill factor, and, ultimately, pixel pitch. Modern imaging processes 
provide several lightly doped implants at three or more depths. So, an optimal layer 
combination (p+/p-/n-well) generally exists that can yield a good trade-off between 
timing uncertainty and noise. However, care should be used to avoid full depletion 
of the well and punch-throughs between shallow wells and substrate. Buried layers 
should also be used with care to prevent punch-through across the n-well.

More recently, to reduce pixel pitch while achieving a reasonably effective PEB 
prevention capability, some authors have suggested the use of p-STI structures 
instead of full-blown lightly doped implants [34,35]. These structures are robust and 
could greatly enhance miniaturization.

2.3.2  Quenching and Recharge

Linear APDs are multiphoton detectors when used as charge accumulators. In this 
case, the charges generated at each avalanche are integrated, and subsequent ampli-
fication may not be needed. In single-photon detection mode, fast amplifiers should 

n

p

n+

n+ p–

p p+

n

(c) (d)

(a) (b)

pp

Figure 2.2  Techniques for prevention of Premature Edge Breakdown (PEB) in planar 
processes. (Reprinted with permission from Edoardo Chabon. “Towards large scale CMOS 
single-photon detector arrays for lab-on-chip applications.” J. Phys. D.: Appl. Phys. 41 094010 
(9pp) 2008.)
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36	 Radiation Effects in Semiconductors

be used, adding to jitter and dark noise. SPADs, on the contrary, can operate only in 
single-photon mode. As mentioned earlier, this mode of operation is achieved bias-
ing the diode above breakdown by a voltage known as excess bias voltage. Upon 
photon absorption, an avalanche may be triggered involving a sufficient number of 
charges to be easily detected, requiring no further amplification. However, the ava-
lanche needs be quenched.

There exist two main quenching mechanisms, known as passive and active meth-
ods. In passive quenching the avalanche current itself is used to drop the voltage 
across the diode. This is generally accomplished via a ballast resistor placed on the 
anode or the cathode of the diode, as shown in Figure 2.3. The detection of the ava-
lanche can be accomplished by measuring the voltage across the ballast resistance 
(Figures 2.3a, 2.3b) or the current across a low- or zero-resistivity path (Figures 2.3c, 
2.3d). Pulse shaping may be performed using a comparator (Figure 2.3e).

Excess bias voltage, VE, satisfies the equality V V VE OP bd= − ,  where Vbd is the 
true breakdown voltage, and VOP is the overall bias voltage shown in the figure. The 
ballast and sense resistances can be implemented in polysilicon [44] or using the 
nonlinear characteristics of a PMOS or NMOS biased in weak [26] or strong inver-
sion [45,46]. In active quenching mode, the avalanche current is used to actively 
stop the avalanche. The literature on active quenching is extensive. In [44,47], for 
example, some of the existing schemes can be found. Other authors in the imaging 
community have recently revisited the issue [48].

After quenching, the device enters another phase known as recharge. During this 
phase the photodiode bias voltage must return to the pre-avalanche state as quickly 
as possible. Again, there are passive and active schemes to achieve recharge. The 
simplest approach is shown in Figure 2.3. The diode will automatically recharge to 
VOP via the ballast resistance. The recharge, in this case, follows the RC exponential, 
where R is the equivalent quenching resistance, and C is the total parasitic capaci-
tance at node X. In active recharge schemes, the photodiode is forced to the initial 
state generally via a fast switch controlled by a current sense amplifier. Even though 
these schemes are attractive, they usually require extra complexity to a pixel, thus 
potentially hindering miniaturization unless in-pixel feedback is used. In addition, 

IxR

IxR

VxVx

(a) (b) (c) (d)

VOPVOPVOPVOP

X
X

Vth

(e)

Figure 2.3  Passive quenching variants. Voltage detection mode (a,b); Current detection 
mode (c,d). Node X may be connected to a comparator (e) or a simple inverter. (Reprinted 
with permission from Edoardo Chabon. “Towards large scale CMMOS single-photon detec-
tor arrays fo lab-on-chop applications.” J. Phys. D: Appl. Phy. 41 094010 (9pp) 2008.)
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active recharge may result in increased afterpulsing probability if the recharge 
time is lower than the device intrinsic relaxation time. Recently, an active recharge 
scheme was introduced to achieve a different goal (i.e., to fix the recharge time to 
a predefined value, possibly above intrinsic relaxation) to keep afterpulsing within 
predefined boundaries [45,46].

The quenching and recharge times are collectively known as dead time. Dead 
time in passive quenching/recharge methods is potentially longer than that of their 
active counterparts. However, the advantage of a reduced dead time in large array 
may be reduced by limited speeds of pixel readout schemes.

2.3.3 T he Importance of Miniaturization

The first SPAD implementations in 0.35 µm CMOS technology have demonstrated 
fully scalable pixels at a pitch of 25 µm. However, for a realistic Mpixel sensor real-
ization, this limit should be further reduced. Pixel miniaturization has other benefits 
too. The reduction of anode and cathode areas in SPADs generally reduces the dark 
count rate (DCR) (i.e., the average frequency of spurious pulses in the dark) [44]. It 
also reduces the parasitic capacitance at node X in Figure 2.3 and therefore possibly 
reduces dead time. In addition, the number of carriers involved in an avalanche is also 
reduced, hence decreasing the probability of carrier trapping and, consequently, of 
afterpulsing. Finally, fewer carriers involved in impact ionization will cause smaller 
photon emission during the avalanche and also less optical cross talk.

2.4 B uilding and Testing Radiation-Hardened SPADs

The justification for the use of photon counting in imaging is two-fold. First, pho-
ton counting enables a quantitative approach to imaging. This may be important in 
applications where a calibration phase is not desirable or possible, such as in space 
and in other hostile environments like human implants. Second, assuming nearly 
100% fill factor, using, for example, optical means [49], photon counters enable very 
high sensitivities, which are useful whenever the analysis of low-light illumination 
scenes is needed. In addition, when SPADs are used, the imager can be made resil-
ient to a variety of radiation types, from cosmic rays to high-energy proton beams to 
X-rays to gamma radiation and even strong magnetic fields.

The effects of radiation are quite different, depending on its nature, the energy of 
its quanta, and the materials it traverses; the literature on the subject is extensive (see, 
e.g., [50,51] for a review). Techniques to maximize sensor tolerance have also been 
developed for a number of years, and several imagers resistant to up to 30Mrad (Si) 
of gamma radiation have been reported. These sensors have several shortcomings: 
either significant noise performance degradation, up to several orders of magnitude 
[51], or unacceptably high preradiation noise levels [52]. In addition, many radiation-
tolerant sensors reported in the literature use dedicated processes, thus possibly lim-
iting their suitability for mass-market applications [53].

In what follows we describe a CMOS photon-counting imager that was designed 
to detect Earth’s airglow, the atmospheric oxygen emission at 762 nm due to oxygen 
recombination. Airglow occurs day and night and enables geostationary and orbiting 
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38	 Radiation Effects in Semiconductors

satellites to infer their position referred to the earth’s center for attitude determina-
tion purposes [54,55]. The goal of this project was to develop a sensor that could dra-
matically reduce the requirements on weight and size of the navigational telescope 
optics to be mounted on ultra-low-cost satellites.

Figure 2.4 shows the imager concept and examples of airglow emission under 
distinct conditions. The sensor, operating in photon-counting mode, consists of an 
array of 32 × 32 pixels. Each pixel comprises a single-photon detector, a 1-bit coun-
ter, and fast-readout circuitry. Radiation hardness was achieved with a combination 
of schematic and physical design techniques while keeping pixel complexity to a 
minimum and spreading all its components uniformly. This was done to minimize 
the probability of radiation particles damaging a vital section of the chip. Moreover, 
contrary to the general trend in the literature, the fill factor was kept low. This has 
the advantage of reducing the probability that the detector is hit by radiation; in addi-
tion, light is reclaimed using optical concentrators. Finally, due to the digital nature 
of the detector, a higher resilience to charge injection due to irradiation was built into 
the sensor.

The block diagram of the sensor is shown in Figure 2.5. The timing diagram of 
the sensor readout is shown in the figure inset. The array is read out in rolling shut-
ter mode via the high-speed row decoder and may be reset after each read operation 
or read out nondestructively. The column decoder is used to issue a readout control 
signal, while the signal conditioning synchronizes it with the clock. All 32 columns 
are read in parallel, thus enabling a complete 1,024-pixel frame readout in Tmin = 
1.2 µs with 1-bit depth. To achieve a higher number of gray levels we accumulate N 
frames, thus reaching an intensity resolution of log2(N) bits at the expense of lower 
frame rates. The saturation count rate is 1/Tmin; SNRmax for integration time tint is 
computed as

	 SNR t
T

t
Tmax

int

min

int

min
log log Va= 





− +20 10 rr[ ]DC





	 (2.1)

where the noise power is given by the sum of Poisson noise power and Var[DC], that 
is, the variance of the stochastic process underlying dark count generation. The latter 
is approximated by the average of dark counts during integration, or DCR tint, where 
DCR is the dark count rate of the detector. We use median DCR. We believe that this 
figure is a better representation of the noise performance of the chip as it represents 
the DCR upper bound for 50% of the pixels.

The schematic of the pixel is shown in Figure 2.6. The detector is implemented 
as a SPAD, the counter as a latch, and the readout as a pull-down transistor. The 
SPAD is a p-n junction biased above breakdown to operate in Geiger mode. In this 
design, the avalanche voltage is sensed by M2 that forces the latch to logic level “1.” 
Transistor M7 acts as pull-down of the column line that is kept high by resistor RPU, 
while M6 is the row selection switch, controlled by RowSEL. When the column is 
pulled down, a buffer (not shown in the schematic) controls a pad, and the output of 
the chip for that column is interpreted as a photon detected in the previous interval of 
time. Transistors M4 and M5 are controlled, respectively, by column line (ColSET) 
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(a)

(b)

Mean Airglow Emission at
24:00 LST

Mean Airglow Emission at
06:00 LST

Mean Airglow Emission at
12:00 LST  

(c)

Figure 2.4  Airglow imaging from orbit for attitude determination purposes: (a) in orbit-
ing satellites (altitude: 2,000 km), using a triple sensor; (b) in geostationary satellites (alti-
tude: 36,000 km) using a single sensor. The grids indicate the observation window of each 
sensor and the lateral resolution with a FOV of 20 degrees. (c) The center wavelength of 
airglow emission is 762 nm with a minimum estimated photon flux of 6400 counts/s/pixel. 
The figures show examples of airglow emission measured by an earlier mission. (Reprinted 
with permission from, Carrara, L., Niclass, C., Scheidegger, N., Shea, H., Charbon, E. “A 
gamma, x-ray and high energy proton radiation-tolerant CIS for space applications.” Solid-
State Circuits Conference – Digest of Technical Papers, ISSCC 2009. IEEE International 
February 8–12, 2009, pp. 40–41, 41a.
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Column
Decoder

Signal
Conditioning

32×32
SPAD Array

Dual FPGA Board

USB2.0 Interface
to PC

ROW ADDR

CLK

RS
OUTPUT INVALID VALID

row n

row n

row n+1

row n+1 row n+2

INVALID VALID INVALID

TUPC Readout Mode Timing Diagram

Control
Signal

Conditioning

Ro
w

 D
ec

od
er

Figure 2.5  Block diagram of the sensor system. The inset shows the basic timing diagram 
for time-uncorrelated photon counting (TUPC) mode. Rows are read out in rolling shutter 
mode with or without row-wise reset (RS). The clock (CLK) determines the minimum inte-
gration time. Nonsequential rows or array subsets may also be read for frame rate increase 
and power dissipation reduction. (Reprinted with permission fron Carrara, L., Niclass, C., 
Scheidegger, N., Shea, H., Charbon, E. “A gamma, x-ray and high energy proton radiation-
tolerant CIS for space applications.” Solid-State Circuits Conference – Digest of Technical 
Papers, ISSCC 2009, IEEE International February 8–12, 2009, pp. 40–41, 41a.)
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and row line (RowSET) to force the static memory of a specific pixel to logic level 
“1,” regardless of the SPAD state, for testing purposes. M8 is used to operate a global- 
or row-based reset via signal gRESET, whereas M3 prevents memory conflicts in 
case of a SPAD firing during reset. SPAD quenching and recharge are performed by 
M1 that can be adjusted globally via signal BIAS, so as to select a proper trade-off 
between dead time and afterpulsing probability [27]. The pixel comprises a total of 
12 MOS transistors, 10 NMOS, and only 2 PMOS transistors, thus enabling minimi-
zation of NWELL surface and ensuring a pitch of 30 µm.

To sustain massive doses of radiation, measures were taken at the layout level as 
well. Most of the NMOS transistors were implemented in source-surrounded-by-
gate style to minimize defect-induced leakage. Other radiation-hardening techniques 
included the increase of certain design rules, extensive use of contacts to minimize 
potential latch-up, and the implementation of n+ and p+ trenches at well boundaries. 
The layout of the pixel is shown in Figure 2.7. The SPAD was implemented as a p+/p-
well/deep n-well junction; its cross section is shown in Figure 2.8. The breakdown 
voltage, Vbd, of the SPAD in this design is 17.7 V. At its cathode, a bias voltage of 21 
V was applied to operate with an excess bias voltage, VE, of 3.3 V. Thanks to this 
configuration, a lower capacitance at the sensing node was achieved, thus reducing 
the charges involved in an avalanche and also reducing optical cross talk and after-
pulsing at given dead time.

Figure 2.9 shows a micrograph of the chip, whose total surface is 2.00 × 2.35 
mm2. The sensor was first tested for speed and functionality. For this test, we used 
a breadboard system based on a dual Xilinx Virtex II Pro FPGA board similar to 
[56]. In the current firmware implementation, the minimum integration time is 2.6 
µs, limited by a clock frequency of 48 MHz. The chip was also tested for sensitivity, 
signal uniformity, and noise performance. The results of the full characterization of 
the chip are reported in the table of Figure 2.12. The radiation testing was performed 

M2

M3

M4

M5M1

M6

M7

RPU

VDD

VOP

M8

RowSEL 

BIAS gRESET

ColSET

RowSETgRESET

Figure 2.6  Pixel schematics. The pixel comprises 10 NMOS and 2PMOS transistors. 
The most critical devices were implemented in source-surrounded-by-gate style. The pull-up 
resistor was external to the pixel. (Reprinted with permission from Carrara, L., Niclass, C., 
Scheidegger, N., Shea, H., Charbon, E. “A gamma, x-ray and high energy proton radiation-
tolerant CIS for space applications.” Solid-State Circuits Conference – Digest of Technical 
Papers, ISSCC 2009. IEEE International, February 8–12, 2009, pp. 20–41, 41a.)
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p Substrate

p Shallow
well

n Well

p+

Cathode

Anode

Figure 2.8  Cross-section of the SPAD used in this chip. The device comprises a circular 
sensitive area surrounded by PEB prevention guard rings. (Reprinted with permission from 
Edoardo Chabon. “Towards large scale CMOS single-photon detector arrays for lab-on-chip 
applications.” J. Phys. D: Appl. Phys. 41, 094010, (9pp) 2008.)

30 µm

Figure 2.7  Photomicrograph of the pixel conceived for radiation hardness. Most NMOS 
transistors were implemented in source-surrounded-by-gate style. The active area of the 
detector was minimized with heavy use of contacts to minimize the chance of latch up.
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in three separate measurement campaigns. Gamma radiation was performed at ESA-
ESTEC in Noordwijk (The Netherlands) using a standard Co60 source. The sensor 
received a total dose of 1 Mrad (Si), followed by 172 h of annealing at 80°C. The 
results are summarized in Figure 2.13. The median DCR measured during the exper-
iment is reported in Figure 2.10a. We also exposed a sensor with identical detectors 
but different pixel and system electronics, not optimized for radiation hardness [56]. 
The sensor sustained a catastrophic failure at 2 kRad, and no recovery was possible 
after annealing.

In the second experiment, the sensor was exposed to two separate proton beams 
at a constant energy of 11 MeV and 60 MeV, respectively. The experiment was per-
formed at the Paul Scherrer Institute in Villigen (Switzerland). Figure 2.10b shows 
the median DCR versus dose for a maximum of 40 krad. The evolution of the DCR 
distribution over the array for the gamma irradiations is shown in Figure 2.11.

In the third experiment, the chip was exposed to a massive X-ray dose at the 
University Institute for Radiation Physics in Lausanne (Switzerland). The X beam, 
generated by a bipolar metal-ceramic tube Comet-Yxlon TU 320-D03, achieved 

32×32 Pixel
Array

Ro
w

 D
ec

od
er

CT
RL

 C
O

N

Column Decoder

Signal  Conditioning

Figure 2.9  Photomicrograph of the sensor chip. The circuit, fabricated in 0.35 µm CMOS 
technology, has a surface of 2.0 × 2.35 sqmm. The pixel, in the inset, has a pitch of 30 
µm. (Reprinted with permission from Carrara, L., Niclass, C., Scheidegger, N., Shea, H., 
Charbon, E. “A gamma, x-ray and high energy proton radiation-tolerant CIS for space appli-
cations. Solid-State Circuits conference – Digest of Technical Papers, ISSCC, 2009. IEEE 
International, February 8–12, 2009, pp. 40–41, 41a.)
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Figure 2.10  Median DCR evolution during three irradiation experiments before anneal-
ing: (a) gamma irradiation; (b) proton irradiation (11 MeV; 60 MeV). The graphs include 
median and FWHM values of DCR (in inset). All measurements were conducted at room 
temperature. (Reprinted with permission from Carrara, L., Niclass, C., Scheidegger, N., Shea, 
H., Charbon, E. “A gamma, x-ray and high energy proton radiation-tolerant CIS for space 
applications. Solid-State Circuits conference – Digest of Technical Papers, ISSCC, 2009. 
IEEE International, February 8–12, 2009, pp. 40–41, 41a.)
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fluence and total dose levels reported in Figure 2.13. The table also lists the results of 
the DCR change. Preliminary irradiations were performed without any filtering and 
using a large collimation (27 mm). A series of irradiations at 15 kV, 120 kV, and 200 
kV showed negligible impact on DCR, PDP, and afterpulsing.

10009008608405004003002001000
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18001600140012001000800600400200
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Figure 2.11  Evolution of DCR distribution as a function of dose during gamma irradia-
tion. All measurements were conducted at room temperature. (Reprinted with permission 
from Carrara, L., Niclass, C., Scheidegger, N., Shea, H., Charbon, E. “A gamma, x-ray and 
high energy proton radiation-tolerant CIS for space applications. Solid-State Circuits confer-
ence – Digest of Technical Papers, ISSCC, 2009. IEEE International, February 8–12, 2009, 
pp. 40–41, 41a.)
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46	 Radiation Effects in Semiconductors

Parameter Measurement Unit Conditions

Array size 32 × 32 —

Pixel size 30 × 30 μm2

Size of the active spot of a pixel 6 μm diameter

Die size 2.0 × 2.35 mm2

Minimum integration time 2.66 μs 1.2 μs @ 96MHz clock frequency

Clock frequency 48 MHz limited by firmware

Photon detection probability (PDP) 35 % At 500 nm, VE = 3.3V

Excess bias voltage (VE) 1~3.3 V

Sensitivity spectrum 350 – 850 nm > 3% PDP

After-pulsing probability <1 %

Maximum frame rate 375,939 fps 1 bit of resolution

1,468 fps 8 bits of resolution

367 fps 10 bits of resolution

12 fps 15 bits of resolution

Dark count rate (DCR)
(median / time-varying component)

98

Hz

–40°C

VE = 3.3V

104 –20°C

129 0°C

140/9.83 +23°C

182 +40°C

Dynamic range 90 dB
12 fps, VE = 3.3VSignal-to-noise ratio 45 dB

Signal uniformity <1 %

Power consumption 113.8 mW frame rate: 375,939 fps, 1 bit

110.0 μW frame rate: 367 fps, 1 bit

Technology 0.35 μm CMOS —

Figure 2.12  Image sensor performance summary. All measurements were performed at 
room temperature when not otherwise indicated. (Reprinted with permission from Carrara, 
L., Niclass, C., Scheidegger, N., Shea, H., Charbon, E. “A gamma, x-ray and high energy pro-
ton radiation-tolerant CIS for space applications. Solid-State Circuits conference – Digest of 
Technical Papers, ISSCC, 2009. IEEE International, February 8–12, 2009, pp. 40–41, 41a.)D
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3 Effects of Hydrogen 
on the Radiation 
Response of Field-Oxide 
Field-Effect Transistors 
and High-K Dielectrics

Xing J. Zhou, Daniel M. Fleetwood, 
and Ronald D. Schrimpf

3.1  Introduction

Hydrogen can strongly affect the radiation response, long-term aging, and reliability 
of microelectronic devices and integrated circuits (ICs) [1,2]. Hydrogenous species 
and moisture exist in the oxide and surrounding materials of devices and ICs, espe-
cially for nonhermetically sealed IC packages where water can diffuse into critical 
gate and field oxides depending on device type, processing conditions, and/or storage 
conditions. Hydrogen can increase the oxide and interface-trap charge in the gate 
oxides of metal-oxide semiconductor (MOS) devices and ICs, especially in a radia-
tion environment [1]. Moreover, hydrogenous species and radiation exposure can 
increase the low-frequency noise of MOS devices.
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Low-frequency noise measurements are commonly used to characterize defect 
densities and energy distributions in the near-interfacial gate oxides of devices that 
are irradiated or exposed to high-field stress [3-14]. Noise measurements are seldom 
applied to evaluate defects in parasitic field oxides. However, the charge trapping in 
MOS field oxides more often limits the radiation response of modern complemen-
tary metal-oxide semiconductor (CMOS) devices than does the gate oxide response, 
especially for devices with SiO2 or oxynitride gate dielectrics, owing to the continu-
ing reduction in gate oxide thickness with technology scaling [15-17].

In a recent study, it was shown that low-frequency noise measurements can provide 
insight into the effects of moisture exposure on radiation-induced charge buildup in 
parasitic field oxides [18]. The test structures used in this work were parasitic field-
oxide field-effect transistors (FOXFETs) built in a 130-nm CMOS technology that is 
used in high-energy physics applications [18-23]. Some of the devices were exposed 
to moisture after irradiation and annealing to help understand the potential roles of 
hydrogen and water in defect buildup and annealing. The effects of hydrogen and 
radiation exposure can be different in field oxide structures from what is found in 
typical MOS gate oxides [24-28].

In addition, hydrogen plays an important role in the radiation response and 
long-term reliability of high-K dielectric layers, which are important in advanced 
CMOS IC technologies, and are becoming especially crucial elements in sub-
45 nm gate stacks. So this chapter also describes the effects of hydrogen on the 
irradiation and annealing responses of MOS devices with HfO2 gate dielectrics. 
Again, different kinds of responses are observed in many cases from what is found 
for CMOS devices built in technologies using SiO2 or oxynitride gate dielectrics 
[24-30]. These results emphasize the need to continue to investigate the effects of 
hydrogen and radiation response on MOS gate and field-oxide dielectric responses, 
especially as IC technologies continue to employ more complex gate stacks and 
surrounding materials.

3.2 Ba ckground on 1/f Noise

Before describing the results of the noise measurements that were performed on the 
FOXFETs, it is useful to understand how radiation exposure and the consequent 
buildup of defects in dielectric layers and at dielectric-to-semiconductor interfaces 
affect MOS 1/f noise [31,32]. After irradiation, MOS device structures typically 
exhibit both an increase in the fixed-charge density within the oxide and an increase 
in the interface-trap concentration, resulting in a reduction of the transconductance 
and a change in the threshold voltage. Additionally, the low-frequency noise increases 
[11,33-36]. This increase typically has a strong correlation with oxide-trapped charge 
but not usually with interface-trap charge [11,33], leading to the conclusion that oxide 
traps within a few nm of the Si-SiO2 interface, defined as border traps, are respon-
sible for 1/f noise in MOS devices [36]. The usual, first-order number fluctuation 
model assumes that the 1/f noise is due primarily to charge trapping and emission 
[11,33]. In particular, density-functional theory and 1/f noise measurements suggest 
that the 1/f noise of n-channel MOS devices is caused by the capture and emis-
sion of electrons at oxygen vacancy defects near the Si/SiO2 interface [37,38]. These 
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processes likely are accompanied by significant SiO2 network relaxation, involving 
an oxygen vacancy defect in SiO2 that is either initially charged positively or neutral. 
In order for the trap centers to become a 1/f noise source, there needs to be a large 
number of traps available at suitable energy levels or locations. This is typically the 
case in MOS gate dielectrics and is certainly the case in parasitic field oxides, which 
are much thicker and inferior in quality to MOS gate oxides.

A variety of models have been proposed to explain 1/f noise in MOSFETs [39-48]. 
Fluctuations in the oxide-trap charge couple to the channel, both directly through 
fluctuations in the numbers of inversion layer charges and indirectly through fluc-
tuations in scattering rates that are associated with changes in trap occupancy. Data 
from narrow-channel MOSFETs confirm that both effects can be important [49]. In 
general, noise studies on n-channel MOSFETs tend to follow a number fluctuation 
model, at least to the first order. In p-channel devices, the noise is often attributed 
to both number and mobility fluctuations [33], although there is significant evidence 
that much pMOS noise may also be dominated by number fluctuations [10].

3.3 E xperimental Details

The FOXFET devices in this study are from a commercial 130 nm CMOS technol-
ogy using the n-shallow trench isolation (STI) oxide as the gate dielectric for the 
test structure. The cross section is shown schematically in Figure 3.1. The gate is 
poly-crystalline Si. The source and drain electrodes are made via extended n-well 
contacts. The channel is formed at the bottom of the isolated STI oxide. The chan-
nel length, L, is 1.48 µm or 0.92 µm, and the channel width, W, is 200 µm. These 
structures are useful for evaluating defects in the isolation oxide [18-21]. Additional 
details of the device fabrication are provided in [22].

The FOXFETs were irradiated at room temperature with 10 keV X-rays to 300 
krad(SiO2) at a dose rate of 31 krad(SiO2)/min. During the irradiation, all termi-
nals of the devices were grounded except the gate, which was biased at 2.5 V. The 
current-voltage (Id-Vg) characteristics and the excess noise power spectral density, Sv 
(corrected for background noise), were monitored as a function of frequency, f, pre- 
and post-irradiation, using the circuit shown in Figure 3.2. All noise measurements 

N Well

N+ ContactN+ Contact

N Well
STI Oxide

Polysilicon

P Substrate

S

PMD

G D

Figure 3.1  Schematic diagram of n-well FOXFET structure. (After X. J. Zhou, D. M. 
Fleetwood, R. D. Schrimpf, F. Faccio, and L. Gonella, IEEE Trans. Nucl. Sci., 55, 2975–2980, 
2008.)
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reported here were taken at room temperature. The results shown are representative 
of the responses of several devices, which showed similar responses. The resistor 
shown in series with the transistor channel limits the current and controls the bias 
point. The drain to source voltage noise was amplified by a Standard Research SR560 
low-noise preamplifier in the 1 Hz to 1 kHz frequency range. The output of the pre-
amplifier was connected to an HP 3562A dynamic signal analyzer, which recorded 
the noise measurements, and was under computer control for data storage purposes. 
For the following FOXFET experimental results, we measure the noise power spec-
tral density of the drain-source voltage. The n-type MOSFET device is operated in 
the linear region in strong inversion, so the number fluctuation model should apply 
to describe the resulting noise [3-14,18]. In this regime, electrical and device proper-
ties such as electrical field, channel carrier density, and depletion length are assumed 
to be roughly constant along the channel. Deviations from this assumption can lead 
to difficulties in relating noise magnitudes to the underlying defect densities. For all 
noise measurements, background noise measurements were made at each gate bias 
with zero channel current [33,34]. The background noise is mostly composed of pre-
amplifier noise and thermal noise. All the following low-frequency noise data reflect 
noise spectra after background noise subtraction.

After noise measurements, the devices were annealed at room temperature at 0 
V for 48 hours to allow their threshold voltage and noise to stabilize. Some devices 
were exposed to 85% relative humidity at 130°C for 72 hours after noise measure-
ment and irradiation to determine whether the combination of high temperature and 
moisture might efficiently passivate or activate defects in the dielectric layers and at 
the isolation oxide to Si interface. During the noise measurements, the drain voltage, 
Vd, was kept at 500 mV, and the noise spectral density, Sv, was measured as a func-
tion of gate bias. The gate bias was usually 2 to 12 V above the threshold to ensure 
the device was operating in the linear regime [50]. Threshold voltage shifts due to 
oxide and interface-trap density were calculated by the midgap charge separation 
technique of Winokur et al. [24].

Pre-Amp

0.3 Hz < f < 1 kHz

MOS device under test
in the cryostat

HP 3562A
Dynamic Signal

Analyzer

Oscilloscope
VbVa

Figure 3.2  1/f noise measurement circuit diagram. The box in series with Va is a variable 
resistor, which was typically set to ~20 kΩ for the noise measurements reported here. The 
oscilloscope was not connected to the circuit during the actual noise measurements. (After 
H. D. Xiong, D. M. Fleetwood, B. K. Choi, and A. L. Sternberg, IEEE Trans. Nucl. Sci., 49, 
2718–2723, 2002.)
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3.4 R esults and Discussion

3.4.1 E lectrical Measurements

Figure 3.3 shows Id-Vg characteristics of FOXFETs (1) before irradiation, (2) post-
irradiation, (3) post-room-temperature annealing, and (4) post-humidity exposure. 
These operations were done in sequence, so the post-humidity devices previously 
experienced both irradiation and room-temperature annealing before the humidity 
testing was performed. From linear Id-Vg curves (not shown here) using standard 
extrapolation techniques, the threshold voltage for the devices is ~30 V before irra-
diation. After irradiation to 300 krad(SiO2) with 10 keV X-rays, the threshold voltage 
shifts from ~30 V to ~18 V. Threshold voltages after the post-irradiation anneal and 
then after the subsequent humidity exposure are 34 V and 28 V, respectively.

To separate MOS oxide and interface-trap charge, we use the midgap charge sep-
aration technique developed by Winokur et al. [24], which assumes that interface 
traps are net charge neutral at midgap. Thus, the voltage shifts at midgap are primar-
ily due to oxide-trap charge buildup. Hence [24, 51],

	 ∆ ∆N C V qAot ox mg= − / 	 (3.1)

	 ∆ ∆ ∆N C V V qAit ox fb mg= −( ) / 	 (3.2)

where Cox is the oxide capacitance, −q is the electronic charge, A is the area, ∆Vmg 
is the midgap voltage shift, and ∆Vfb is the flatband voltage shift. Threshold-voltage 
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2
4 1 3

Pre-rad–1
Post-rad–2
Post-anneal–3
Post-humidity–4
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10–4
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d (
A

)

10–2
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Voltage Vg (V)

30 35 40 45 50 55 60

Figure 3.3  Id-Vg characteristics of FOXFETs (1) before irradiation, (2) after 300 krad(SiO2) 
irradiation at 2.5 V bias, (3) after irradiation and annealing at room temperature for two days 
at 0 V bias, and (4) after subsequent moisture exposure for three days at 130°C at 0 V. (After 
X. J. Zhou, D. M. Fleetwood, R. D. Schrimpf, F. Faccio, and L. Gonella, IEEE Trans. Nucl. 
Sci., 55, 2975–2980, 2008.)
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56	 Radiation Effects in Semiconductors

shifts due to net oxide-trap and interface-trap charge are plotted as a function of the 
different experimental conditions in Table 3.1.

After irradiation, the threshold voltage shift is dominated primarily by hole 
trapping in these devices, with no measurable contribution to the threshold-voltage 
shift due to interface traps at early times following irradiation [52-54]. The effec-
tive areal density of oxide-trap charge ∆Not, projected to the interface, is ~1.7 × 
1011 cm–2 immediately after irradiation. During the post-irradiation annealing, ∆Vot 
decreases by ~40%, which remains approximately constant during the moisture 
exposure. The interface-trap density ∆Nit increased by ~1.9 × 1011 cm–2 during the 
room-temperature annealing and decreases dramatically during moisture expo-
sure [18,21].

3.4.2 N oise Measurements

The excess low-frequency noise power spectral density, Sv, is the difference between 
the noise measured with drain current flowing and the background noise at the same 
gate voltage, with Vd = 0 V. Figure 3.4 shows Sv as a function of frequency for the 
devices before irradiation (squares), after irradiation (circles), after irradiation and 
annealing (triangles pointing up), and after irradiation, annealing, and humidity 
exposure (triangles pointing down). The drain voltage was kept at 500 mV during the 
measurement, and the applied gate voltage is 8 V above threshold to maintain linear 
operation of devices. Typical noise measurements take ~10 minutes for each gate bias 
in these cases; some annealing will inevitably occur in the “post-irradiation” case, 
owing to the large positive bias [18]. Significant 1/fγ noise is observed; the frequency 
exponent, γ, is very close to unity (0.8 ≤ γ ≤ 1.1) for these devices and measurement 
conditions. The noise increases after irradiation, drops significantly after annealing, 

Table 3.1
Threshold Voltage Shifts Due to 
Oxide- and Interface-Trap Charges for 
the Devices and Conditions Employed 
in This Study

∆Vth (V) ∆Vit (V) ∆Vot (V)

Post-radiation −12.5 ~0.0 ~−12.5

Post-anneal 5.0 13.1 −8.1

Post-humidity −3.3 5.2 −8.5

Source:	 L.Gonella, F. Faccio, M. Silvestri, S. 
Gerardin, D. Pantano, V. Re, M. Marighisoni, 
L. Ratti, and A. Ranieri, “Total ionizing 
dose effects in 130-nm commercial CMOS 
technologies for HEP experiments,” Nucl. 
Inst. Meth. Phys. Res. A., vol. 582, no. 3, pp. 
750–754, Dec. 2007.
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Effects of Hydrogen on the Radiation Response	 57

and falls even more significantly after humidity exposure. The posthumidity noise is 
much lower than the preirradiation noise.

Figure 3.5 shows the gate voltage dependence of the noise as a function of fre-
quency, after irradiation, and annealing. Qualitatively consistent with previous 
studies of low-frequency noise in MOS gate oxides [3-14], the noise decreases sig-
nificantly with increasing gate voltage. Figure 3.6 shows the normalized noise mag-
nitude, K, as a function of Vg – Vth. Here

	 K S f V V
Vv
g th

d
d= −γ ( )2

2 	 (3.3)

where Vg, Vth, and Vd are the gate voltage, the threshold voltage, and the drain voltage 
[8-11], respectively. If the FOXFET noise is due primarily to number fluctuations 
(i.e., conductivity fluctuations due to carrier trapping and emission) and if the defects 
responsible for the noise are distributed approximately evenly in energy in the SiO2 
band gap, then one would expect K to be approximately constant with Vg – Vth. In all 
cases, except immediately after irradiation, this expectation is fulfilled [18], which 
suggests that the effective border trap density is approximately constant over the 
energy range covered by the noise measurements except for the curves measured just 
following the irradiation. Hence, the noise measurements suggest that the effective 
border trap densities increase dramatically with irradiation, decrease significantly 
with room temperature annealing, and then decrease even further to levels below 
pre-irradiation densities with the subsequent elevated temperature and moisture 
exposure [18].
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Figure 3.4  FOXFET noise for the devices and experimental conditions of Figure 3.3 and 
Table 3.1. (After X. J. Zhou, D. M. Fleetwood, R. D. Schrimpf, F. Faccio, and L. Gonella, 
IEEE Trans. Nucl. Sci., 55, 2975–2980, 2008.)
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Figure 3.6  Normalized noise magnitude K as a function of gate bias for the devices and 
experimental conditions of Figures 3.3 through 3.5. (After X. J. Zhou, D. M. Fleetwood, R. D. 
Schrimpf, F. Faccio, and L. Gonella, IEEE Trans. Nucl. Sci., 55, 2975–2980, 2008.)
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Figure 3.5  Noise spectral density Sv as a function of frequency at different gate biases 
for the irradiated and room-temperature annealed devices of Figure 3.4. (After X. J. Zhou, 
D. M. Fleetwood, R. D. Schrimpf, F. Faccio, and L. Gonella, IEEE Trans. Nucl. Sci., 55, 
2975–2980, 2008.)
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Effects of Hydrogen on the Radiation Response	 59

The relative stability of ΔNot and the significant reductions in ΔNit and noise are 
consistent with the passivation of process-induced and radiation-induced interface 
and border traps by water. The results of Figures 3.4 through 3.6 thus suggest that 
reactions of H2O at and near the FOXFET channel may explain the reductions in ΔNit 
and noise with humidity exposure [18]. These passivation reactions will occur in par-
allel with defect-inducing interactions of hydrogenous species that have been noted 
in studies of aging and moisture effects on MOS devices [55-58] and may mitigate 
some effects of aging on the long-term device performance, reliability, and radiation 
response of MOS devices [59].

3.5 Hi gh-K Dielectrics

Radiation effects studies performed on high-K MOS devices following X-ray irra-
diation also show an important role for hydrogen in many cases. Here we illustrate 
this via a detailed study of the effects of switched-bias annealing after radiation 
exposure [60]. Capacitors were fabricated on p-type Si (100) wafers, and high-κ lay-
ers (HfO2) were deposited by atomic layer deposition at 300°C. There is a thin oxyni-
tride layer (SiOxNy) between the HfO2 gate dielectric and the p-type Si substrate for 
these devices to improve the interface properties of the devices [61]. The physical 
thickness of the HfO2 layer was 6.8 nm, as measured ellipsometrically; the interfa-
cial oxynitride layer was 1.0 nm. The relative dielectric constants, κ, of the HfO2 and 
interfacial oxynitride layer (SiOxNy) are ~20 and ~4, resulting in an equivalent oxide 
thickness (EOT) of 2.1 nm. Al was deposited to form gate electrodes.

MOS capacitors were irradiated with 10 keV X-rays to 1 Mrad(SiO2) at a dose rate 
of 517 rad(SiO2)/s with an oxide electric field of 2 MV/cm. Alternating negative and 
positive bias-temperature annealing at ±2 MV/cm was performed at temperatures 
from 50°C to 150°C after the irradiation exposure. Flatband-voltage shifts due to 
net oxide-trap charge ∆Vot and interface-trap charge ∆Vit were estimated from high-
frequency (1 MHz) capacitance-voltage (C-V) measurements via the midgap charge 
separation method [24] after cooling the devices to room temperature.

Figure  3.7 shows irradiation and annealing results for Al/HfO2 + SiOxNy/
Si pMOS capacitors irradiated to 1 Mrad(SiO2) at 0.3 V. Values of ∆Vot and ∆Vit 
increase in magnitude for negative bias-temperature stress (NBTS) and decrease 
in magnitude for positive bias-temperature stress (PBTS). A significant fraction of 
this reversibility in ∆Vot during the annealing periods in Figure 3.7a is similar to 
switched-bias experiments for irradiated thermal SiO2 [29,36,62-67]. This occurs 
because both positive and negative charges are trapped during the irradiation. Then 
compensating electrons are released during NBTS and are captured during PBTS 
[60,68]. Different defects participate in the reversibility of charge trapping for HfO2 
dielectrics from that for thermal SiO2, but O vacancies almost certainly play a key 
role case [60,62-68].

It is quite interesting that the reversibility in ∆Vit after irradiation in Figure 3.7b 
is more pronounced than is typical for similar irradiation and annealing sequences 
for thermal SiO2 [62-67]. This cannot be explained easily by the two-stage buildup 
of interface traps associated with the release of protons in the gate dielectric and 
their subsequent transport under bias and reactions at the Si/dielectric interface 
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Figure 3.7  (a) Induced ΔVot and (b) ΔVit for Al/HfO2 + SiOxNy/Si pMOS capacitors irradi-
ated to 1.0 Mrad(SiO2) with 10 keV X-rays, followed by switched bias anneals at 50 to 150°C. 
The gate bias for irradiation is 0.3 V. The switched bias anneals are ±0.3 V (PBTS, NBTS), 
and the stress time for both is 600 s. (After X. J. Zhou, D. M. Fleetwood, L. Tsetseris, R. D. 
Schrimpf, and S. T. Pantelides, IEEE Trans. Nucl. Sci., 53, 3636–3643, 2006.)
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[1,28,69,70]. For this case, interface traps typically increase in magnitude during pos-
itive bias annealing and stay approximately constant during negative-bias annealing. 
Interface-trap reversibility has been seen in switched-bias annealing experiments 
performed on SiO2 devices at elevated temperatures [71] when significant densities 
of positive oxide-trap charge and hydrogenous species are simultaneously present in 
MOS devices. Similar reversibility in ∆Vot and ∆Vit is also observed after constant-
voltage stress [60].

The reversibility in ∆Vit (as well as some variability in ∆Vot) in Figure 3.7 evi-
dently is associated with the motion, trapping, and reactions of protons near the 
Si/dielectric interface. During the negative bias annealing, H+ drift to the interface 
from the oxide is inhibited by the applied electric field, and Si dangling bonds at the 
dielectric-to-Si interface are positively charged. In this case, passivation of dangling 
bonds by H (illustrated in reaction (3.4)) is suppressed, since both species are of the 
same charge.

	 H+ + Si– → Si–H	 (3.4)

However, the depassivation of passivated dangling bonds can still occur via reac-
tion (3.5) [72]:

	 Si–H + H+ → Si+ + H2 	 (3.5)

This reaction can lead to an increase of ∆Vit in magnitude during the negative 
bias anneal, if there is a source of hydrogen either at the dielectric to dielectric layer 
interface or in the Si substrate. Possible sources of hydrogen in p-type Si are B-H 
complexes [72] or oxygen protrusions [51], as identified in previous work on negative 
bias-temperature instabilities. Depassivation of a Si-H bond and the formation of an 
interface trap via reaction (3.5) [73,74] are illustrated schematically as mechanism 
(2) in Figure 3.8a.

Other mechanisms breaking Si-H bonds may contribute to effects observed in 
Figure 3.7, as also shown schematically in Figure 3.8a (mechanisms (3) and (4)). The 
release of a proton can lead to the formation of an interface trap and a proton that can 
be trapped in the dielectric layer. Simple thermally assisted Si–H bond breaking is 
highly improbable for a passivated dangling bond under normal device operating con-
ditions [72]. But density functional theory calculations show that the presence of an 
impurity Hf atom in the near-interfacial oxynitride (mechanism (3) in Figure 3.8) can 
facilitate the “shuttling” of a proton between the Hf atom and the interface [75]. These 
Hf atoms can be incorporated into the SiO2 interlayer between the HfO2 gate dielec-
tric and the Si substrate during rapid thermal annealing, as evidenced by scanning 
transmission electron microscopy, and can result in additional mobility degradation 
[76-78]. Density functional theory calculations show that Hf assisted proton shuttling 
likely dominates over suboxide bond assisted shuttling (mechanism (4) in Figure 3.8), 
owing to the reduced barrier for proton motion in the presence of Hf [75].

Under positive bias (Figure 3.8b), the decrease in ∆Vit occurs because of the pas-
sivation of negatively charged Si dangling bonds by protons. The protons either can 
be released and transported from the oxide or can be released from Hf-H or suboxide 
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62	 Radiation Effects in Semiconductors

bonds, illustrated by mechanisms (2) through (4) in Figure 3.8b. There is a relatively 
large initial density of Si dangling bonds and a relatively high concentration of pro-
tons in the near-interfacial SiO2, since HfO2 is a weak diffusion barrier for hydrog-
enous species [79]. The protons can passivate a preexisting defect via reaction (3.2). 
A similar mechanism has been observed to lead to a decrease in ∆Vit during irradia-
tion for some high-κ dielectrics [80], emphasizing the significance of these hydrogen 
effects in high-K devices. Once the defect is passivated by hydrogen, it no longer is 
an interface trap, therefore reducing ∆Vit in magnitude. This leads to an increase in 
magnitude of both ∆Vot and ∆Vit during NBTS (more trapped protons in the oxide; 
more unpassivated dangling bonds) and to a decrease in magnitude of ∆Vot and ∆Vit 
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H+ H+

Si Si

–

Si

(4)(3)(2)(1)

+

H

suboxide
bond
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(b)

Hf

Hf

Si-sub

SiOxNy

HfO2
+

Si Si– Si

H+ H+H+
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SiOxNy
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Figure 3.8  Schematic diagram of the processes that can lead to oxide- and interface-trap 
charge reversibility in HfO2 based high-K dielectrics, after ionizing radiation exposure, (a) 
during negative-bias annealing, and (b) during positive-bias annealing. (After X. J. Zhou, D. 
M. Fleetwood, L. Tsetseris, R. D. Schrimpf, and S. T. Pantelides, IEEE Trans. Nucl. Sci., 53, 
3636–3643, 2006.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
49

 0
6 

M
ay

 2
01

6 



Effects of Hydrogen on the Radiation Response	 63

during PBTS (fewer trapped protons in the oxide; fewer dangling bonds), consistent 
with the trends in the data of Figure 3.7 [60,75]. This emphasizes the differences in 
hydrogen reactions in high-K materials compared with thermal SiO2. The degree 
to which hydrogen shuttling is observed in high-K gate dielectrics can vary and is 
strongly affected by the detailed processing conditions [61,68,81-83].

3.6 S ummary and Conclusions

We have evaluated the radiation response and low-frequency (1/f) noise of FOXFETs 
before and after irradiation, after post-irradiation annealing at room temperature, 
and after moisture exposure at elevated temperatures. The noise magnitude increases 
after irradiation and decreases after post-irradiation annealing and humidity expo-
sure. The noise level after humidity exposure is well below the preirradiation noise 
magnitude. Significant passivation of interface and border traps is observed in these 
devices upon moisture exposure of an irradiated FOXFET. These interface-trap and 
border-trap passivation processes will mitigate some kinds of aging and moisture 
effects for MOS devices in nonhermetic radiation environments.

In addition, it was shown that hydrogen-related defects can increase the post-
irradiation reversibility in interface- and oxide-trap charge densities in high-K gate 
dielectrics. The presence of Hf atoms in the near-interfacial gate dielectric layer 
facilitates the shuttling of protons between a charged state in the dielectric layer 
and the interface. The degree to which hydrogen affects the radiation response and 
long-term reliability of high-K gate dielectrics is a strong function of the materials 
employed and the particular device processing conditions. The effects can differ dra-
matically from those typically observed in SiO2- or oxynitride-based Si devices.

Taken together, these results illustrate that hydrogen continues to play a strong 
role in the radiation response and reliability of advanced microelectronic devices. 
Hydrogen and moisture can alter field-oxide and gate dielectric response, often in 
surprising ways that are difficult to predict in advance of detailed characterization 
studies. This emphasizes the continuing need to explore the role of hydrogen in 
defect creation and passivation both experimentally and theoretically and the need 
to develop refined radiation and reliability test methods for sub 45 nm MOS tech-
nologies that will incorporate an ever-increasing number of new materials and more 
and more complex device structures.
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4 Novel Total Dose and 
Heavy-Ion Charge 
Collection Phenomena 
in a New SiGe HBT 
on Thin-Film SOI 
Technology

Grégory Avenier, Marco Bellini, Alain Chantre, 
Peng Cheng, Pascal Chevalier, John D. Cressler, 
Ryan M. Diestelhorst, Paul W. Marshall, 
Stanley D. Phillips, and Marek Turowski

4.1  Introduction

Silicon-germanium heterojunction bipolar transistor (SiGe HBT) technology has 
recently achieved significant success in analog and mixed signals and in radio
frequency (RF) through mm-wave integrated circuits (ICs) because of its excellent 
frequency response, low noise, high gain, and capability to support high levels of 
integration [1,2]. Meanwhile, silicon-on-insulator (SOI) technology has increas-
ingly received commercial attention because it exhibits improved device isolation 
and cross talk and reduces parasitics and leakage [3]. Removing the substrate 
junction results in lower capacitances and in elimination of substrate leakage, 
which facilitates high-temperature operation and provides immunity to latchup 
[3,4]. The smaller parasitic capacitances, the absence of leakage, the reduced 
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power consumption, and the increased current drive in metal-oxide semiconduc-
tor (MOS) transistors are particularly attractive to the complementary metal-
oxide semiconductor (CMOS) digital logic market: according to [5], SOI wafers 
accounted for more than one third of the total revenues of the 300 mm wafer logic 
market in 2007.

Considering the increasing commercial interest in SOI CMOS and the large pop-
ularity of BiCMOS platforms, it becomes natural to investigate the feasibility of 
BiCMOS-on-SOI devices that combine the advantages of both technologies [6,7]. 
As also mentioned in [8], SOI is a possible logical next step in the evolution of the 
bipolar device, after the optimization of the emitter with polysilicon and of the base 
with SiGe [8]. From these perspectives the recent demonstrations of SiGe HBTs fab-
ricated on CMOS-compatible SOI substrates [9-11] appear to be an attractive path 
for future SiGe BiCMOS scaling.

Importantly, in the radiation context, SiGe HBT-on-SOI potentially offers signifi-
cant built-in radiation hardness from both a total ionizing dose (TID) and a single-
event upset (SEU) perspective.

In fact, silicon-on-insulator technology was developed to reduce vulnerability to 
single-event effects (SEEs) [12]. As is widely known, a heavy-ion strike on a semi-
conductor generates a very large number of electron-hole pairs [13]. The generated 
carriers separate because of the drift mechanism (supported by the electric field in 
the semiconductor) and the diffusion mechanism (due to the large concentration of 
holes and electrons along the path of the strike). As the carriers move toward the ter-
minals of the device, they induce large current pulses that can significantly disturb 
the behavior of a circuit. For instance, the charge stored in a capacitive node may be 
altered, leaving a digital circuit in an incorrect logic state. Also, ion strikes induce 
current pulses of significant amplitude and duration that can modify a sequence of 
bits in a shift register. These disruptions of circuit functions are called single-event 
upsets and are a common soft (i.e., recoverable) error. But an ion strike can also 
generate currents large enough to trigger a single-event latchup (SEL), causing the 
complete destruction of the device [12].

Although soft errors do not threaten the integrity of devices, they can under-
mine the reliability of circuits in environments with a high fluence of heavy ions. To 
increase SEU hardness, a number of techniques are used at layout level (e.g., intro-
ducing auxiliary junctions to mitigate charge collection [14,15]) or at the circuit level 
(e.g., spatial redundancy: triplicating the vulnerable circuit and introducing resistive 
majority voting [16]). These techniques usually are costly in terms of area, power 
consumption, and system complexity.

In the context of SEE hardening, SOI devices possess a tremendous advantage 
over traditional bulk devices because in general the amount of electron-hole pairs 
generated is directly proportional to the silicon volume of the device. Therefore, SOI 
substrates enable a dramatic reduction in collected charge because the silicon layer 
thickness is of the order of hundreds of nm versus hundreds of μm for bulk substrates 
[12]. Previous studies demonstrate a clear reduction of collected charge in HBTs 
fabricated on a 1 μm SOI layer compared with bulk devices [14].

Also, bulk SiGe HBTs show considerable built-in total dose radiation tolerance 
because of vertical and lateral scaling and the high base doping [17]. Therefore, 
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HBT-on-SOI technology is expected to exhibit the same TID hardness of bulk HBTs 
combined with significant improvements to SEU immunity without any need for 
additional process hardening, eliminating a well-known weakness of bulk SiGe 
HBT technologies. Moreover, SiGe HBTs-on-SOI are characterized by the same 
excellent cryogenic performance demonstrated by bulk SiGe HBTs that results from 
the germanium-induced bandgap narrowing [18]. Consequently, SiGe HBTs-on-SOI 
have the unrivaled potential to improve the performance and reliability of orbital 
electronics, systems for planetary and space missions, cryogenically cooled radiation 
detectors, and semiconductor-superconductor systems [17].

This chapter investigates the impact of 63 MeV proton and 10 keV X-ray radiation 
(up to a total dose of 2 Mrad(SiO2)) on the ac and dc characteristics of a new high-per-
formance SiGe HBT-on-SOI technology from STMicroelectronics [11]. The charge 
collection response of the devices is investigated through technology computer-aided 
design (TCAD) simulations. The results presented are based on studies published in 
[19,20]. The radiation response of this SiGe HBT-on-SOI is compared with that of 
a bulk SiGe HBT fabricated with an identical emitter-base (EB) structure. In other 
words, the devices differ only in terms of substrates (bulk vs. SOI) and collector dop-
ings. Although SOI devices exhibit comparable degradation in the forward mode, 
their ac performance and the breakdown voltage BVCEO increase as a result of the 
deposition of positive charge in the buried oxide.

In addition, the devices under study feature an innovative CBEBC layout (with 
off-plane base contacts, as shown in the inset of Figure 4.1), introduced to enhance 
the ac performance. Experimental data and calibrated three-dimensional (3-D) 
TCAD simulations demonstrate that, in the inverse mode, the current flow in 
proximity of the large oxide surface between the collector and the base can be 
pushed toward the buried oxide (BOX) by substrate bias VS, reducing the radia-
tion-induced leakage.

Collector Emitter

Box

SOI SiGe LC

Top
View

CBEBC

CC E

B

B

Ba
se

Figure 4.1  Cross-sectional transmission electron microscopy micrograph of the SiGe 
HBT-on-SOI with CBEBC layout. (Reprinted with permission from Bellini, M., Phillips, 
S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, 
G., Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena 
in a SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 
55 Issue 6, pp. 3197–3201, 2009.)
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72	 Radiation Effects in Semiconductors

Also, the thermal resistances, RTH, of bulk and SOI HBTs have been compared 
before and after irradiation over the temperature range from 300 K to 390 K, dem-
onstrating that exposure to radiation causes the RTH of SOI devices to increase. To 
conclude, calibrated 3-D TCAD simulations of heavy-ion strikes in the center of the 
emitter indicate that the adoption of the CBEBC layout introduces novel charge col-
lection phenomena.

4.2 D evice Structure and Basic Operation

A conventional (bulk) SiGe HBT is essentially a vertical device: the current flows 
from the top of the emitter, through the base and the collector to the highly doped, 
thick subcollector region, which is fundamentally a low resistivity path between the 
actual collector terminal on the top of the device and the collector-base (CB) junc-
tion. As such, the subcollector plays a very minor role in the dc and ac performance 
of the device. In fact, in most TCAD simulations, with obviously the exception of 
SEU simulations, the subcollector structure is drastically simplified, and the bound-
ary condition corresponding to the electrical collector contact is placed at the bottom 
of the device mesh without any loss of accuracy.

However, fabricating a SiGe HBT on thin-film SOI layer is an especially chal-
lenging task since it is not possible to use the same structure of a bulk SiGe HBT. The 
0.1–0.2 μm SOI layer is too thin to accommodate the thick, heavily doped subcollec-
tor that is essential for high-speed devices.

Recently, the new “folded” SiGe HBT structure shown in Figure 4.1 has been dem-
onstrated [9-11,21,22]. This device is characterized by emitter and base profiles com-
parable to those of second-generation bulk SiGe HBTs, but the subcollector is replaced 
by either a fully or a partially depleted collector (according to the doping NC).

Interestingly, these radical changes in the device structure introduce physical phe-
nomena not observed in bulk devices: the voltage bias applied to the SOI substrate 
strongly affects the current flow and electric field, significantly altering the dc and 
ac performance. These effects are also very significant from a radiation hardness 
perspective: the positive charge deposited in the BOX by irradiation is electrically 
equivalent to increasing the substrate bias and therefore affects device performance 
and reliability concerns in the same way. In the remainder of this section, these phe-
nomena will be introduced and explained with the aid of TCAD.

Initially, the analysis will focus on devices with conventional top layouts (CBEBC) 
because they can be completely described with two-dimensional (2-D) simulations 
that are easier to visualize and understand. Then, the effects of adopting the novel 
CBEBC top layout, investigated in [20] with the assistance of 3-D TCAD simula-
tions, will be briefly explained. The impact of these phenomena on device and circuit 
behavior will be quantified and discussed in the following section.

The most important phenomenon in SiGe HBTs-on-SOI is the change of the cur-
rent flow in the collector with substrate bias or irradiation. The collector doping of 
a fully depleted device is carefully chosen so that the built-in voltage depletes the 
whole collector area, when the substrate is floating or grounded. As demonstrated 
by the TCAD simulations in Figure 4.2, the voltage, VS, applied to the SOI substrate 
alters the current flow within the collector, affecting fT, fmax, and collector resistance, 
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Figure 4.2  TCAD simulations of electron current density (top row) and electron density 
(bottom row) row in a SiGe HBT-on-SOI with VBE = 0.4 V, VCB = 0 V, and VS biased at 0 V 
(left column) and 20 V (right column). (Reprinted with permission from Bellini, M., Phillips, 
S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, 
G., Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena 
in a SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 
55 Issue 6, pp. 3197–3201, 2009.)
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74	 Radiation Effects in Semiconductors

RC [9,23]. As shown on the left side of Figure 4.2, when the substrate is grounded the 
current flows in the center of the SOI layer. Conversely, positive substrate bias, VS, 
creates an accumulation layer at the SOI/BOX interface, which acts as a low resis-
tivity path to the top collector contact. This preferential path along the SOI/BOX 
interface reduces the collector resistance, RC, and hence the quasi-saturation effect 
at high currents—the forward biasing of the CB junction caused by the voltage drop 
on RC [23].

Substrate bias also has a dramatic impact on the electric field in the collector 
region, affecting impact ionization in the device and hence M – 1 (i.e., the avalanche 
multiplication factor).

At low VS, the collector-base voltage completely depletes the collector region 
under the emitter, exposing the positive fixed charge, NC

+ . No further extension of 
depletion is possible in the vertical direction; therefore, the electric field in this region 
is pinned and cannot become larger. As VCB increases, the depletion layer widens in 
the lateral direction toward the collector contact region, leading to an increase of the 
electric field in the lateral region.

Conversely, at high VS the electron accumulation layer forms at the SOI/BOX 
interface, providing a low resistivity path on the bottom of the device, under the 
space charge region. Consequently, the voltage drop between the collector electrode 
and the bottom of the SOI layer becomes negligible, which means that the entire VCB 
is applied to the vertical region under the emitter. The distribution of the electric 
field in the collector changes dramatically: the peak field moves from the lateral 
region to the vertical region under the emitter. The following section discusses how 
this phenomenon produces significant changes in M – 1 and breakdown voltage with 
radiation or with substrate bias.

Finally, radiation or substrate bias also affects the ac performance of SiGe HBTs-
on-SOI. One of main physical phenomena limiting the speed of SiGe HBTs (on bulk 
or SOI substrates) is the heterojunction barrier effect (HBE), which is triggered when 
the device operates at high currents, in the high injection condition [24-26].

When the current flowing in an Si bipolar junction transistor (BJT) or in an SiGe 
HBT results in amount of carriers in the collector comparable to NC, high injection 
effects such as the Webster-Rittner or the Kirk effect are triggered [1], limiting the 
device performance. For example, as the collector current density approaches the 
Kirk current density, JKIRK, the mobile carriers in the CB space charge region com-
pensate the fixed charge and collapse the electric field [27]. This causes a base push-
out in the Si BJT and a decrease in ac performance, but the impact on SiGe HBTs is 
even more dramatic.

Most importantly in SiGe HBTs, the germanium grading from the SiGe base 
to the Si collector induces a barrier for holes in the valence band. During normal 
operation, the barrier is hidden by the reverse voltage applied to the CB junction 
and has no impact on device performance. However, at high currents the collapse 
of the CB-junction space charge region exposes the valence-band barrier. The holes 
pile up at this location, inducing a conduction-band barrier for the electrons and 
thereby reducing collector current, IC, and gain, b [1]. Since the HBE is triggered 
at JKIRK, which is proportional to the collector doping, NC, HBTs-on-SOI are par-
ticularly vulnerable because of the low doping depleted collector design. Substrate 
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bias (and also the positive charge in the BOX due to radiation) retards the HBE, 
consequently improving the ac performance. At high injection an equal number of 
holes and electrons flood the CB junction, reaching concentrations higher than NC. 
However, increasing the substrate voltage enhances the vertical electric field sweep-
ing carriers away from the CB junction and reducing HBE. As demonstrated in the 
following section, this effect significantly enhances fT and fmax with positive substrate 
bias or with exposure to radiation.

All these physical phenomena characterize every SiGe HBT fabricated on thin-
film SOI, regardless of the top geometry. This work, however, focuses on HBTs-on-
SOI with an innovative layout. As mentioned before, adapting the vertical structure 
of SiGe HBTs to an SOI substrate comes at the expense of ac performance. In fact, 
the emitter–collector distance limits the ac performance of SiGe HBTs-on-SOI 
because of the length of the drift path in the case of the fully depleted device or 
because of the R × CCJC delay time in the case of the partially depleted devices [9,10]. 
Both these factors are reduced, minimizing the distance, LC, between the emitter 
and collector contact. The novel CBEBC layout proposed in [10,28] (in contrast to the 
more conventional CBEBC layout employed in [9]) places the base contact out of the 
plane defined by the emitter and the collector, thereby minimizing LC (as shown in 
the inset of Figure 4.1) and increasing ac performance.

These HBTs have been developed by STMicroelectronics with the addition of 
only four-mask layers on top of a 130 nm SOI CMOS process and feature a 150 nm 
SOI layer on top of a 400 nm SiO2 BOX [20]. The reduction of LC to 0.4 μm results 
in the figures of merit shown in Table 4.1 [10,29].

The optimized layout, however, significantly alters the current flow inside the 
device. As mentioned before, the current flow in a bulk SiGe HBT is essentially 
one-dimensional (1-D), vertical under the emitter, while it is 2-D in a SiGe HBT-on-
SOI with a conventional CBEBC layout, initially vertical under the emitter and then 
horizontal along the SOI/BOX interface [9]. But the current flow in a SiGe HBT-
on-SOI with CBEBC layout is intrinsically 3-D in nature. At VS = 0 V most of the 

Table 4.1
Figures of Merit of SiGe HBTs on 
Thin-Film SOI with CBEBC Layout

Figure of Merit (300 K)

b 390

fT (VCB = 0.5 V) 35 GHz

fmax (VCB = 0.5 V) 134 GHz

BVCEO 5.4 V

BVCBO 15 V

Source:	 After Avenier, G., Schwartzmann, T., Chevalier, 
P., Vandelle, B., Rubaldo, L., Dutartre, D., et al., 
Proceedings of the Bi-Polar/Bi CMOS Circuits 
and Technology Meeting, pp. 128-131, 2005.
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76	 Radiation Effects in Semiconductors

current flow in the vertical direction occurs in the center of the SOI layer, as in the 
CBEBC device. Conversely, the current flow in the horizontal plane (normal to the 
vertical direction) is confined to a narrow region between the emitter and the collec-
tor contact. However, at VS = 20 V the formation of the accumulation layer results in 
a downward shift in the vertical direction of the current flow, closer to the SOI/BOX 
interface, as is demonstrated in Figure 4.2 for the CBEBC device. Interestingly, the 
increased vertical electric field results also in a much larger spread of the current on 
the horizontal plane toward the base contact [20].

4.3  Irradiation

The radiation response of both bulk SiGe HBTs and fully depleted SiGe HBTs-on-
SOI was assessed, exposing samples to 63.3 MeV protons and 10 keV X-rays up to a 
total dose of 2 Mrad(SiO2). The devices (of effective emitter areas, AE, of 12 × (0.17 
× 0.5) μm2 and 7 × (0.17 × 0.85) μm2) were irradiated in delidded packages with 
grounded pins and immediately measured in situ. Passive exposure (terminals float-
ing) of ac test structures for both kinds of devices to a total dose of 4.2 Mrad(SiO2) 
was used to quantify the impact of radiation on the ac performance.

The bulk and an SOI SiGe HBT show very similar forward Gummel plots because 
they share the same EB structure. However, at VBE = 1 V the characteristics of the 
SOI device reveal a slight decrease of IC and increase of IB that possibly result from 
a stronger quasi-saturation effect (due to the lower NC). As expected, the proton-
induced degradation of the forward mode base current IB with increasing proton dose 
is similar for the SOI and bulk devices.

Figure 4.3 compares the normalized excess base current in forward and inverse 
mode for proton and X-ray irradiation at cumulative dose steps of 100, 300, 600, 
1,000, and 2,000 krad(SiO2). The radiation-induced degradation in the forward mode 
for both devices is similar and is expected because the transistors have identical 
emitter-base structures.

The leakage, ΔIB/IB0, measured in the inverse mode of the SOI device (measured 
with emitter and collector swapped) is much larger compared with the forward mode. 
This is explained by the differences between the composition of the EB oxide and 
the pedestal oxide (used to separate the collector and the base), by the different emit-
ter and collector doping, and by the different geometrical dimensions of the Si/SiO2 
interfaces in both forward and inverse mode. Moreover, Figure 4.4 demonstrates that 
it is possible to reduce the base leakage during inverse mode operation applying a 
positive substrate voltage, VS, to the SOI device after irradiation. The NanoTCAD 
3-D TCAD simulation package (previously used to investigate the radiation effects 
on other advanced devices [15,30]) has been used to provide calibrated analyses of 
both the SOI and the bulk device in forward and inverse mode.

First a model of the device before radiation was calibrated to the dc and ac char-
acteristics using measured secondary ion mass spectroscopy (SIMS) profiles and 
then a trap concentration of roughly 1010 cm–2 (as suggested in [31]) was introduced 
at the pedestal oxide/SOI interface to reproduce the nonideal base current in the 
inverse mode. The resulting simulations correctly capture the impact of VS on the 
inverse Gummel. TCAD simulations suggest that the current is pushed away from 
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Novel Total Dose and Heavy-Ion Charge Collection Phenomena	 77

the Si/SiO2 interface by the applied electric field, leading to a decrease of generation/
recombination (G/R)-induced leakage, as shown in Figure 4.5.

Figure 4.6 shows the multiplication factor M – 1 before and after irradiation for 
a bulk HBT and an HBT-on-SOI. As explained in Section 4.2, in SOI devices the 
electric field peak shifts from the region under the emitter to the lateral path because 
of the voltage perturbation introduced by substrate bias or positive charge in the 
BOX. Before irradiation and at VS = 0 V, the electric field under the emitter is pinned; 
consequently, M – 1 saturates, as shown on the right side of Figure 4.6. When the VCB 
surpasses 4 V, the voltage drop on the lateral path significantly enhances the field, 
causing an increase of M – 1. M – 1 of a bulk device is much larger and exhibits the 
characteristic “arc” shape because the peak of the electric field is under the emitter, 
at the CB junction. When substrate bias increases in the SOI device, the peak field 
also shifts under the emitter, approaching a configuration similar to the bulk transis-
tor, causing M – 1 to increase and to assume a more rounded shape. As clearly dem-
onstrated in Figure 4.6, radiation causes no change in bulk devices but significantly 
reduces M – 1 for SOI devices, especially at high VS and high VCB. This is again 
caused by a sheet of positive charge deposited at the SOI/BOX, which contributes to 
increase the vertical field in Si but reduces the field in the BOX at high VS, shielding 
part of the applied substrate bias [32,33]. This mechanism also explains the slight 
increase of M – 1 at VS = 0 V and VCB ≥ 4 V [32].

100 1000
Dose krad(SiO2)

Bulk 12×(0.17 × 0.5) μm2

Bulk 7×(0.17 × 0.85) μm2 
SOI 12×(0.17 × 0.5) μm2 
SOI 7×(0.17 × 0.85) μm2

0.1

1.0

10.0

100.0
ΔI

B /
 I B

0 (
A

)
Proton 63.3 MeV
X-rays 10 keV

Inverse Gummel

IB0 = 0.1 nA

300K

Forward Gummel

Figure 4.3  Excess normalized base current, ΔIB/IB0, versus total radiation dose in krad(SiO2), 
in forward and inverse mode for devices irradiated with 63 MeV protons or 10 keV X-rays. 
(Reprinted with permission from Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, P., 
Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel 
total dose and heavy-ion charge collection phenomena in a SiGe HBT on thin film SOI technol-
ogy.” Nuclear Science, IEEE Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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78	 Radiation Effects in Semiconductors

The impact of radiation on the breakdown voltage, BVCEO, is shown in Figure 4.6 
by the crosses indicating the base current reversal points. Breakdown voltage 
increases slightly in the bulk device even if M – 1 does not vary because of the 
decrease of current gain, b. For the SOI device, the combination of decrease of M – 1 
and of b explains the noticeable increase in breakdown voltage with irradiation. In 
general, a modest increase of breakdown voltage with irradiation is not a concern 
for circuit operation, whereas a degradation would be much less desirable. However, 
any change of device performance should be carefully quantified and modeled, espe-
cially at high doses.

Since the performance of SiGe HBTs is strongly affected by temperature, a par-
tially depleted device is measured before and after irradiation at a proton dose of 
4.2 Mrad(SiO2) in the range of temperatures between 30 K and 300 K, as shown in 
Figure 4.7. As expected from the presence of germanium in the base, the preirradiation 
current gain increases significantly as temperature decreases: from 250 at 300 K to 
more than 1,500 at 77 K. Importantly, even in this wide temperature range and after 
the large 4.2 Mrad(SiO2) dose the gain degradation is less than 10% at peak current 
and is negligible at currents employed in most IC applications. The ideality factor, 
n, of the excess base current, ΔIB, increases significantly (from about 2 at room tem-
perature to more than 40 at 30 K), implying that a trap-assisted tunneling mechanism 
is dominant at low temperatures [34].

Interestingly, the inverse Gummel characteristics show a large amount of leakage 
both at high and low temperatures. However, the ideality factor, n, of the excess base 
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Figure 4.4  Inverse Gummel of a SiGe HBT-on-SOI after a proton dose of 2 Mrad(SiO2) 
as a function of VS during post-irradiation measurements. (Reprinted with permission from 
Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., 
Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge 
collection phenomena in a SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE 
Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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Figure 4.5  One-dimensional (1-D) cut of a Shockley-Read-Hall (SRH) generation-
recombination rate for VS = 0 V and VS = 20 V in the region between the base and the col-
lector, as indicated in the inset. (Reprinted with permission from Bellini, M., Phillips, S. D., 
Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., 
Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena in a 
SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 55 
Issue 6, pp. 3197–3201, 2009.)
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Figure 4.6  M – 1 for a bulk HBT (left) and a partially depleted SiGe HBT-on-SOI (right) 
before and after a proton dose of 4.2 Mrad(SiO2). The crosses indicate the base current reversal 
point. (Reprinted with permission from Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, 
P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel 
total dose and heavy-ion charge collection phenomena in a SiGe HBT on thin film SOI technol-
ogy.” Nuclear Science, IEEE Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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for inverse mode base operation increases much less than as forward mode opera-
tion, from 1.4 at 300 K to 6 at 30 K. The ideality factor was also extracted from the 
IC currents before and after irradiation to validate the accuracy of the temperature 
sensor of the cyrosystem. The values of n agree within 1% and slightly increase from 
1.03 at 300 K to 2.3 at 30 K, possibly due to nonequilibrium transport phenomena, 
as reported in the literature [1].

As far as ac performance is concerned, the bulk devices show no change in fT 
and fmax. Conversely, Figure 4.8 shows a reproducible enhancement of the ac per-
formance of the fully depleted SiGe HBT-on-SOI after irradiation, in agreement 
with previous findings [23,32]. Radiation creates positive charge at the SOI/BOX 
interface, delaying the onset of the Kirk effect and thereby increasing fT and fmax [23]. 
This is electrically equivalent to applying a higher substrate voltage, VS, as shown in 
Figure 4.8.

Figure 4.9 compares the CBC capacitance of the bulk and SOI devices with AE = 
5 × (0.17 × 1.2) μm2 and LC = 0.72 μm. The observed hump in the CBC characteristic 
for the SOI device with VS = 0 V has been reported in [35] and explained by the com-
bined expansion of the space charge region in both the vertical and the horizontal 
directions. Interestingly, the application of substrate bias VS affects the direction of 
expansion of the depletion region. As shown in Figure 4.9, positive VS results in a 
predominance of the vertical component (as in the bulk HBTs), making the CBC of 
the SOI device similar to that of a bulk device. The capacitance, CBC, of the bulk 
HBT after irradiation shows a negligible change, consistent with the observed small 

1.1
VBE (V)

10–2

10–3

10–4

10–5

10–6

10–7

10–8

10–9

10–10

I C
, I

B (
A

)
T = 300 K, Pre-Rad
T = 300 K, 4.2 Mrad(SiO2)
T = 200 K, Pre-Rad
T = 200 K, 4.2 Mrad(SiO2)
T = 30 K, Pre-Rad
T = 30 K, 4.2 Mrad(SiO2)

Forward Gummell

VS = 0 V

AE = 7 × .3 × .98 μm2

SOI

1.00.90.80.70.60.50.4

Figure 4.7  Forward Gummel characteristics of a partially depleted SiGe HBT-on-SOI as 
a function of temperature before and after a proton dose of 4.2 Mrad(SiO2). (Reprinted with 
permission from Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., 
Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel total dose and 
heavy-ion charge collection phenomena in a SiGe HBT on thin film SOI technology.” Nuclear 
Science, IEEE Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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Mrad(SiO2) dose, at different VCB and VS. The emitter area AE is 7 × (0.17 × 0.85) μm2. LC is 0.62 
μm. (Reprinted with permission from Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, 
P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel 
total dose and heavy-ion charge collection phenomena in a SiGe HBT on thin film SOI technol-
ogy.” Nuclear Science, IEEE Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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change of fmax. Conversely, proton irradiation of the SOI device leads to a dominance 
of the vertical component of the electric field in the depleted collector.

The impact of irradiation on the thermal resistance, RTH, of both bulk and SOI 
HBTs is also examined using the technique described in [36]. Figure 4.10 shows 
that, while bulk devices exhibit negligible change in thermal resistance, radiation 
in SOI devices has the same impact on RTH as an increase in VS. TCAD simulations 
have been used to compare the power density distributions in the SiGe HBT-on-
SOI biased at VBE = 0.7 V and VCB = 2 V for substrate voltages of 0 V and 20 V. 
Figure 4.11 shows 1-D cuts of the power density P along the line z under the emitter 
for VS = 0 V and 20 V.

Since the thermal conductivity of SiO2 is lower than for Si, the heat generated in 
the transistor flows mainly through the Si layer and through the top contacts rather 
than through the SiO2 BOX, as reported in [37]. Therefore, at VS = 20 V the addi-
tional power dissipated at the SOI/BOX interface, as shown in Figure 4.11, will flow 
through the whole SOI layer, resulting in a noticeable increase of the thermal resis-
tance. Since large radiation doses result in larger thermal resistance, the potential 
increase of self-heating can be a reliability concern for devices operating at large 
collector-base voltages in radiation environments.

In conclusion, the impact of 63.3 MeV protons on SiGe HBTs on both SOI and 
bulk substrates fabricated with identical emitter-base structures is assessed by com-
paring the dc and ac performance and the thermal resistance. Although SOI devices 
exhibit larger degradation in the inverse mode than in the forward mode, the excess 
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Figure 4.10  Thermal resistance, RTH, of HBTs fabricated on bulk and SOI substrates as a 
function of VS, before and after a 2 Mrad(SiO2) dose, at temperatures of 300 K, 350 K, and 390 
K. (Reprinted with permission from Bellini, M., Phillips, S. D., Diestelhorst, R. M., Cheng, P., 
Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., Chevalier, P. “Novel 
total dose and heavy-ion charge collection phenomena in a SiGe HBT on thin film SOI technol-
ogy.” Nuclear Science, IEEE Transactions on Volume 55 Issue 6, pp. 3197–3201, 2009.)
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leakage can be reduced by increasing the substrate bias. Radiation also alters the 
current flow in the device, increasing RTH. This constitutes a possible reliability con-
cern for devices operating at large collector-base voltages.

4.4 Sim ulation Study of Single-Event Upset Response

Although bulk SiGe HBTs exhibit considerable total ionizing dose hardness, their 
vulnerability to single-event upset is considered to be the Achilles’ heel of the tech-
nology [1]. In fact, because of the bulk Si substrate, vertical devices can be affected 
by SEU even when the strike occurs outside the deep trenches due to diffusion of 
carriers [15]. HBTs-on-SOI are obviously immune from this problem because the 
silicon active volume is completely surrounded by oxide and no diffusion of charge 
from strikes outside the active area can happen.

However, the introduction of advanced layouts could potentially trigger effects 
of significance for circuit operation, such as strong dependence of the SEU response 
on the location of the strike. Also, especially in thin-film devices, the doping of the 
depleted collector and the substrate voltage significantly alters the electric fields in 
the device and could affect the SEU response.

3-D TCAD simulations used to reproduce SEU transients in bulk devices can 
be very time-consuming because the mesh needs to be large enough to capture 
the complete ion strike event without introducing unphysical approximations. Not 
only should the vertical extension of the mesh be in the order of tens of microns to 
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Figure 4.11  1-D plots of power density in a SiGe HBT on SOI for VS = 0 V and VS = 20 V, 
along the line z indicated in the inset. (Reprinted with permission from Bellini, M., Phillips, 
S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, 
G., Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena 
in a SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 
55 Issue 6, pp. 3197–3201, 2009.)
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84	 Radiation Effects in Semiconductors

accommodate the penetration of a heavy ion, but the lateral boundaries should also 
be far enough that no artificial reflection of charge at the boundaries is experienced. 
These requirements result in meshes with an extremely large number of elements 
and consequently simulation times in the order of several days [2]. Luckily, the active 
region of SOI devices is small and completely surrounded by SiO2. Therefore, it is 
possible to accurately describe these transistors with a small number of mesh ele-
ments, significantly reducing computational times without any loss in accuracy.

This section describes calibrated 3-D ion strike simulations of the SiGe HBT-on-
SOI device with CBEBC layout [10] illustrated in Section 4.2. Figure 4.12 shows the 
simulated SEU currents resulting from an ion strike in the center of the emitter of 
the device. The total collected charge is less than 0.025 pC, in contrast with about 1 
pC for a comparable bulk device, suggesting a significant reduction in vulnerability 
to SEU [15].

Interestingly, the shape of the current pulses is remarkably different from an ion 
strike in the center of the emitter of a bulk device with a conventional CBEBC layout 
(with base contacts placed in-plane between emitter and collector). TCAD simula-
tions indicate that at first IB is negligible and that IE and IC have opposite signs. 
Also, IC is characterized by two pulses of opposite polarity. These phenomena can 
be explained as follows: initially, the negative IB pulse is caused by excess holes 
leaving through the base, and the positive IE pulse is due to electrons leaving through 
the emitter, as shown by the arrows in Figure 4.13. Then, the change of sign of the IC 
pulse is caused by two distinct phenomena occurring at the times marked by A and 
B in Figure 4.12.

At time A, the ion strike creates a large number of electron-hole pairs, caus-
ing the SOI layer to leave equilibrium and resulting in a sharp increase in carrier 
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Figure 4.12  Collected charge at the terminals for an ion strike in the center of the emit-
ter of a SiGe HBT-on-SOI. (Reprinted with permission from Bellini, M., Phillips, S. D., 
Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., 
Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena in a 
SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 55 
Issue 6, pp. 3197–3201, 2009.)
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recombination, as shown in Figure 4.13. The recombination peaks at the extremity 
of the high doping n-region, which is used to lower the collector resistance, RC, 
and which is characterized by the shortest carrier lifetimes. The sudden increase of 
recombination triggers a large current flow from the collector contact, which results 
in the negative IC pulse.

Then at time B, the potential modulation induced by the ion strike significantly 
perturbs the electrostatic potential in the base of the device forward biasing the EB 
and CB junctions, as shown in Figure 4.14. The positive IC current component origi-
nating from the forward-biased CB junction overcomes the negative component due 
to recombination and results in a net positive IC pulse at time C. At the same time, the 
forward biasing of the EB junction decreases the total emitter current IE, as shown in 
Figure 4.12. The transistor operates in the saturation region, as shown by the large IB 
current supporting both IC and IE. Eventually, the strike-induced charge is removed 
from the device, and the SEU-induced transient pulses end.

The exact shapes and magnitude of strike-induced currents depend on the doping 
of the region affected, by the proximity of the contacts and by the geometrical lay-
out. Since the CBEBC layout creates a significant asymmetry in the device geometry, 
it is reasonable to expect an increase of the variability of the SEU response with 
strike position.

This is confirmed in Figure 4.15, which shows the currents generated by an ion 
strike between the emitter and base, as indicated in the inset. In this case, most of the 
electrons flow directly to the collector—the closest n-type contact. TCAD simula-
tions suggest that an ion strike in this region is not able to significantly turn on the 
device, explaining why there is no change of sign in the strike-induced currents.

This analysis proves that studies of the effects of SEU on circuits featuring devices 
with CBEBC layout require accurate 3-D TCAD simulations to correctly model the 
shape of current pulses resulting from heavy-ion strikes.
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Figure 4.13  2-D plots of SRH recombination rate for the ion strike in the center of the 
emitter at time A, as indicated in Figure 4.12. The arrows visualize the electron flow. The 
inset shows the 2-D cut plane. (Reprinted with permission from Bellini, M., Phillips, S. D., 
Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., 
Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena in a 
SiGe HBT on thin film SOI technology.” Nuclear Science, IEEE Transactions on Volume 55 
Issue 6, pp. 3197–3201, 2009.)
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Figure 4.15  Collected charge at the terminals for an ion strike between the emitter and 
the base of a HBT-on-SOI, as shown by the inset. (Reprinted with permission from Bellini, 
M., Phillips, S. D., Diestelhorst, R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, 
M., Avenier, G., Chantre, A., Chevalier, P. “Novel total dose and heavy-ion charge collection 
phenomena in a SiGe HBT on thin film SOI technology.” IEEE Transactions on Nuclear 
Science, Volume 55 Issue 6, pp. 3197–3201, 2009.)
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Figure 4.14  2-D plots of ion-strike induced electric potential for the strike in the center at 
time B, as indicated in Figure 4.12. The arrows visualize the electron flow. The inset shows 
the 2-D cut plane. (Reprinted with permission from Bellini, M., Phillips, S. D., Diestelhorst, 
R. M., Cheng, P., Cressler, J. D., Marshall, P. W., Turowski, M., Avenier, G., Chantre, A., 
Chevalier, P. “Novel total dose and heavy-ion charge collection phenomena in a SiGe HBT 
on thin film SOI technology.” IEEE Transactions on Nuclear Science, Volume 55 Issue 6, pp. 
3197–3201, 2009.)
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4.5 C onclusions

The impact of 63.3 MeV protons and 10 keV X-rays on SiGe HBTs on both SOI 
and bulk substrates fabricated with identical emitter-base structures is assessed by 
comparing the dc and ac performance and the thermal resistance before and after 
irradiation. Degradation in the forward mode is substantially identical for both types 
of substrates and for both radiation sources. Although SOI devices exhibit larger 
degradation in the inverse mode than in the forward mode, the excess leakage can 
be reduced by increasing the substrate bias. Radiation also lowers the breakdown 
voltage due to reduction of current gain b and to shielding effect on the substrate 
bias. The positive charge introduced in the BOX also lowers the CBC capacitance 
and enhances the ac performance. Finally, radiation also alters the current flow in 
the device, increasing RTH. This constitutes a possible reliability concern for devices 
operating at large collector-base voltages.

To conclude, 3-D TCAD simulations indicate that the novel CBEBC layout used 
in these SiGe-on-SOI devices significantly affects the shape of the current pulses 
induced by ion strikes, potentially altering their SEU immunity.
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5 Radiation-Hard 
Voltage and Current 
References in Standard 
CMOS Technologies

Vladimir Gromov and Anne-Johan Annema

5.1  Introduction

Particle accelerators are used to get insight into the basic constituents of matter 
by providing data on particle interaction. This information is gathered from data 
acquired by the particle detectors inside the particle accelerator setup.

In the Large Hadron Collider (LHC) particle accelerator experiments, very high 
radiation levels are attained, especially close to the particle interaction point, where 
many particle detectors are located. For this reason the on-detector readout electron-
ics must be resistant to radiation up to the level of hundreds of Mrad.

Reference voltage generating circuits and current generating circuits with low 
sensitivity to the temperature variation and the power supply variations are com-
monly used in analog blocks such as voltage regulators, analog-to-digital (A/D) and 
digital-to-analog (D/A) converters and hence are used throughout the particle detec-
tor readout circuitry. In applications like circuits for the LHC experiments, there is 
an additional requirement to deliver a stable voltage and current even when operating 
in ionizing radiation environments.

Historically, radiation-hard application-specific integrated circuits (ASICs) for 
military and space applications were fabricated in silicon-on-insulator (SOI) or sili-
con-on-sapphire (SOS) technologies [1,2]. Compared with mainstream silicon tech-
nologies, SOI reduces the radiation sensitive volume by isolating the entire device 
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from the bulk substrate with the help of the buried oxide layer. This makes SOI 
highly resistant to single-event upsets (SEUs). Furthermore, because SOI has no 
wells in the substrate, irradiation-triggered single-event latchup (SEL) cannot occur. 
However, commercial SOI is still sensitive to total ionizing dose (TID) effects; the 
TIDs originate from a charge induced by gamma rays or X-rays that gets trapped in 
the buried oxide. The accumulated charge causes a major performance degradation 
of the analog blocks through mainly a shift of the threshold voltage in metal-oxide 
semiconductor (MOS) structures [3,4]. Therefore, SOI requires special technologi-
cal hardening steps to achieve a sufficient level of robustness to TID [5].

Recently, however, ASICs fabricated in standard deep-submicron complementary 
metal-oxide semiconductor (CMOS) technologies have demonstrated robustness to 
SEL and TID especially when dedicated design topologies like enclosed (edgeless) 
transistor geometry and guard rings are used [3,6,7]. Without using a buried oxide, 
deep-submicron CMOS technologies have inherently a high tolerance to TID due to 
the reduced thickness of the gate oxide (tox = 2.2 nm).

This chapter focuses on basic aspects of design of high-quality voltage reference 
circuits and current references in standard commercial 130 nm CMOS technologies 
that are capable of operating in harsh radiation environments.

5.2 �Ra diation-Tolerant Layout Approach 
for Bandgap Reference Circuits

The bandgap reference circuit [8,9] is commonly used to implement a reference 
voltage generator. The operation of this type of circuit relies on the properties of 
the forward-biased p-n junction (diodes). However, with steady progress in down-
scaling of CMOS technologies, the use of bandgap reference circuits with conven-
tional diodes in radiation-hard environments has two distinct disadvantages. First, 
the low supply voltage in modern CMOS technologies significantly complicates 
bandgap reference circuit design when conventional diodes are used [10-12]; a suit-
able approach using conventional diodes was introduced by Banba [14]. Second, it 
has been found that bandgap references featuring conventional diodes are rather 
vulnerable to TID effect [14]. Detailed analysis of the behavior of conventional 
bandgap references in deep-submicron CMOS technology indicates that radiation 
damage in diodes is the main cause of reference voltage shifts [15]. A short discus-
sion of this follows.

In conventional bandgap reference circuits in CMOS, the diodes are usually 
implemented using a p-diffusion in (grounded) n-well (Figure 5.1). A shallow trench 
isolation (STI) field-oxide layer surrounds the p-diffusion area. The field oxide is 
usually thick (tox >> 10 nm); therefore, irradiation-induced holes get easily trapped 
and accumulated in the body of field oxide near the SiO2-Si interface [16]. This 
trapped charge induces an excess concentration of electrons in n-well close to the 
field-oxide border, forming a parasitic side p-n+ junction (see also Figure 5.1) that 
has different properties than the principal p-n junction.

The parasitic side p-n+ junction is in parallel to the principal p-n junction, while 
its effective doping concentration depends heavily on the accumulated radiation 
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dose. Therefore, the voltage-to-current characteristic of the total device shifts con-
siderably when it is operating in a radiation environment. This shift effect due to 
the charging surrounding STI appears to be the dominant factor of instability of the 
output voltage. For radiation doses up to 79 Mrad about 4% shift in the reference 
voltages, due to this effect, has been found [15].

A possible solution of this problem is the replacing of the (thick and radiation-
intolerant) field oxide next to the p-diffusion by thin radiation-tolerant gate oxide. In 
this way two structures can be obtained: the gated diode and the conventional pMOS 
transistor shown in Figure 5.2. The gated diode has been proposed to be used for the 
assessment of radiation damage [17]. However, this device cannot be implemented in 
any CMOS technology because of design-rule limitations.

The second way to avoid field oxide adjacent to a p-n junction is using an MOS 
transistor layout in which the source-well junction is used as a diode. To get con-
ventional diode-like behavior the effect of the gate must be either minimized or 
well defined. One possibility is tieing the gate to a high voltage, which is not a 
simple solution in low-voltage CMOS technologies. The other possibility is tieing 
the gate to the p-diffusion (drain) to obtain a constant effect of the gate on the 
diode’s behavior. The corresponding device is shown in Figure 5.2. The obtained 

Shallow trench isolation
(field oxide)Radiation-induced

trapped holes

n-well

P-diffusion

Excess concentration of electrons (n+) 
at the SiO2-Si border 

Principal
p-n junctionParasitic side

p-n+ junction

VA

Figure 5.1  A conventional diode in the 130 nm CMOS: p-diffusion in a grounded 
n-well.

Field oxide 

n-well 

(a) (b)

P-diffusion

Polysilicon
Gate oxide 

VG VA

n-well 

Polysilicon
Gate oxide 

VA

P-diffusionField 

oxide
P-diffusion

Figure 5.2  (a) Gated diode. (b) DTMOST.
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structure is called a dynamic-threshold MOS transistor (DTMOST) [18,19]. This 
device can be operated as a diode with a low effective bandgap. In our design we 
used a P-channel DTMOS diode that can be realized in any twin-well (p-bulk) 
CMOS process.

The internal p-diffusion area (source) of the DTMOST can be surrounded by a 
gate oxide to form an enclosed layout geometry. In this way, the device is inherently 
radiation hard due to the absence of any thick oxide near the p-n junction.

5.3 T ypical CMOS Bandgap Voltage Summing Reference

A typical CMOS bandgap reference circuit is shown in Figure 5.3.
In this type of circuit, the reference voltage depends heavily on the characteristics 

of the diodes. The current-to-voltage characteristic of a p-n junction is [20]:

	

I V I e

I Const A T e

qV
kT

E

pn

( ) = ⋅ −







= ⋅ ⋅ ⋅+
−

0

0
3 2

1

γ gg T
kT

( )
	 (5.1)

In this relation, q is the electron charge, k is Boltzmann’s constant, T is the abso-
lute temperature of the junction, A is the junction area, Eg(T) is the material bandgap, 
and γ is a constant that is related to the temperature dependence of the mobility and 
the diffusion coefficients of the minority carriers. Rewriting this relation yields

	 V T V T kT
q

I

Const A T
pn g( ) = ( ) + ⋅

⋅ ⋅









+

ln
3 2

γ 	 (5.2)

V2

V1+

–

n:1

R1

Vref

IqIq

R2

V3

Figure 5.3  A typical CMOS bandgap voltage reference circuit.
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In this relation, Vg(T) = Eg(T)/q is the bandgap voltage. It is important to note that 
the voltage across a p-n junction is about conversely proportional to absolute tem-
perature (CTAT). For T→0 the function Vpn(I,T) tends to the value Vg(T = 0) regard-
less of the current; in silicon Vg(T = 0) is 1.12 V.

The operating current, Iq, in the circuit in Figure 5.3 is set by the feedback loop 
including the operational amp, which forces V V1 2= :

	 I V V
Rq = −1 3

2
	 (5.3)

where V1 and V3 are the voltages across the rightmost diode, D1, and the leftmost 
diode, D2, which is n times as big as D1. Assuming that the diodes D1 and D2 differ 
only in size and taking into account (5.2), the operating current is

	 I

kT
q

n

Rq =
( )ln

2
	 (5.4)

Note that this current Iq(T) is proportional to absolute temperature (PTAT).
The reference voltage as delivered by this type of circuit is the sum of the CTAT 

voltage across one of the diodes and a scaled up version of the PTAT voltage across 
resistor R2. The easiest way to create such a voltage is shown in Figure 5.3, using one 
resistor, R1. The total output voltage is then

	 V T V T kT
q

I

Const A T

R
ref g( ) = ( ) + ⋅

⋅ ⋅









 +

+
ln

3 2

1
γ RR

kT
q

n
2

ln ( ) 	 (5.5)

which is temperature-independent (in first order) for reference voltages just a little 
higher than the material bandgap extrapolated to 0 K. The typical CMOS band-
gap voltage reference circuit in Figure 5.3 generates an output voltage close to 
1.22 V. In 130 nm CMOS technology the nominal power supply voltage is as low 
as 1.2 V, which is clearly insufficient to accommodate this type of bandgap refer-
ence circuit.

5.4 Ra diation-Hard Voltage References

The aim of this chapter is to present basics of the design of the radiation-tolerant 
bandgap reference circuits. As previously discussed, the DTMOST in gate-enclosed 
geometry is inherently robust to radiation effects and has a diode-like current-voltage 
relation. Therefore, we have chosen a DTMOST-based architecture for the design of 
the radiation-hard voltage reference circuit. Originally, the DTMOS transistor was 
proposed for ultra-low-voltage operation [19].

Figure 5.4a represents a MOS structure with the gate and the n-type substrate 
contacts connected together [18]. The built-in potential for the heavily doped p-type 
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96	 Radiation Effects in Semiconductors

gate and the n-type substrate, Φ p n− , is about –1 V when the substrate doping concen-
tration, ND, is about 1017 cm–3 [20]. This built-in voltage partly drops in the substrate, 
making a potential ΨS  on its surface. In the depletion and weak inversion region 
ΨS  is a fraction of Φ p n− :

	 Ψ Φ
S

p n

n=
−

	 (5.6)

where n = 1.2…1.6 (process dependent); therefore,

	 ΨS V≈ − −0 8 0 6. . 	 (5.7)

Due to the built-in potential the surface concentration of holes, pn
s , exceeds the 

equilibrium concentration of holes, pn
0 , in the bulk of the substrate as follows:

	 p p en
s

n

q
kT

S

= 0
Φ

	 (5.8)

	 p n
N

Const T e
Nn

i

D

E T
kT

D

g

0
2

1
3 2

= = ⋅ +
− ( )

γ

	 (5.9)

where ni is the intrinsic carrier concentration, and ND is the doping concentration in 
the substrate.

	 p Const T en
s

q V
kT
g s

= ⋅ +
− +( )

2
3 2

γ Ψ

	 (5.10)

Expression (5.10) demonstrates that due to the effect of the built-in potential, the 
surface concentration of minority carriers increases, and the effective bandgap volt-
age is lowered:

pn
0

+ + + + + + +
– – – – – –p-type gate

Gate oxide + + + + + + +++

– – – – – –p-type gate
Gate oxide

n-type substrate

(a) (b)

n-type substrate
Ψs

Φp-n

pn
s

pn
s

Is

Vs

pn
s source

Drain
p+ region

Source
p+ region

Figure 5.4  (a) MOS structure with the gate tied to the n-type substrate. (b) The DTMOST 
diode: MOS-transistor with the gate tied to the n-well and the drain.
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	 V V T Vg
eff

t S= ( ) − ≈Ψ 0 3 0 5. . 	 (5.11)

The DTMOST diode is in fact a PMOS transistor with gate, drain, and substrate 
contacts connected together (Figure 5.4b). We restrict the analysis of the device’s 
operation to the weak inversion region. In this region the source current, Is, is caused 
by the diffusion of the inverse charge on the surface as follows [21]:

	 I W
L

kT
q

Q QS I source I drain= ⋅ ⋅ ′ − ′( )µ , , 	 (5.12)

where W and L are the width and the length of the device, respectively, μ is the sur-
face mobility of holes, and QI′ is the inversion charge per unit area, which is propor-
tional to the surface concentration of holes, pn

s . Combining the previous relations 
yields the following voltage–current relation for the DTMOS diode:

	

I I e
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S S
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kT
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E
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= ⋅ −







= ⋅ +
−

0

0 3
4 2

1

γ TT q
kT

s( )− Ψ
	 (5.13)

Comparing (5.13) with (5.1) shows that a conventional p-n junction and the 
DTMOST diode (in the restricted region of weak inversion) demonstrate iden-
tical exponential current-to-voltage characteristics (Figure  5.5). However, the 
saturation current is much higher for the DTMOST diode due to the built-in 
potential ΨS .

Figure 5.5a shows measured I-V characteristics of a DTMOS diode and a conven-
tional diode, at room temperature. These measurements nicely illustrate the exponen-
tial behavior of the DTMOS diode. At higher currents the I-V characteristic starts to 
deviate from the ideal exponential relation because there the weak inversion assump-
tion is not satisfied anymore. Figure 5.5b shows the voltage across the DTMOST as 
a function of temperature at a few typical current settings that are nicely within the 
exponential region; clearly the diode voltage is conversely proportional to absolute 
temperature. By extrapolating the Vs(T) curves at various bias currents to T = 0 K, 
the effective bandgap voltage is estimated to be 410 mV, with a temperature gradient 
(at constant current) of about 0.8 mV/ºC.

The exponential character of the current-to-voltage relation of the DTMOST 
diode in weak inversion (5.13) enables the construction of a PTAT voltage source 
using the approach described for typical CMOS bandgap voltage reference. Due 
to the effect of lowering the bandgap voltage (5.11), the reference voltage of the 
present circuit will be much lower than that for the typical CMOS bandgap voltage 
reference. A bandgap reference circuit using DTMOST diodes (Figure 5.6) may be 
used to implement a low-voltage and radiation-tolerant voltage reference in standard 
CMOS technology.
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The designed bandgap voltage reference circuit [22] is a straightforward cir-
cuit (Figure 5.6), consisting of two DTMOS transistors, a pair of cascoded current 
sources, and a two-stage operational amplifier. All MOS devices of the circuit are 
designed in the gate-enclosed geometry [3] with guard rings to guarantee radiation 
tolerance. The circuit was fabricated in a standard 130 nm CMOS process and occu-
pies 0.064 mm2.

The circuit generates Vref of about 405 mV at a supply voltage down to 0.85 V, 
with a supply current of 170 μA. The spread of the reference diode is dominated by 
the threshold spread of the DTMOS diodes that directly affects the reference volt-
age. Being a differential circuit, spread effects cancel in first order for the remaining 

R1

R2

V
b1

V
b2

V
b3

4:1

Vref

Figure 5.6  Schematic of the radiation-hard voltage bandgap reference.
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Figure 5.5  Current-to-voltage characteristics for both DTMOST configuration and con-
ventional diode configuration. Voltage across the DTMOST at various currents as a function 
of temperature.
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circuitry. In some applications not only the stability of the reference voltage but also 
its absolute value are important; this absolute value differs from chip to chip and is 
caused by the process variation and mismatch. The quadratic mean value of statisti-
cal spread of the reference voltage has been estimated as low as 6 mV.

To be able to compensate for process spread and model inaccuracies, our first 
implementation included a trimming possibility: resistor R1, which generates the 
PTAT voltage, was built in multiple sections that can be bypassed externally. In 
this way the slope of the PTAT voltage can be trimmed to the slope of the CTAT 
voltage to get the minimum temperature coefficient of the reference voltage. Under 
this condition the reference voltage to temperature relation is a parabola with maxi-
mum deviation around 1 mV within the range from 0ºC up to 80ºC. Without trim-
ming, the temperature coefficient of the reference voltage ranges from –0.1 mV/
ºC to +0.2 mV/ºC, which is again due to the spread in the threshold voltage of the 
DTMOS diodes.

We used X-ray (10 keV) facility for the irradiation of the chips. The change of the 
reference voltage as a function of the radiation dose is shown in Figure 5.8 for six 
(unselected) samples.

Measurements show that due to the effect of the radiation the reference voltage 
fluctuates in the range less than 1% for doses up to 40 Mrad. This change is much 
lower than the typical 4% change at 79 Mrad for bandgap references using conven-
tional diodes [15].

5.5 Ra diation-Hard Current References

The previous section showed a voltage reference that can also be used to create 
a proportional-to-absolute temperature current. However, for some applications a 
constant current is required; this section shows the design of a radiation-hard cur-
rent reference in standard CMOS. Following the approach proposed by Banba [13] 
a current-summing current reference circuit can be designed. The circuit consists 
of DTMOST devices used as diodes, a pair of cascaded current sources, and a two-
stage operational amplifier (Figure 5.7).

The core of the circuit is very similar to that of the voltage reference presented 
in the previous section. The main difference is the addition of two resistors, R2, and 
using the current through the parallel combination of the diode and R2 as (scalable) 
output current. The voltage across the DTMOST is CTAT; therefore, the current 
through resistor R2 is also CTAT. On the other hand, the current in the DTMOS 
diodes is PTAT. After appropriate adjustment, superposition of the PTAT and the 
CTAT currents results in a temperature-independent reference current, Iref.

The value of the reference current will vary in the range ±15% due to process 
spread of the resistors. At the same time temperature dependence of the value of Iref 
is influenced by only the mismatch of the resistors, which is quite good in modern 
CMOS technologies. Note that any value of reference current can be generated with 
proper sizing of the rightmost branch in the PMOS mirror.

The circuit was made in a standard 130 nm CMOS technology, occupying 0.025 
mm2. The minimum supply voltage is 0.8 V, and the circuit is dimensioned to gen-
erate an Iref of about 45 μA. When properly adjusted, the current-to-temperature 
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Figure 5.8  Schematic of the radiation-hard current bandgap reference.
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Figure 5.7  Measured shift of the value of the reference voltage during irradiation for six 
prototype chips.
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relation is a parabolic function with a maximum deviation of less than 0.2 μA (0.5%) 
in the range from 0ºC up to 50ºC.

Irradiation results in a shift of the reference current; Figure 5.9 shows the reference 
current as a function of irradiation. The figure demonstrates that the shift is relatively 
small: only ±0.4 μA (0.9%) after it has been irradiated with a dose as high as 200 Mrad.

5.6 C onclusions

With ongoing CMOS evolution, the gate-oxide thickness steadily decreases, result-
ing in an increased radiation tolerance of MOS transistors. Combined with special 
layout techniques, this yields circuits with a high inherent robustness against X-rays 
and other ionizing radiation. In bandgap voltage and current references, the dominant 
radiation susceptibility is then no longer associated with the MOS transistors but is 
dominated by the diodes. This chapter presents a few solutions to realize radiation-
hard voltage/current reference circuits in standard low-voltage CMOS technologies 
using DTMOS diodes as radiation-tolerant diodes.
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6.1  Introduction

The flash memory was conceived as a functional improvement of the erasable pro-
grammable read only memory (EPROM), which was invented in the 1980s from 
the initial idea of Frohman-Bentchkowsky [1]. The EPROM memory electrically 
programmed and erased by ultraviolet (UV) irradiation became the most important 
nonvolatile memory (NVM) application in the 1980s. The flash memory, called flash 
because the whole memory array is erased at the same time, introduced the advan-
tages of the electrical erase as well as the possibility to reprogram the read only 
memory in situ, with no need of removing it from the system [2,3].

Over the years, flash memory has widely been accepted as the NVM of choice for 
many applications, and today the large majority of nonvolatile memories are based on 
flash technology. In the last decade, the flash market has grown faster due to the large 
diffusion of portable and low power consumption multimedia applications, which 
require an extensive use of nonvolatile function. The flash NAND has become the 
most scaled memory and hence the driver of the memory technology (both volatile 
and nonvolatile). Nonetheless, the continuous scaling of nonvolatile memories has 
pushed the technology of flash toward its limits [4]. Several constraints, mainly owing 
to electrical and reliability reasons, threaten the future scaling of the flash, forcing the 
memory research community to investigate new nonvolatile memory concepts.

Nonvolatile memories based on natural traps in dielectrics (e.g., SONOS) or on 
floating nanocrystals, artificially embedded in dielectrics, offer an interesting scal-
ing alternative to the conventional floating-gate cell because of several potential 
advantages associated with the discrete nature of the storage [5-7]. These memories 
are considered an evolution of the flash concept, because the monolithic floating-gate 
(FG) is eliminated from the cell and is replaced by a number of discrete nodes. The 
discrete storage nodes make devices immune to the stored charge leakage caused by 
localized oxide defects, allowing for a very aggressive scaling of the tunnel oxide and 
hence of the cell area, by keeping good performance and reliability characteristics.

Today, charge trap memories have found an important field of application in 
embedded systems, where the nonvolatile memory is hosted into a logic system. 
Embedded applications are of such great interest mainly because of the ease of their 
process: a very thin storage layer can be implemented instead of the thick polysilicon 
floating-gate, and lower voltages can be used as well. Some semiconductor com-
panies have announced that they have started production of embedded memories 
based on silicon nanocrystals. In particular, nanocrystals memory (NCM) has shown 
a superior endurance to high temperature than its counterpart SONOS. Recently 
NCMs have also shown a promising route toward radiation tolerant application. 
Actually, as information is stored in discrete centers, they are expected to exhibit 
a higher tolerance to radiation effects such as total ionizing dose effects (TID) and 
single-event effects (SEE).

6.4.3	 Radiation Tolerance of Nanocrystal Memory versus Floating-
Gate Memories.................................................................................. 139

6.5	 Conclusions.................................................................................................... 141
References............................................................................................................... 142
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This chapter is divided in two main sections. In the first part of this chapter, 
we will present an overview of the NCM technology as a candidate as an alterna-
tive to the conventional flash NVM, by comparing it to the mainstream technology. 
The discussion focuses on the scalability of the device as well as on performances 
and reliability. In the second part of the chapter, we will address the application 
of NCMs as radiation tolerant devices, for applications in fields such as avionics, 
nuclear power stations, nuclear waste disposal sites, medical, space, and military. In 
particular, we will compare NCMs radiation hardness characteristics with those of 
flash memories.

6.2 F lash Memories

6.2.1 F lash Memories: An Overview

Products using flash memories like cell phones, music players, memory cards, and 
universal serial bus (USB) drives are ubiquitous in everyday life. For this reason, 
the business of flash memories has grown very much in the last decade, exceeding 
US$22B in 2007. In the last year, the decrease in the semiconductor global market, 
related to the global economy turmoil as well as the erosion of memory unit prices, 
has reduced of more than 15% the incomes of flash market, and a recovery of the 
market is forecast starting from 2010.

Almost all flash memories are based on one of two architectures: NOR and NAND. 
NOR is the technology preferred by cellular handset makers since it provides fast 
reads. The NAND device reads data slowly but has fast write speeds and desirable 
features for storing digital photos and for MP3 audio, GPS, and other multimedia 
products. The exponential growth of many multimedia applications has driven the 
exponential growth of flash memories in particular for NAND devices, which have 
surpassed DRAMs (Dynamic Random Access Memory) in terms of scaled technol-
ogy. The next challenge for flash memory will be the solid-state disk application in 
notebooks, which will compete with the current hard disk drive technology starting 
from 2010 [8].

As for other semiconductor devices, several technology innovations have been 
the driving force of a continuous cost reduction since the 1980s, with lithography 
improvement being the fundamental of these. In addition, innovations in flash have 
been boosted by the use of new architectures and designs. Self-aligned technologies, 
such as the one that aligns the floating-gate to the cell active area by using chemical 
mechanical polishing, are cardinal in flash technology because they reduce the space 
without the need of additional lithographic layers [5]. The introduction of NAND 
flash [9] has led to a further area scaling with respect to the NOR, thus allowing the 
introduction of a circuitry able to manage error detection and correction algorithms 
(compatible in terms of requested times with most applications such as memory card, 
USB drive, and MP3). Above all, the introduction of multilevel cells, where addi-
tional logical states are introduced by exploiting a precise control of the programmed 
or erased threshold voltage distributions, has allowed the memory storing capability 
to be increased by a factor of two or more [10] without any additional dimensional 
scaling, hence demolishing the paradigm of Moore’s Law.
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106	 Radiation Effects in Semiconductors

In the next few years, it will be increasingly difficult to scale the flash technol-
ogy by following Moore’s Law at the same pace, but through design improvements, 
new materials, and the introduction of algorithms, flash memories will be pushed 
beyond the 40 nm lithography node [9]. A number of complexities in maintaining a 
good trade-off between dielectrics scaling (tunnel and inter-poly) and nonvolatility 
will enhance electrical and reliability issues. The consequent scaling limitations will 
likely force cell architectural changes—by using discrete storage nodes in place of 
the continuous floating-gate and moving toward tridimensional cells [11,12], by using 
tridimensional process integration [13], or even by moving over new roads with the 
use of new emerging materials and data-storage concepts (including phase-change 
and resistive switching materials).

6.2.2  Basics of Flash Operations

A flash cell is a floating-gate metal-oxide semiconductor field-effect transistor 
(MOSFET; Figure 6.1)—that is, a transistor with a gate, the floating-gate, which is 
fully surrounded by dielectrics and hence isolated from the external. An external 
control gate (CG) drives the internal FG by means of capacitance coupling.

Being electrically isolated, the FG acts as a potential well, storing the injected 
electrons that screen the cell channel modulating the threshold voltage. The dielec-
trics are chosen to be a suitable trade-off between programming and erase perfor-
mances and nonvolatility of data. Adequate dielectric thickness and quality ensure 
that stored electrons do not escape pushed out by the internal electric fields, gener-
ated by the stored charge itself. On the other hand, the dielectric thickness is chosen 
to allow the injection or ejection of electrons into or from the FG, induced by high 
electric fields generated by externally applied electrical pulses.

Usually, the gate dielectric in a floating-gate transistor is in the range of 7 ÷ 10 nm 
and is called tunnel oxide because, for some memory operations, electrons traverse 
the dielectric by a tunneling effect. The dielectric that separates the FG from the 
CG is defined as interpoly dielectric (IPD) or control dielectric; typically it consists 
of a triple layer of oxide–nitride–oxide (ONO). The ONO has an equivalent oxide 
thickness (EOT) in the range of 14–20 nm. A fully deposited triple layer has been 
introduced to improve the tunnel oxide quality, because the use of a thermal oxide 
over polysilicon implies growth at high temperature, affecting the underneath tunnel 
oxide [10]. The introduction of a nitride layer, sandwiched between two oxide layers, 
reduces the EOT of the dielectric with respect to a full SiO2 layer but preserves an 
adequate tunneling barrier, thus improving the electrical performances of the cell 
without degrading retention characteristics.

As mentioned before, the most used architectures for flash memories are called 
NOR and NAND. The common element of both architectures is the unit cell (FG 
transistor). The programming and erase operations change the threshold voltage of 
the cell, due to the presence or absence of charge stored in the FG. The neutral state 
is associated with the logical state “1,” and the negatively charged state, correspond-
ing to electrons stored in the FG, is associated with the logical “0” [14].

The “NOR” cells are arranged through rows and columns as in a NOR-like logi-
cal gate [15]. Cells sharing the same gate form the word-line (WL), while those 
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Nanocrystal Memories	 107

sharing the same drain electrode (one contact common to two bit-cells) constitute 
the bit-line (BL). In this array, the source electrode is common to all of the cells. 
Figure 6.2a shows the typical architecture of a NOR flash (the unit cell is enclosed 
in the rectangle); the figure also shows an electron microscopy cross section along 
the bit-line direction.

In NAND devices, the memory cells are arranged in series, with 16 or 32 memory 
cells connected to the bit-line and source line through two select transistors (selec-
tors). This serial approach leads to a remarkable reduction of cell size with a conse-
quent lower die cost compared with the NOR case. Typically, if F is the minimum 
design rule of the technology the NOR flash single-bit cell area is ~10 F2 while the 
NAND single-bit cell area is ~ 4.5 F2. Figure 6.2.b shows the typical architecture 
of a NAND flash device and an electron microscopy cross section along the bit-line 
direction. Note that in multilevel cell applications the effective cell areas reduce to 
~5 F2 for NOR and to ~2.2 F2 for NAND.

Ids
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“1” “0”

“0”

∆Vth

Control Gate Floating Gate Substrate Control Gate Floating Gate Substrate
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Control gate 
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dielectric

p-substrate
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EF
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Figure 6.1  Schematic cross-section of a Flash cell. The floating-gate structure is com-
mon to all the nonvolatile memory cells based on the floating-gate MOS transistor. The other 
pictures show the band configuration of substrate, floating-gate and control-gate when the 
cell is erased (no electrons in the FG, “1”) and when it is programmed (electrons stored in 
the floating-gate, “0”). Electrons are injected into the floating-gate, through either hot carrier 
injection or tunneling through the oxide potential barrier. They are ejected from the floating-
gate by tunneling through the oxide potential barrier.
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108	 Radiation Effects in Semiconductors

6.2.2.1 T he Read Operation in NOR and NAND
In NOR flash memories, the information stored in a cell of the array is sensed in a 
differential way—that is, by comparing the current of the read cell to that of a refer-
ence cell, physically identical to the matrix cell and biased with the same voltages 
[14]. In the case of single-level memories (1 bit per cell), the write (FG charged) and 
erase (FG discharged) logic states are well separated, as shown in Figure 6.3a. Since 
the read voltage, VR, applied to the control gate is the same, the written cell (“0”) 
current is lower than that of the erased cell (“1”). To distinguish between the two 
characteristics it is necessary to position the threshold voltage of the reference cell 
between the erased and the written cell characteristics. If the read current, IdsR, is 
higher than that of the reference the cell is in the erase state (logic “1”) if it is lower 
it is programmed (logic “0”).

In the NAND architecture two selection transistors, placed at the beginning and 
at the end of the string, ensure the connections to ground (GND) and to the bit-
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Figure 6.2  (a) NOR cell addressing; the cell under program is highlighted by the rect-
angle. (b) NAND cell addressing during the program operation; the cell under program is 
indicated by the rectangle.
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Nanocrystal Memories	 109

line. When a cell is read, its control gate is set to GND, while the other gates are 
biased with a voltage typically of ~5 V. Therefore, they act as pass transistors. The 
threshold voltage of an erased NAND cell is negative, whereas a programmed cell 
has a positive threshold voltage. Driving the selected gate with a voltage close to 
zero, a current will flow through the series of all the cells if the addressed one is in 
the erase state. Conversely, a negligible current will flow if it is in the programmed 
state. Contrary to the NOR case, the sensed current in the serial string is very low, 
typically of 200–300 nA (tens of µA in NOR). Hence, for a NAND it is not practi-
cal to detect such a low current in a differential way. Therefore, the read operation 
is performed by charge integration, using the parasitic capacity of the bit-line. This 
is initially charged to a value of ~1 V; then, if the cell is erased the current flowing 
through the cell will discharge the bit-line, and if it is programmed the bit-line will 
remain charged.

“11” “00”“01”“10”

“0”“1”

1 bit/SLC

IdsW

IdsR

Idse

Ids
1 Ref 0

CG

FG
Drain Source

Ids
VR

VTR VTWVTe Vgs

2 bits/MLC

Voltage

Voltage

Nr. of bits

Nr. of bits

(b)

(a)

Figure 6.3  (a) Current/voltage characteristics as a function of the threshold voltage of a 
Flash cell. (b) Distributions of the erased VTH (“1”) and of the written VTH (“0”), in a single 
level and in a multilevel Flash. In the multilevel cell, two intermediate levels (“10” and “01”) 
with very tight and controlled distributions are introduced between the most erased (“11”) and 
the most programmed distributions (“00”).
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110	 Radiation Effects in Semiconductors

The two reading modes in NOR and in NAND architectures have a different 
impact on the reading time, which turns out to be of a few tens of nanoseconds for 
NOR architecture and of a few tens of microseconds for NAND.

6.2.2.2  “Program–Erase” Operation and Reliability
The “program operation” is achieved by transferring the electrons from the substrate 
of the cell into its floating-gate, resulting in an increase of the cell threshold voltage. 
Due to the different programming mechanisms, the number of programmed bits per 
second is greater for a NAND memory than for a NOR.

The information in a NOR cell is written by the channel hot electron (CHE) 
mechanism [16]. The application of a voltage difference between the source and the 
drain generates a strong longitudinal electric field. Channel electrons acquire energy 
higher than the thermal equilibrium energy in the lattice, so they are called hot. 
Most of the hot electrons acquire the high energy in the depletion region close to the 
drain (where the field is higher). Under these conditions, some electrons gain enough 
energy to overcome the potential barrier at the Si channel–silicon oxide interface 
(3.15 eV). Applying a voltage difference between the control gate and the substrate 
introduces an additional transversal electric field that favors the injection of electrons 
from the channel into the floating-gate. As time elapses, the injection of electrons 
saturates, because as the negative charge accumulated in the FG increases it gener-
ates an opposite electric field that blocks the electron injection.

The CHE programming operation is quite fast, but the current necessary for 
programming is high: the larger the number of cells to be quickly programmed, 
the bigger the current consumption. Consequently, CHE programming is a very 
expensive operation, especially in terms of the area devoted to peripheral circuits 
for high current generation. Typical voltages applied to the cell during program-
ming operation are 4.5 V on drain and ~10 V between gate and substrate (in some 
cases the substrate is biased at a low negative bias to enhance the CHE by second-
ary hot electron generation) [16]. Actually, the choice of voltages is determined by 
several factors, such as programming speed; reliability against parasitic effects such 
as drain turn-on; snap-back; and disturbs related to write, erase, and read operations 
of the adjacent cells.

A distribution of threshold voltages results from programming or from erasing 
operations, carried out on a large number of cells, as shown in Figure 6.3b. The spread 
in each distribution is due to different factors such as process variation, power-supply 
variation, and source and drain modulation. Despite all these effects, it is important 
that the distributions have well-controlled width to correctly place them in the mem-
ory cell working window (the available program–erase window of the cell).

The requirement is very stringent in multilevel memories—that is, memories in 
which there is more than one bit per cell (see the lower part of Figure 6.3b). As the 
number of bits to be stored in the memory cell increases, the number of distributions 
to be incorporated in the working window increases as well. Since the cell operating 
window width is limited by physical process and tends to degrade with increasing 
the number of program–erase cycling, the read window between neighboring states 
becomes smaller. The consequence is a requirement for smaller VTH distribution per 
state, resulting in very strong constraints on reliability margins [10].
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Nanocrystal Memories	 111

If a cell does not need to be programmed, the simultaneous application of high 
voltages on both gate and drain must be avoided, inhibiting the addressing of the cell. 
Due to the device architecture, there will be some cells with a high voltage on the 
gate but with 0 V on drain and some other cells with a high voltage on drain but 0 
V on gate (Figure 6.2a). The cells sharing the same bit-line of the cell that has to be 
programmed can be affected by a “drain disturb”—that is, due to the voltage applied 
on the drain, the already programmed cells (with a negative charge in the floating-
gate) may lose charge. On the contrary, the erased cells sharing the same word-line 
may be subject to VTH increase (programming) due to a tunneling effect through the 
tunnel oxide. In addition, the programmed cells sharing the word-line with the cell 
under programming may suffer from electron ejection from the FG toward the con-
trol gate, with a consequent lowering of the threshold voltage.

As already mentioned, the write operation in NAND memories occurs with 
a different mechanism based on the tunneling of electrons in the presence of 
a high electric field. An intense electric field across the tunnel oxide tends to 
modify the tunneling barrier, which assumes a triangular shape. The tunneling 
across a triangular potential barrier is known as Fowler-Nordheim (FN) tunnel-
ing [17]. During programming, a high voltage difference is applied between cell 
gate and substrate. Therefore, electrons are injected from the cell channel into 
the floating-gate, traversing by tunneling effect the oxide barrier, which is made 
thinner because of the triangular shape induced by the high electric field. To 
improve the programming performance it is necessary to increase the tunneling 
efficiency and hence the applied electric fields [16]. This requirement has the 
heavy consequence of degrading the oxide by generation of traps. A reduction 
of tunnel thickness leads to an improvement in injection efficiency. However, the 
tunnel oxide thickness is strongly constrained by a stress-induced leakage effect 
(SILC)—that is, the tunneling assisted by traps forming in the oxide layer during 
the stress. The SILC effect becomes prominent in thinner oxides limiting the tun-
nel oxide thickness to ~7 nm [10,16]. Another disadvantage of the FN tunneling is 
the time needed for programming, typically much longer than in the CHE. On the 
other hand, a big advantage is the very low programming current (~nA per cell). 
This feature renders the FN method suitable for parallel programming a very big 
number of cells.

As mentioned, in a NAND memory a cell is a part of a string (Figure 6.2b), which 
can be addressed by drain and source selectors. As an example, if a specific cell 
must be programmed, the drain selector must be biased to VDD (drain supply volt-
age), the cells of the strings that should not be programmed are placed at ~9 V, the 
gate of the source selector is GND, and the bit-line is biased at 0 V. The gate of the 
cell under programming ranges from 15 to 20 V; therefore, it is fundamental to pre-
vent erased cells, which share the word-line of the cell under programming, from 
being subject to programming. A method is to bias the drain of the erased cells with 
high voltages so that the channel potential increases. In this way, the electric field 
between the substrate and the FG is reduced, inhibiting the electron FN tunneling 
into the floating-gate. This approach is quite expensive because a large device area 
has to be devoted to high-voltage circuitry. In recent devices the consumption of area 
circuitry is avoided by the self-boosting [18] mechanism. The self-boost, which uses 
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112	 Radiation Effects in Semiconductors

a dynamical substrate voltage buildup by capacitance coupling, has been of great 
benefit for NAND development, favoring a remarkable device area reduction.

The FN tunneling is also used to exploit the erase operation in both NOR and in 
NAND. To originate the tunneling, a high voltage across the tunnel oxide is applied 
to remove the electrons from the FG. To avoid deleterious junction voltage break-
down and band-to-band tunneling effects, the erase bias is applied between the con-
trol gate and the cell channel. The memory cell is placed in an insulated triple-well 
to allow high-voltage biasing of the p-well. The electrons are extracted along the 
channel, thus eliminating parasitic source junction leakage with a consequent strong 
reduction in current consumption [19].

Both NOR and NAND flash memories are erased per blocks, so a large number of 
cells is erased in a short time [10]. Due to the architectural and technical specifica-
tion differences, the sector erase time in NOR is higher than in NAND architecture 
[14]. In NOR flash memories the erase algorithm is much more complex than the 
simple application of a voltage high enough to enable the tunneling; it has to man-
age the voltage values applied both to the addressed cells and to the unselected cells 
as well as their transients. The erase distribution must be low enough to ensure a 
good sensing margin; however, it cannot be too low because the more erased (overe-
rased) bits of the distribution can become negative. This occurrence is not acceptable 
in NOR architecture because it can lead to spurious current consumption from the 
unaddressed cells. An erase verify algorithm has to be applied, controlling that the 
cell current is high enough to distinguish between erased and programmed cells.

In NAND flash the erase is performed by biasing the isolated p-well with a quite 
high voltage with the word-lines at 0 V. Contrary to NOR, in NAND architecture it is 
possible to locate the erased distribution into the negative VTH half-plane. In fact, the 
cell threshold voltage can be negative because the cells must act as pass transistors 
to activate the read operation. In NAND the leakage due to the subthreshold current 
is not a concern, because the selectors of the unselected bit-lines prevent them from 
injecting any spurious current. In NAND, the erased distribution width is broad but 
does not significantly affect the string series resistance during the read. Indeed, dur-
ing read algorithm, all the cells of the string except the addressed one are biased 
with a sufficiently high gate voltage (~4÷5 V). Though in NAND great precision in 
placing the erased distribution is not necessary, an adequate margin with respect to 
the read condition is mandatory.

A further requirement is that the erased distribution has enough margins to con-
tain the degradation due to extensive program–erase cycling. Figure 6.4 shows the 
“cycling window” (endurance) of a NAND cell as a function of the number of pro-
gram–erase cycles, obtained with fixed pulses and without correction algorithms. 
The threshold voltages of both the erased and the programmed cells increase with the 
number of cycles. This phenomenon is ascribed to charge trapped in the oxide and 
cell gain degradation. Since the erased VTH tends to increase with cycling, a suitable 
margin has to be defined at the beginning of the cell life to account for such a shift.

The cycling degradation also affects the NOR device, but in this case it is possible 
to apply further erase pulses. In other words, the cycling degradation results in an 
increase of erase time, but the NOR specifications can account for that. In NAND 
architecture, the specifications do not allow room for further recovery erase pulses 
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Nanocrystal Memories	 113

if the first one has not been effective; for this reason, the erase pulse level and width 
must be calibrated very carefully.

Table 6.1 reports a comparison of the main characteristics of NOR and NAND 
flash memories.

6.3 Na nocrystal Memories

6.3.1 N anocrystal Memories: An Overview

The nanocrystal memory cell consists of a single MOSFET device where a few elec-
trons are stored in a layer of randomly distributed floating nanocrystals (dots), artifi-
cially obtained by different techniques. Figure 6.5 shows a schematic representation 
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Figure 6.4  Cycling window in NAND Flash memories; since the erased level shifts 
toward positive voltages, a proper threshold margin at the beginning of the operating life is 
required.

Table 6.1
Comparison between NOR and NAND Flash Memories

NOR NAND

Architecture 1 contact every 2 cells 1 contact every 16 or 32 cells

Max memory size 1 G 32 Gb

Cell size (F2) 10 4.5

Read access Random/fast (~50 ns) Serial/slow (10–30 µs)

Programming mechanism/throughput CHE/0.5 MBs–1 FN tunneling/8–10 MBs–1 
(Parallel programming)

Erase time 1 s/sector 1 ms/sector

Function Code storage Data storage
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114	 Radiation Effects in Semiconductors

of a nanocrystal memory cell, where the continuous floating-gate layer, typical of 
flash memories, is replaced by the nanocrystals. This structure gained a certain 
interest in the mid-1990s mainly as capacitorless DRAM [20]. The new concept, 
particularly appealing for mass production of NVMs, was proposed for the first time 
at the 2000 IEEE International Electron Devices Meeting [21].

More recently, significant results with multimegabit demonstrators have been 
reported in literature, further underlying the interest in NCMs for NVM applica-
tions [22,23]. Such results demonstrate the use of memory cells which reversibly 
store charge in isolated silicon nanocrystals, embedded in the dielectrics, enabling 
reduction of the program–erase voltages (due to tunnel oxide scaling). Moreover, 
due to the area savings from memory module peripheral voltage scaling and the 
reduction in mask count over conventional floating-gate technology, silicon nano-
crystal NVM technology could substantially reduce the cost of flash devices in 
future technology nodes.

Experimental and theoretical analysis of the threshold voltage distributions of 
silicon nanocrystal memories—addressing the main issues of NCM scaling limits 
inherent in their process formation—has indicated that, particularly for embedded 
applications, this technology has serious potential to push the scaling of flash at least 
down to the 32 nm node [24,25].

A large number of literature articles report on both semiconductor and metal 
nanocrystals, which have been extensively studied with respect to their ability to 
store charge. The major advantages of metal nanocrystals over their semiconductor 
counterparts include a higher density of states around the Fermi level, an improved 
capacitance coupling with the conduction channel, a wide range of available work 
functions, and smaller energy perturbations due to carrier confinement. Metal nano-
crystals also provide higher size scalability.

Moreover, to enable single-electron or few-electron memories by the Coulomb 
blockade effect, smaller nanocrystals should be preferred. In a semiconductor nano-
crystal, the band-gap of nanocrystals is widened compared with that of bulk material 
due to the multidimensional carrier confinement that reduces the effective depth of 
the potential well, compromising the retention time. This effect is much smaller in 

(d)

(e)

Control
gate

substrate

Drain

83 mm

100 mm

Source
substrate

Si dots

SiO2

Poly-Si
control gate

Source Drain
Tunnel oxide

DotsIPD

Substrate

(a) (c)(b)

Figure 6.5  (a) Schematic of a nanocrystal memory cell, with nanocrystals (dots) in place 
of the continuous floating-gate of a standard Flash. (b) TEM micrographs showing the device 
structure and the gate stack with the dots. (c) The figure on the bottom right is an energy 
filtered TEM cross-section, which shows the Si dots.
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Nanocrystal Memories	 115

metal dots because of the presence of thousands of conduction-band electrons in the 
nanocrystal, even in charge neutral state. As a result, the increase of Fermi level is 
minimal in metal nanocrystals [26,27].

However, despite the high potentialities of metal dots, their integration in a com-
plementary metal-oxide semiconductor (CMOS) front end is still a limitation, and 
so far only simple demonstrators based on a single memory cell or capacitor have 
been reported. In fact, the possible contaminations arising from the implementation 
of metals in a CMOS front end raise serious reliability problems. Consequently, the 
semiconductor nanocrystal technology has progressed faster, and several prototypes 
of nanocrystal-based multi-Mb devices have been reported in the literature [22,23].

6.3.2  Si Nanocrystals Realization

The key technology for silicon nanocrystal memories is how to obtain the nanometer 
scale dots embedded in a dielectric layer. In fact, high nanocrystal density, nano-
meter size, good uniformity both in size and in shape, lateral isolation, planarity on 
the tunnel oxide, and background charge minimization are all required in a reliable 
fabrication process. Several methods to realize the Si dots have been proposed and 
investigated in the last several years. The most used methods reported in the litera-
ture are ion implantation [28], aerosol [29], self-assembling photo-resist technology 
[30], and chemical vapor deposition (CVD) [25,31,32]. Specifically, the use of CVD 
methods has proven to be a very convenient technique because of its immediate 
implementation in a CMOS processing and because of the excellent control it pro-
vides on the deposition parameters. Si nanocrystals size and density are driven by 
pressure and temperature conditions as well as by the substrate nature. Actually, the 
physical properties such as stress, roughness, or defect as well as the chemical state 
of the substrate can play an important role in the dots nucleation. Several results have 
been reported on the effects of surface treatment, and very high Si dot density (larger 
than 1012 dots/cm²) has been obtained on highly hydroxilated SiO2

 [25].
To study the kinetics of the dots formation, a suitable characterization technique 

is required. From this point of view, transmission electron microscopy (TEM) asso-
ciated with an energy filtering system (EF–TEM) couples the high spatial resolution 
typical of the TEM analysis (of the order of the angstrom) to the compositional infor-
mation obtainable by electron energy loss spectroscopy (EELS) [33].

Through this technique, it is possible to monitor the evolution of a thin Si film on 
top of an SiO2 layer, gradually following the growth, from nucleation to coalescence 
(see Figures 6.6a–6.6f). By accurately controlling CVD process parameters it is pos-
sible to drive the Si nuclei growth up to the formation of islands with a diameter 
of a few nanometers. Figure 6.6g shows an example of the dependence of both Si 
coverage and dot density as a function of the deposition time for a set of isothermal 
process conditions.

As Si dots are formed by island growth during CVD, a remarkable concern 
for memory applications is the impact of dot density fluctuations from cell to cell. 
Nonetheless, the physics and chemistry inherent in the formation process lead to some 
benefits. The silicon nucleation and growth during CVD, in fact, is not completely 
random but takes advantage from a quasi self-ordering induced by the process itself. 
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116	 Radiation Effects in Semiconductors

These characteristics arise from the formation of denuded regions around each stable 
island, which prevents the growth of new nuclei. These regions result in a depletion 
of adatoms in the proximity of a stable nano-island. As a result, neighboring nuclei 
are well separated from each other [24].

Figure 6.7a shows a plan-view EFTEM micrograph of silicon dots grown with 
CVD. The nanocrystal size and separation distributions are reported in Figures 6.7c 
and 6.7d, respectively. The figures show that the distribution of separations exhibits 
a peak indicating a spatially nonrandom nucleation process (Figure 6.7c), which can-
not be explained by a pure random (Poisson) nucleation model (Figure 6.7d) [34].

6.3.3 N anocrystal Memory Cell

Using a simplified model, the threshold voltage shift of the memory cell after elec-
tron injection in the dots, ΔVTH, can be approximated by [24]

	 ∆V qn t tTH
ox

ipd
ox

Si
NC= +



ε

ε
ε

1
2

	 (6.1)

where ∆VTH is the threshold voltage shift, tipd is the thickness of the interpoly dielec-
tric, tNC is the size of the nanocrystal, εox and εSi are the permittivities of SiO2 and Si, 

Figure 6.6  A sequence of EF–TEM micrographs of Si dots on a SiO2 layer for isothermal 
processes at 550°C and times of: (a) 90 s, (b) 100 s, (c) 110 s and (d) 120 s, respectively. The 
white regions are Si dots. As the deposition time elapses, the Si coverage increases since 
the nucleated dots grow and coalesce. At the same time, nucleation of new dots takes place 
at any stage of the deposition, even very close to the complete coverage with Si. (e) Si dot 
density and surface fraction covered by the dots as a function of deposition time for a set of 
isothermal processes. (Reprinted from S. Lombardo, B. Salvo, C. Gerardi, T. Baron. “Silicon 
nanocrystal memories.” Microelectronic Engineering, vol. 72, Issues 1–4, 2004, pp. 388–394, 
with permission from Elsevier.)
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Nanocrystal Memories	 117

respectively, q is the electronic charge, and n is the density of nanocrystals. We can 
further approximate the charge stored in the nanocrystals as an ideal sheet of charge 
located at a distance tipd from the gate of the device. In this case, the threshold volt-
age shift reduces to

	 ∆V qn tTH
ox

ipd=
ε 	

(6.2)

From this equation, it is clear that the maximum threshold voltage shift, which is 
a measure of the memory working window, is directly proportional to the number of 
Si dots. A nanocrystal density of 1012 dots/cm2 is a good trade-off between adequate 
device sensing and interdot separation, which ensures charge lateral localization. 
This value is obtained by taking into account dot diameters of ~5 nm that must 
be separated at least ~4÷5 nm to avoid interdot electron direct tunneling. Such a 
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Figure 6.7   (a) EFTEM micrographs in plan view of Si nanocrystals (white spots) depos-
ited at 550°C for 90 s. (b) Representation of the Si stable nuclei with their exclusion zones. 
Measured nanocrystal size distribution (c) and edge to edge separation, (d) extracted from 
experimental data such as the plan view TEM image shown in (a). The solid curve in both 
figures represents simulation based on a random nucleation model (Monte Carlo simulation). 
A random nucleation model cannot explain the peak in the nanocrystal separation distribu-
tion function (d).
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118	 Radiation Effects in Semiconductors

separation is necessary to preserve the immunity against SILC, due the localization 
of charge in discrete nodes. A density much lower than 1012 dots/cm2 implies a seri-
ous device failure because of a too small program–erase window and very reduced 
sensing margins. For a nanocrystal density of 1012 dots/cm2, a tunnel oxide of 5 nm, 
and a control oxide thickness of 10 nm, the threshold shift is nearly 0.5 V if one 
electron per dot is considered.

In multimegabit or gigabit devices, the distributions of erased and programmed 
threshold voltages exhibit a typical spread, which in conventional flash devices is 
related to technological parameters such as fluctuations in the cell dimensions as 
well as in the dielectrics thickness. Typically, the distribution widths are of 1 V or 
even less; therefore, to have enough sensing margin the separation between the least 
erased bit (erased distribution tail) and the least programmed bit (write distribu-
tion tail) must be at least ~1 V. Hence, to match the program–erase window with 
a suitable sensing functionality, ∆VTH has to be higher than 2 V. Figure 6.8a shows 
the write and erase threshold voltage distributions of a 16 Mb nanocrystal memory 
array in NOR architecture (CHE write, FN erase): a separation of ~1 V between the 
distributions is enough to distinguish the logical states.

To obtain a ∆VTH higher than 2 V, we have to consider a number of electrons per 
nanocrystals higher than four; this is typically obtained in NCMs [35]. When several 
electrons are stored in a single dot, charge confinement or Coulomb blockade effect, 
which raises electron energy levels in the dot, becomes evident. If we consider a dot 
of 5 nm in size, containing five stored electrons, the single particle energy level of the 
fifth electron is approximately 0.5 eV higher than the silicon conduction-band edge, 
which effectively reduces the oxide barrier from 3.15 eV to ~2.6 eV.

CHE programming speed and threshold voltage saturation depend on the dot aver-
age size and density. In each case, programming saturation occurs when the rate of 
electrons injected into the dot is in balance with the electron removal rate due to Fowler-
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Figure 6.8  (a) Typical threshold voltage distributions (for erased and written states) for a 
16 Mb nanocrystal array with dot size of ~ 6 nm and density of ~1012 cm–2. (b) Comparison 
of the erased distributions for dots with average sizes of 3 and 6 nm, respectively. Square 
symbols represent the cells with bigger dot sizes and more dispersed distribution. [From 
C. Gerardi et al. “ Nanocrystal memory cell integration in a stand-alone 16-Mb nor flash 
device,” IEEE Transactions on Electron Devices, Vol. 54, Issue 6, pp. 1376–1383 (2007)].
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Nordheim tunneling through the control dielectric. As the dot mean size is reduced, 
decreased capture cross section and Coulomb blockade effects cause a slower program-
ming speed and a lower saturation VTH. The higher energy level of a smaller dot results 
in a faster erase due to the Coulomb blockade effect. Figure 6.8b shows a comparison 
between the erased distributions corresponding to the dots with average sizes of 3 nm 
and 6 nm, respectively; the distribution with higher Si dot sizes has the larger width. A 
better control of the erase can be obtained on smaller dots due to Coulomb blockade: 
the higher energy level of the smaller dot results in faster erase [20].

Active dielectrics are fundamental for NVM not only because they have to ensure 
the functionality of the MOSFETs but also because they have to be good tunneling 
barriers, allowing charge transfer from the channel to the storage medium during 
programming or erase operations and at the same time ensuring the charge storage. 
In conventional flash memory the tunnel oxide has a thickness higher than 9 nm for 
NOR architecture and higher than 7 nm for NAND architecture. In NCMs, the tun-
nel thickness can be scaled down to 4÷5 nm because of the nanocrystals, immunity 
to SILC degradation. The interpoly dielectric can also be scaled from the conven-
tional 15 nm down to 10÷12 nm.

It is worth noting that the discrete charge storage enables NCM cells to oper-
ate with the so-called dual-bit mode. This mechanism differs from the multilevel 
mechanism; in fact, in the dual-bit case the charge is stored in two different locations 
of the cell resulting in two stored bits per cell. During CHE programming, electron 
injection occurs mainly near the drain; electrons are mainly stored in the nanocrys-
tals localized over the channel region in proximity to the drain. Consequently, the 
charged dots will screen only the portion of channel near the drain. So the memory 
cell will exhibit two different threshold voltages, depending on the way it is read: col-
lecting the channel current from the source (reverse read) or from the drain (forward 
read). By means of an adequate circuit, it is possible to enable the alternate reading 
from drain or from source allowing the dual-bit cell mode. Figure 6.9 schematizes 
the dual-bit mechanism in an NCM, also showing an excellent robustness to lateral 
charge migration at high temperatures [25].

The process integration flow defined for nanocrystal memories is similar to the 
conventional process used in state-of-the-art flash memory technology. The main 
changes are the replacement of the continuous monolithic floating-gate electrode 
with the nanocrystals and the use and optimization of thinner tunnel and control 
dielectrics. Details of the cell are shown through TEM cross section in Figure 6.5 
(along the bit-line) and in Figure 6.10 (along the word-line).

Eliminating the floating-gate improves the aspect ratio of the NCM cell by 
reducing its height and facilitating the integration in a complex CMOS process. 
Figures 6.10a and 6.10b show a comparison of a flash cell with an NCM cell, both 
realized with the same design rules corresponding to a technology node of 90 nm 
with shallow trench isolation technology.

As mentioned before, conventional control dielectric in a flash memory cell is the 
multilayer ONO where bottom- and top-layer oxides are obtained by CVD high-tem-
perature oxide (HTO), in which the typical process temperature is ~800°C. In view 
of process integration, the dots must be passivated to prevent oxidation during HTO 
layer deposition. This is a fundamental aspect for the functionality of the device.
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Si dot passivation can be obtained by using a rapid thermal process in a nitridation 
environment, allowing the dots to be protected by a thin shell of Si3N4. Figure 6.10c 
shows the N1s X-ray photoelectron spectra (XPS) comparing the as-deposited dot 
with the nitridation. In the latter case, the XPS peak witnesses the formation of 
the nitride shell. Besides the advantages of preserving the dot from oxidation, the 
nitridation process neutralizes the interface states between the dots and oxide, thus 
neutralizing the charge trapping [36].

6.3.4 N anocrystal Process Integration in a Multimegabit Array

Several studies have addressed the integration and compatibility of such memory 
cells with complex circuitry, containing high-voltage and low-voltage transistors and 

Erased
by FN Written

by CHE

|VDS| = 1.5 V

Forward Read
Reverse Read

1E–10

1E–8

1E–6

1E–4

1E–12

P/E Vth [V] (@ 150°C)

10 yrs

2.0

2.5

3.0Written

Erased

Elapsing Time (s)

R

F

1.5

3.5

VCG
VD

Forward
Read

VCGVS

Reverse
Read

Dual bit storage

(a)

(b) (c)
VCG (V)

1 2 3 4 5 101 103 105 107

Ids (A) 

Figure 6.9  (a) Schematics of forward and reverse reading operations. (b) Cell transfer 
characteristics in the erased state and after CHE programming while the reading voltage is 
applied either to the source (reverse) or to the drain (forward). (c) Data-retention at 150°C for 
the erase level and for the programmed level read in forward and reverse modes, the high tem-
perature data shows that there is poor lateral migration of the electrons, which remain mainly 
localized near the drain region after the CHE injection. [From B. DeSalvo et al. “Performance 
and reliability features of advanced nonvolatile memories based on discrete traps (silicon 
nanocrystals, SONOS). IEEE Transactions on Device and Materials Reliability, Sept. 2004, 
vol, 4, Issue 3, pp. 377–389].
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Figure 6.10  Cross-section comparison of a conventional 90 nm node Floating-Gate cell 
(a) with a nanocrystal memory processed with the same technology node (b). The cross-
sections have been performed along the word-line direction. The insets in (b) are TEM mag-
nifications showing the nanocrystals embedded between the substrate and the control gate. 
Typical dot size here is of 5 nm. (c) N1s XPS spectra comparison between the as-deposited 
dots subjected to passivation by nitridation. (Reprinted with permission from, Crupi, I., 
Corso, D., Ammendola, G., Lombardo, S., Gerardi, C. DeSalvo, B., Ghibaudo, G., Rimini, E., 
Melanotte, M. “Peculiar aspects of nanocrystal memory cells: data and extrapolations. IEEE 
Transactions on Nanotechnology, Volume 2, Issue 4, pp. 319–323.)
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122	 Radiation Effects in Semiconductors

charge pump capacitors. Poor control on the size distribution of a CVD process has 
also been found to induce several reliability issues on the memory cells [23]. This 
drawback is minimized by controlling the dispersion in dot size and number as much 
as possible. The more advanced NCM technology reported so far is realized with a 
90 nm lithography node. Figure 6.11a shows the cross section of a 90 nm node cell 
along the word-line direction; the cell has a width of 70 nm, and the nanocrystals are 
shown by EFTEM microscopy [37]. Figure 6.11b shows the write and erase threshold 
voltage distributions of the 4 Mb NOR device. The 90 nm node technology inte-

(a)

1 2 3 4 5 6 7 8 9 10 11
100

101

102

103

104

105

106

107 T = 150°C

N
um

be
r o

f C
el

ls

VTH (V)

Erase
Erase 228h

20 nm

Si nanodots

Program
Program 228h

(b) (c)

1.E+1
Time (h)

1.E+0 1.E+21.E–2 1.E–1 1.E+3 1.E+4 1.E+5
–1

–0.8

–0.6

–0.4

–0.2

0

Tail bit 150 °C

Tail bit 250 °C
10 years

V TH
 L

os
s

Figure 6.11  (a) Memory cell cross-section along the word-line direction of the 90 nm 
technology node in a 4 Mb Si-NC NOR Flash array. (b) Program-erase threshold voltage 
distributions (CHE program with 9 V between gate and substrate and 4.4 V for 10 µs to the 
drain; erase with 15 V for 10 ms). No correction algorithms are used (so the distribution 
widths can be further reduced). The figure shows program-erase distributions at 150°C of 
the programmed and erased distributions of a 512 kb sector. (c) Evolution of the programmed 
tail-bits with time at 150°C and 250°C, respectively; the erased tail-bit does not show signifi-
cant changes in VTH during all the experiment duration. The extrapolation at 10 years of the 
programmed tail-bit VTH shows enough lifetime margin (higher than 1 V of spacing between 
erased and programmed tail-bit). (Reprinted with permission from, Gerardi, C., Ancarani, 
V., Portoghese, R., Giuffrida, S., Bileci, M., Bimbo, G., Brafa, O., Mello, D., Ammendola, 
G., Tripiciano, E., Puglisi, R., Lombardo, S.A., “Nanocrystal memory cell integration in a 
stand-alone 16-Mb nor flash device.” on IEEE Transactions on Electron Devices, June 2007, 
Volume 54, Issue 6, pp. 1376–1383.)
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Nanocrystal Memories	 123

gration includes shallow trench isolation, self-aligned silicided junctions, and three 
copper metallization levels.

In Figure  6.11b the programming and erase level distributions are recorded 
at 150°C and monitored as a function of time to assess ability of data retention. 
Measurements performed by analyzing the high-temperature VTH evolution of the 
tail bits (Figure 6.11c) show that, extrapolating to 10 years, the useful working win-
dow is still higher than 1 V, which ensures a quite good read margin [37].

The NCM shows a very high robustness against disturbs as an example Figure 6.12a 
shows the high resistance of an erased cell to the drain disturb during the program-
ming of an adjacent cell sharing the same bit-line. We have programmed one cell 
with pulses of 1 µs, Vd = 4.5 V and Vg = 9 V. The erase VTH of the adjacent cell in the 
same bit-line does not shift significantly up to 106 pulses.

The resistance of the memory cell against degradation, caused by extensive pro-
gram–erase cycling (endurance), is typically an issue that must be addressed with 
care in modern scaled flash technologies. Typically, NCMs show very good robust-
ness because of their intrinsic immunity to stress-induced charge leakage. Excellent 
program–erase endurance (up to 105 cycles) is shown by the memory cells written by 
CHE (Figure 6.12b) or by FN (Figure 6.12c).

The program–erase window is well open and does not exhibit significant shifts 
due to parasitic charge trapping in the dielectrics. These results demonstrate that the 
NCM working window has enough margin even after long (100 kcycles) program–
erase cycling.

So far, NCMs have proven to be a viable technology for scaled memory devices, 
showing good robustness and lower voltage operations. The high robustness, lower 
required power, lower number of masks to be added to a conventional CMOS logic 
process, and ease of technology make NCMs very appealing for integration into a 
host logic device to form an embedded memory system.

6.4 Ra diation Effects on Nonvolatile Memories

It is well known that exposure to ionizing radiation degrades the electrical proper-
ties of solid-state electronics. The effects of, for example, γ-rays, X-rays, electrons, 
protons, neutrons, and heavy ions on MOS device characteristics has been the topic 
of several works, books, and review articles over the past two decades [38-41]. For 
instance, the reliability of electronic systems employed in space and satellite appli-
cations can be severely endangered by charged particles coming from the sun or by 
galactic cosmic rays drifting into solar system (see, e.g., [42] and references cited 
therein). We may mention the events of November 2003, when on the sun one of 
the largest solar flares ever recorded occurred, knocking down satellites and cel-
lular communications [43]. The high-energy charged particles from space can also 
enter the atmosphere and generate a cascade of secondary particles, giving rise to an 
appreciable neutron flux at ground level that seriously threatens electronic circuits.

Generally, when considering the ionizing radiation effects in electronic devices, 
we distinguish between two main classes of phenomena: (1) the total ionizing dose 
(TID) effects; and (2) the single-event effects (SEEs). TID effects come from the 
radiation-induced electron-hole pair ionization and the progressive charge buildup 
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Figure 6.12  (a) Program disturb on an erased bit-cell during CHE programming of the 
adjacent cell sharing the same bit-line. Each pulse is of 1us with Vg = 9 V, and Vd = 4.5 V. (b) 
(a) Endurance characteristic of a Si-nc bitcell by using CHE programming (Vg = 8 V, Vb = 1.2 
V, Vd = 4.4 V, 1 μs) and FN tunneling erase (Vg = –15 V, 10 ms). (c) Endurance characteristics 
of a Si-nc bitcell by using FN programming (Vg = +16 V, 1 ms) and FN tunneling erase (Vg 
= –16 V, 10 ms. (Reprinted with permission from, Gerardi, C., Ancarani, V., Portoghese, R., 
Giuffrida, S., Bileci, M., Bimbo, G., Brafa, O., Mello, D., Ammendola, G., Tripiciano, E., 
Puglisi, R., Lombardo, S.A., “Nanocrystal memory cell integration in a stand-alone 16-Mb 
nor flash device.” IEEE Transactions on Electron Devices, June 2007, Volume 54, Issue 6, 
pp. 1376–1383.)
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Nanocrystal Memories	 125

in the device. Several radiation sources can produce TID (e.g., X-rays, γ-rays emitted 
by 60Co, high-energy electrons, protons). Due to the very low density of radiation-
induced electron-hole pairs, immediately after their generation the two carriers tend 
to recombine in times as short as a few picoseconds [44], according to the geminative 
recombination model [45]—that is, each carrier recombines with its own partner. 
Carrier ionization and recombination can produce trapped charge, bulk defects, or 
interface defects. The energy released by the recombination process might generate 
defects in the bulk oxide or at the semiconductor/dielectric interfaces [38,39,45,46]. 
Such traps are responsible for the majority of degradation mechanisms in MOS 
devices, such as the radiation-induced leakage current (RILC) [47,48], which con-
sists of a parasitic leakage current due to a tunneling process assisted by the radi-
ation-induced neutral traps in the oxide. When traps are close to the silicon/oxide 
interface, they might affect the subthreshold region of a MOSFET, increasing the 
subthreshold swing and the threshold voltage. The recombination process is influ-
enced by the electric field, which tends to separate the pair, avoiding the recombina-
tion and also producing trapped charge [38,39], which in turn changes the MOSFET 
threshold voltage.

Single-event effects depend on the energy released by a single and localized high-
energy particle, typically a heavy ion, passing through the sensible area of a circuit 
node or a device. For each ion passing through a material, the amount of energy lost 
in ionization processes per unit length is defined as linear energy transfer (LET), 
measured in MeVcm2/mg, which is directly proportional to the number of electron-
hole pairs generated per unit length. From the physical point of view, the energy of 
the impinging particle is transferred to the lattice, generating electron-hole pairs, 
photons, and phonons. The recombination process is far more complicated than for 
TID effects. In SiO2, the recombination follows the columnar recombination model 
[49,50], which can produce clusters of defects in the dielectric, possibly creating 
localized leakage paths or localized damaged regions. From the electrical viewpoint, 
the SEEs range over a number of different phenomena, for example, single-event 
gate rupture (SEGR) [51], radiation soft breakdown [52-55], single-event transient 
(SET) [56], single-event upset (SEU) [57], and single-event latchup (SEL) [58].

A comprehensive description of the interaction between matter and radiation is 
out of the scope of this chapter. The interested reader may refer to a number of 
books and journal papers in the literature (see, e.g., [38-41] and the references cited 
therein).

6.4.1 R adiation Effects on NVM: An Overview

As mentioned in this chapter’s introduction, the majority of flash memories are based 
on the FG MOSFET and can be subject to both SEE and TID effects, which interact 
with the dielectric layers and may corrupt the stored information. In addition to all 
the radiation effects observed in the conventional MOS devices, flash NVMs present 
some peculiar radiation effects, due to the presence of the storage medium, being 
either the conventional floating-gate or the nanocrystal layer. Among them, the most 
important issues are the prompt charge loss after irradiation and the long-term data 
retention degradation, which may hamper the correct functioning of a flash cell also 
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126	 Radiation Effects in Semiconductors

at low doses. At higher radiation doses, the permanent radiation effects on the elec-
trical characteristics also become a concern, because they can produce a permanent 
shift of the cell threshold voltage similar to the conventional MOS devices. This 
section discusses the most important radiation effects on NVMs, mostly focusing on 
the data retention and the prompt charge loss.

6.4.1.1 P rompt Charge Loss Due to TID
Figure 6.13 summarizes the effects of the charge loss due to the TID taken from 
results reported in the literature on irradiation of floating-gate memories with 60Co 
γ-rays [59]. In particular, Figure 6.13a shows the threshold voltage probability as a 
Weibull plot for FG arrays programmed in the “0” and “1” state before and after dif-
ferent γ-rays TID levels. During irradiation, the FGs are progressively losing their 
charges. Consequently, the threshold voltage of all FGs programmed at high VTH 
value uniformly moves toward lower VTH due to the loss of negative charge. The low 
VTH distribution features the opposite behavior due to the loss of positive charges. 
The progressive closure of the programming windows as a function of the TID is 
shown for the same device in Figure 6.13b [59]. Similar results have been reported 
for other TID sources, such as X-rays and protons [60,61].

Two important mechanisms contribute to the charge loss:

	 1.	Neutralization of the FG stored charge due to the electron-hole pairs 
generated by ionizing radiation in the tunnel oxide or IPD, which are in 
turn injected through the oxide. Irradiation generates electron-hole pairs 
in all oxides surrounding the FG [38,39]. Part of these carriers suddenly 
recombines, depending on the oxide electric field [38,39]; due to their high 
mobility, the electrons that survive the prompt recombination quickly ther-
malize and are swept away from the oxide [62]. Instead, the holes slowly 
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Figure 6.13  (a) Cumulative threshold voltage distributions of floating-gate memories 
programmed at “0” (squares) and “1” (triangles), for different total ionizing doses: fresh, 9 
krad(SiO2), 27 krad(SiO2), 90 krad(SiO2), 270 krad(SiO2), 900 krad(SiO2) [From: G. Cellere, 
et al. IEEE – Trans. Nucl. Sci. (51) 2004–© 2004]. (b) Evolution of the average threshold 
voltage of floating-gate memory cells programmed at “0” (squares) and “1” (triangles), as 
a function of the total ionizing dose [From: G. Cellere, et al. IEEE – Trans. Nucl. Sci. (51) 
2004–© 2004]
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Nanocrystal Memories	 127

move across the oxide by drift or diffusion and may be trapped in the bulk 
oxide or silicon/oxide interface or may move toward the FG [61]. The frac-
tion of holes reaching the FG recombines part of the stored charge.

	 2.	Photoemission. The incoming radiation can directly interact with electron-
holes stored in the floating-gate, transferring enough energy to the carrier, 
which may jump over the oxide barrier. In addition, photoemission may 
occur also in the substrate and in the control gate. Part of the electron-holes 
generated by the ionizing radiation in the substrate or control gate can jump 
the barrier and reach the FG, neutralizing the stored charge. The balance 
among substrate photoemission, control gate photoemission, and FG photo-
emission depends on the applied electric field and the polarity of the charge 
stored in the FG.

6.4.1.2 P rompt Charge Loss Due to SEE
SEEs are generally produced by heavy ions, which produce a dense electron-hole 
pair track around their hit positions. Figure 6.14a summarizes the effect of heavy-
ion irradiation on the threshold voltage distribution of an FG memory (taken from 
[63]). The chip was irradiated with 2 × 107 iodine ions/cm2. Before irradiation, the 
VTH distribution has the expected Gaussian shape. After irradiation, the VTH distribu-
tion exhibits a secondary peak around 6 V due to the cells that experienced a charge 
loss after the ion hit. The amount of charge loss depends on the programming status 
of the cell, the impinging ion LET, and the technology node [64-66]. For instance, 
Figure 6.14b shows the number of errors as a function of ion fluence for different 
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Figure 6.14  (a) Threshold voltage density distribution of floating-gate memory cells before 
(diamonds, filled) and after 2 × 107 iodine ions/cm2. Very large threshold voltage variation 
(as high as 3V) are observed. [From: G. Cellere, et al. IEEE – Trans. Nucl. Sci. (48) 2001–© 
2001]; (b) Number of errors as a function of the ion fluence and LET coefficient. For high-
LET ions almost 100% of hit cells fail. (Reprinted with permission from, Cellere, G., Pellati, 
P., Chimenton, A. ,Wyss, J., Modelli, A., Larcher, L., Paccagnella, A., “Radiation effects 
on floating-gate memory cells,” IEEE Transactions on Nuclear Science, Dec. 2001, Volume 
48, Issue 6, pp. 2222–2228 Figure 6.14B reprinted with permission from, Guertin, S. M., 
Nguyen, D. M., Patterson, J. D., “Microdose induced data loss on floating-gate memories,” 
IEEE Trans.Nuclear Science, Volume 53, Issue 6, 2006, pp. 3518–3524.)
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128	 Radiation Effects in Semiconductors

LET values (from [64]). For high-LET ion irradiation, almost 100% of the hit cells 
fail. As Moore’s Law proceeds, the shrinking transistor sizes, featuring smaller and 
smaller FGs, make them more and more sensitive to the impact of a single ion. A 
single ion strike may produce even multiple bit flips, as soon as the cell size and spac-
ing become smaller than the ion track size [66].

Even though the formation of the secondary peak is not unexpected, because 
of the high energy released by the ion hit, its physical origin is a source of some 
controversy. In principle, the appearance of the secondary peak in the VTH distri-
bution can be explained similarly to the rigid shift of the VTH after TID, with the 
additional consideration that the heavy ion releases a huge quantity of energy in a 
very small volume (the microdose effect) and only in a small percentage of cells. 
Neutralization and photoemission may occur locally, leading to the complete or 
the partial discharge of the hit FGs. Based on the columnar recombination model, 
several thousands of electron-hole pairs should be generated in the tunnel oxide 
by a single ion, depending on its LET coefficient, but only a small fraction of 
these pairs (on the order of some tens) survives the prompt recombination [50]. 
The surviving electrons are quickly swept toward the substrate, thanks to their 
high mobility [62], whereas holes slowly move toward the FG, where they recom-
bine with part of the stored negative charge. The same could happen in the IPD. 
Nonetheless, this estimation is not in agreement with the number of charges, which 
are stored in the floating-gate. In fact, assuming a floating-gate capacitance of 1 fF, 
a 1 V shift of the cell threshold voltage corresponds to a charge loss of more than 
6,000 electrons.

A model that tentatively explains the prompt charge loss is based on the forma-
tion of a transient conductive path around the ion hit position [67]. Following this 
model, the dense track of electron-hole pairs forms a conductive path, which shorts 
the floating-gate with the substrate. It is assumed in [67] that the resistance of such a 
path depends on the oxide thickness (i.e., the length of the path) and on the ion LET 
coefficient (i.e., the amount of ionized charges). If the floating-gate cell is considered 
as equivalent to the series of two capacitors—one between FG and substrate, source, 
and drain junctions and one between FG and control gate—the formation of a resis-
tive path across the tunnel oxide can discharge the floating-gate. The amount of 
charge loss depends on the time constant of the equivalent resistor-capacitor circuit 
and the time needed to shut down the ion-strike-induced conductive path. Such time 
has been estimated based on considerations on the times needed for carrier recom-
bination and on electron mobility [67] in about 10 fs, in agreement with several pub-
lished works on related topics [50,68-70]. Even though this phenomenological model 
can fit the experimental data, recent works questioned the validity of the transient 
conductive path [71] and the lack of physical details of the mechanisms governing 
the path resistance and oxide barrier lowering [65].

A more consistent model points to photoemission of ion-induced hot electron-hole 
pairs from the substrate and the polysilicon control gate, which are in turn injected 
across the tunnel oxide and IPD though the FG, neutralizing a fraction of the FG 
charge. The results of this model agree with recent simulation results by Dodd [72], 
which reported that the ion track size in silicon is much larger than in the oxide and 
is on the order of several tens of nanometers.
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Nanocrystal Memories	 129

6.4.1.3 L ong-Term Retention Capability
One of the most important aspects of a nonvolatile memory is its retention capability, 
which is typically at least 10 years [73]. Ionizing radiation can severely compromise 
the retention of FG memories. The irradiation effects may vary, depending on the 
type of irradiation: heavy ion or TID.

Several works in the literature [74-77] reported retention experiments carried 
out on FG memories irradiated with heavy ions. All these works highlight a very 
poor retention on cells hit by at least one ion, whereas the retention of nonhit cells 
was unchanged. For instance, Figure 6.15a shows a typical VTH distribution as a 
Weibull plot of an irradiated flash memory array (from [76]), reprogrammed after 
irradiation and measured immediately after programming, after 1.5 hours, 48 
hours, and 164 hours. Even though immediately after programming the whole cell 
distribution resembles that of a fresh (not irradiated) device, just after 1.5 hours a 
large tail appears, indicating a slow charge loss only from the hit cells. Such a tail 
is a signature of the formation of a permanent leakage path across the dielectrics. 
Further characterizations, performed at longer times after the reprogramming, 
showed a broadening of the tail, indicating that there were other FG cells, which 
had smaller leakage currents.

A few works in the literature [61,77] showed also the TID effects on FG cell 
arrays. Some results are shown in Figure 6.15b (data taken from [77]). The retention 

4 5 6 7 8 9 10 103

FGM, fresh
FGM, 60 krad, X-Rays
FGM, 1 Mard, X-Rays
FGM, 5 Mard, X-Rays 10 years

–1.6

Pr
og

ra
m

m
in

g 
W

in
do

w
 V

ar
ia

tio
n 

(V
)

–1.4
–1.2
–1.0
–0.8
–0.6 FGM failure level
–0.4
–0.2

0.0

104 105 106 107

Time (s)
108 109

Cu
m

ul
at

iv
e P

ro
ba

bi
lit

y

VTH (V)
(a) (b)

0.0001

0.001

0.1

After program
1.5 h after program
48 h after program
164 h after program

0.01

1

Figure 6.15  (a) Retention test performed on floating-gate cells, which were identified as 
hit by a single iodine ion. Large threshold voltage variations as high as 5 V indicate that 
the retention can be severely compromised by heavy ion hits. (From G. Cellere et al., IEEE 
Transactions on Nuclear Science, 52, 2005. With permission.) (b) Retention test performed 
on floating-gate memory arrays irradiated at different doses with X-rays. (Data taken from 
D.N. Nguyen, C.I. Lee, and A.H. Johnston, of the 1998 IEEE Proceedings of the Radiation 
Effects Data Workshop, 100–103. With permission.) The failure level is taken as the 20% of 
charge loss closure (R. Bez et al., Proceedings of the IEEE, vol. 91, 489–502, 2003). The evo-
lutions show that even after only 60 krad (SiO2) the retention is strongly modified. The device 
is expected to fail before 10-years if subjected to 1 Mrad (SiO2). The retention fails after 
four months (about 107 seconds) if the device is irradiated with 5 Mrad (SiO2). Reprinted 
with permission from Cellere, G., Larcher, L., Paccagnella, A., Visconti, A., Bonanomi, M., 
“Radiation induced leakage current in floating-gate memory cells.” IEEE Transactions on 
Nuclear Science, Volume 52 Issue 6, pp. 2144 – 2152.)
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130	 Radiation Effects in Semiconductors

of an irradiated FG cell array is appreciably modified with respect to the nonirra-
diated devices, even after only 60 krad(SiO2), while variations as large as 1 V are 
expected after 10 years if it is irradiated with 1 Mrad(SiO2). From the application 
point of view, TID effects on the retention appear somewhat less concerning, at least 
at irradiation doses below 100 krad(SiO2). In fact, at levels in the 100 krad(SiO2) 
range, the flash memory chip starts failing due to excessive peripheral circuitry deg-
radation, which has been identified as the weak point of a commercial device [78,79]. 
Still, employing radiation hardening techniques on the peripheral circuitry can bring 
this failure level to higher values, and data retention might become a more concern-
ing issue even after TID.

The progressive cell threshold voltage variation on irradiated devices derives from 
the formation of oxide neutral traps (after TID) or cluster of defects (after heavy-ion 
irradiation) in the tunnel oxide. Such neutral traps are responsible for the onset of 
the well-known RILC [47,48] and radiation soft breakdown [52-55], which slowly 
discharge the FGs. It is worth noting that even a very small RILC value (below the 
aA range) should be enough to discharge the FG in approximately 1 hour. The physi-
cal nature of the oxide traps that lead to the RILC was investigated in several works, 
and was similar to the traps responsible for SILC, which affects the thin gate oxide 
after electrical stress. The interested reader may refer to the numerous studies in the 
literature for more details (see, e.g., [80-83] and the references cited therein).

6.4.2 R adiation Effects on Nanocrystal Memory Cells

To overcome the scaling limits of FG flash memories, some solutions have been 
explored, like phase change memories, ferroelectric memories, and magnetic memo-
ries. However, these solutions require the employment of uncommon materials and 
need nonstandard production processes. Nanocrystal memory represents a feasible 
alternative solution. This memory does not need the employment of any uncom-
mon material, and the production process is simple. The structure of an NCM is 
very similar to that of an FG memory and may suffer, in principle, the same radia-
tion effects as the FG cell. However, the strength of the NCM approach lies just in 
the fact that the electric charge is stored within a layer of discrete nano-dots rather 
than in a monolithic FG. A single defect or a cluster of defects in the tunnel oxide is 
expected to discharge only the few neighboring nanocrystals. Nanocrystals located 
far from those defects cannot interact with the defects, and the cell VTH is expected 
to be almost unchanged. The advantages of NCM technology over FG technology 
have already been discussed. Thanks to their structure, it is reasonable also to expect 
high robustness of NCMs against ionizing radiation compared with FG memories, 
in particular concerning SEEs. Heavy ions can produce defects in the tunnel oxide 
of an FG cell through which leakage currents can flow, discharging the FG. NCMs 
exhibit a higher robustness to RILC thanks to the discreteness of the storing nodes.

In the last two years, some contributions [71,76,84-89] have investigated the radi-
ation tolerance of NCMs in terms of both TID and SEE. In [84] the authors focused 
on the total dose effect on the cell electrical characteristics. However, in that work 
nanocrystals were fabricated by low-energy silicon implantation, which is not the 
best candidate technology for nanocrystal memory mass production because of the 
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Nanocrystal Memories	 131

large dispersion in both nanocrystal size and depth. The first work on a prototype 
NCM intended to evaluate different cell designs and processes [85] presented results 
on nanocrystal memories, favorably comparing with results on currently available 
commercial flash technology and indicating a promising future for NCM even for 
space and military applications. In [77,87] more comprehensive studies have been 
carried out, including also the retention time and the permanent effects on the mem-
ory cells.

Some efforts also have been made for studying SEEs due to heavy-ion irradiation 
on NCM arrays considering important issues, such as data retention characteristics 
and endurance [71,85,86,88]. Oldham et al. [85] reported better resistance of NCMs 
under heavy ion irradiation compared with FG memories, without any degradation 
of the NCM cell retention characteristic. In [86,88] the authors studied in detail the 
effects of heavy-ion irradiation on addressable arrays of NCM cells, mainly focus-
ing on the prompt charge loss from a single cell during irradiation and the retention 
properties of the irradiated cells.

The following sections summarize the most relevant achievements in NCM radia-
tion tolerance, separating the discussion between SEE and TID effects.

6.4.2.1 T otal Ionizing Dose Effects in Nanocrystal Memory
6.4.2.1.1  Prompt Charge Loss
As previously discussed, TID can produce both prompt charge loss and degradation 
of the retention properties in NVM. Being the NCM based on the same structure 
than FG memories, they might suffer, in principle, from both these phenomena. Due 
to the prompt charge loss, the NCM VTH moves toward its intrinsic value, corre-
sponding to zero net charge in the nanocrystals. The phenomena responsible for the 
threshold voltage variation are the same as in FG memories: the neutralization and 
the photoemission of the stored charge. However, both contributions are somewhat 
reduced in NCM with respect to FG memories. In particular, the reduction of the 
tunnel oxide thickness with respect to FG memories results in a smaller amount 
of radiation-generated charge in the oxide that can neutralize the stored charge. 
Photoemission current, on the other hand, has a more minor impact in the NCM 
prompt charge loss than in FG memories, because the area covered by nanocrystals 
is only a fraction of the total gate area. Hence, most of the energy is released in 
regions where the nanocrystals are not present. This is also in agreement with the 
observation that flash memory cells with smaller FG area lose a smaller quantity 
of charge during irradiation due to the reduction of the photoemission contribution 
[90]. All these considerations lead to the conclusion that NCMs are expected to be 
less sensitive to the photoemission and charge neutralization than FG memories. 
Experimental results in the literature confirm this expectation. Figure 6.16 shows the 
threshold voltage evolutions of negatively charged NCM and FG cells fabricated with 
the same technology as a function of the irradiation doses. The threshold voltage was 
measured just after each irradiation dose, without reprogramming the cells. A direct 
comparison between Figures  6.16a and 6.16b highlights the faster programming 
window closure of FG cells with respect to NCM. For instance, after 200 krad(SiO2), 
NCM and FG cells feature the same residual programming window, even though the 
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132	 Radiation Effects in Semiconductors

FG had an initial programming window that was more than two times larger with 
respect to NCM. Considering the percentage of charge loss, the FG cells lost about 
75% of their stored charge, whereas the NCM lost less than 40% of the stored charge. 
For comparison, the required dose to achieve a 40% charge loss in FG cells is just 
50 krad(SiO2). This means that the NCM approach increases the radiation tolerance 
(from the charge loss viewpoint) at least by a factor of three.

Several models have been proposed to predict and quantify the prompt charge 
loss [77,91,92]. A first-order model can provide good approximation in a useful range 
of irradiation doses: by exposing the cell to an infinitesimal irradiation dose, dφ, 
the amount of charge loss, dQ, is proportional to the stored charge, Q, and to the 
infinitesimal irradiation dose, dφ. This results in a simple exponential law, which can 
describe the stored charge at various doses.

	 Q Q Q C( ) ( ) ( )[ exp( )]φ φ− = − − ⋅0 0 1 	 (6.3)

The amount of stored charge is proportional to the difference of the threshold 
voltage of the cell and its intrinsic value (i.e., the threshold voltage of the neutral 
cell); hence, the threshold voltage evolution can be predicted. Of course, the intrin-
sic threshold voltage value is not constant during irradiation because of permanent 
irradiation effects such as the subthreshold degradation and the positive charge trap-
ping in the dielectrics. These have to be modeled separately. The fitting lines in 
Figure  6.16 represent the complete model (including the permanent degradation). 
The interested reader may refer to [77] for more details.

Some efforts have been also made to investigate the effects of different radiation 
sources, such as X-rays and protons. It has been demonstrated that X-rays have much 
stronger effects than proton irradiation in both NCM and FG cells, despite the same 
nominal SiO2 dose. This derives from two main contributions. First, X-rays feature 
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Figure 6.16  (a) Threshold voltages of nanocrystal memory arrays irradiated with protons 
and X-rays at different doses. The lines represent the model presented in N. Wrachien et 
al., IEEE Transactions on Nuclear Science, 55, 3000–3008, 2008. (b) Threshold voltages of 
floating-gate memory arrays irradiated with X-rays and protons at different doses. The lines 
represent the model presented in Wrachien., N. (Reprinted with permission from, Wrachien, 
N., Cester, A., Portoghese, R., Gerardi, C., “Investigation of proton and x-ray irradiation 
effects on nanocrystal and floating-gate memory cell arrays.” IEEE Transactions on Nuclear 
Science, Volume 55 Issue 6 pp. 3000 – 3008.)
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Nanocrystal Memories	 133

different dose rates in Si and SiO2, whereas proton irradiation features almost the 
same dose rate in the two materials. In particular, the 10-keV X-rays used in [77] 
feature a dose rate in Si that is double with respect to the dose rate in SiO2. In other 
words, for a given photon fluence, the deposited energy in silicon is almost twice the 
energy adsorbed by SiO2. Consequently, for the same SiO2 dose, the X-ray irradia-
tion deposited much more energy in the silicon storage sites (the nanocrystals or the 
floating-gate) with respect to proton irradiation, leading to an enhanced photoemis-
sion during the X-ray irradiation. The second contribution is the dose-enhancement 
effects, which derive from the presence of high-Z metals in silicides, and to the 
photoelectric adsorption, especially at the Si/SiO2 interfaces [93], which further 
enhances the charge loss from nanocrystals/FG.

6.4.2.1.2  Data Retention
TID irradiation typically induces on data retention smaller effects than heavy-ion 
irradiation. Likely for this reason, few works in the literature addressed this point 
after TID [77,89], reporting some data on the retention of NCM cell arrays, and even 
fewer works provide a direct comparison between the NCM and the FG memories 
after TID irradiation.

Figures 6.17a and 6.17b, taken from [77] and [89], respectively, show the retention 
behavior of two NCM technologies, manufactured with different processes low pres-
sure chemical vapor deposition (LPCVD and silicon ion implantation, respectively). 
The results show that very high irradiation doses are required to induce appreciable 
variations on the retention characteristics.

Figure 6.17a also shows the direct comparison of NCMs and FG memories fabri-
cated with the same technology, emphasizing the much stronger robustness of NCM 
with respect FG memories. After 10 Mrad(SiO2) the retention kinetics do not exhibit 
appreciable changes with respect to the kinetics of the fresh device, and the device is 
not expected to fail in 10 years. Conversely, the same irradiation dose severely com-
promised the retention of the FG array, which exhibited more than 20% of window 
closure in nine months. Furthermore, in FG memory the retention is compromised 
even after a 1 Mrad(SiO2) proton irradiation, and the device is expected to fail before 
the 10-year limit: in other words, the NCM approach brings a significant improve-
ment by a factor of 10 in the retention robustness against TID.

The improvement in radiation tolerance of NCM derives mostly from two fac-
tors. First, the discrete nature of the storage sites allows some sort of redundancy: 
if one or a few nanocrystals are discharged for a leakage path, the others remain 
charged without any charge redistribution (at least assuming negligible lateral tun-
neling). The overall cell threshold voltage is negligibly affected if the number of 
nanocrystals is large enough. In contrast, in an FG memory even a very tiny leakage 
path due to a single weak spot can entirely discharge the floating-gate. Second, an 
additional improvement comes from the limited coverage area of the nanocrystal. In 
fact, nanocrystals do not completely cover the whole channel area because they are 
isolated and separated from each other by the surrounding oxide. For instance, in 
the samples tested in Figure 6.17a the average nanocrystal mutual distance is 12 nm. 
Nanocrystals could be discharged only when defects are located underneath them. 
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134	 Radiation Effects in Semiconductors

Instead, a defect far from any nanocrystals is expected not to significantly contribute 
in NC discharge.

6.4.2.2 S ingle-Event Effects in Nanocrystal Memory
The most impressive improvements of the NCM technology over the conventional FG 
memories come from the immunity to SEE. We previously cited that the most impor-
tant issues related to SEE in NVM are the prompt charge loss after irradiation and the 
long-term data retention characteristics. The electron-hole pairs generated along the 
ion track are responsible for the former process. The onset of oxide leakage current is 
strictly correlated with the second issue, since it may produce an abnormal and pre-
mature charge loss even a short time after programming. NCM technology suppresses 
the majority of the mechanisms involved in prompt and long-term data corruption.

6.4.2.2.1  Prompt Charge Loss
In NCM, only a moderate charge loss occurs in a small percentage of irradiated cells, 
which consequently appears not to be a problem for this technology. An example is 
shown in Figure 6.18a. These data refer to a 16 Mbit array irradiated with 1.67 × 109 
Cu ions/cm2 (surface LET = 33.5 MeV × cm2 × mg–1, energy = 50 MeV) [71]. In that 
case, the ion beam was focused in a small portion of the array to avoid any damage 
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Figure 6.17  (a) Comparison between the retention tests performed on nanocrystal memo-
ries (manufactured by CVD) and floating-gate memories. The retention characteristics of 
nanocrystal memories is almost unaffected by proton irradiation (up to the dose of 10Mrad 
(SiO2), while it is strongly compromised on floating-gate memories after 1Mrad (SiO2) 
[From: N. Wrachien, et al. IEEE – Transactions on Nuclear Science, (55) 2008 - © 2008]. 
The failure levels, corresponding to the 20% charge loss (as [10]) are indicated, and they show 
that nanorcrystal memories can sustain dose levels more than 10x higher than floating-gate 
memories, without failing. (b) Retention tests performed on nanocrystal memories manu-
factured using silicon ion implantation. Extrapolation shows a 0.6V programming window 
after 10 years for the device irradiated at 75Mrad (SiO2). (Reprinted with permission from, 
Wrachien, N., Cester, A., Portoghese, R., Gerardi, C., “Investigation of proton and x-ray irra-
diation effects on nanocrystal and floating-gate memory cell arrays.” IEEE Transactions on 
Nuclear Science, Volume 55 Issue 6, pp. 3000 – 3008. Figure 6.17b: Reprinted with permis-
sion from, Verrelli, E., Tsoukalas, D., Kokkoris, M., Vlastou, R., Dimitrakis, P., Normand, 
P., “Proton radiation effects on nanocrystal non-volatile memories.” IEEE Transactions on 
Nuclear Science. Volume 54, Issue 4, pp. 975 – 981.)
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Nanocrystal Memories	 135

on the peripheral circuitry. With such ion fluence, 100% of the cells should have 
nominally received one ion hit within the irradiated area, but a remarkable number 
of multiple hits have likely occurred. The eight arrows in Figure 6.18a represent the 
cumulative probability that at least 1, 2, 3,…, 8 ions hit a single cell, calculated with 
the model proposed in [88], also taking into account that only a fraction of the sector 
is actually irradiated. Even though a small tail appears in the VTH distribution, the 
charge stored in nanocrystals is not completely neutralized, despite several thou-
sands of cells experiencing a multiple hit (see markers in Figure 6.18a). By compar-
ing these data with those reported in the literature on the conventional floating-gate 
memories (see, e.g., Figure 6.18b taken from [74]), the tail of the threshold voltage 
distribution may be larger than 1 V after Ni irradiation at only 2 × 107 ions/cm2 
(LET = 29.3 MeV × cm2 × mg–1). The two arrows in Figure 6.18b have been added to 
indicate the probability of single and double hits on the same cell by using the model 
in [88]. Still, all hit FG cells showed a significant charge loss, whereas the NCM VTH 
distribution tail is less than 1 V at the eight-hit probability.

The NCM technology strongly reduces the effects of all the major contributions 
to the prompt charge loss:

	 1.	The formation of a transient conductive path (if any) along the ion track, 
which may partially or totally discharge the stored charge. In [71] it has 
been demonstrated that the discrete storage approach strongly reduces the 
effects of any potential transient conductive path, whose radius is as small 
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136	 Radiation Effects in Semiconductors

as about 10 nanometers, because only those nanocrystals within the ion 
track may be partially or completely discharged, and the remaining nano-
crystal charge does not redistribute.

	 2.	The carriers’ photoemission from the substrate/polysilicon that in turn is 
injected through the FG/nanocrystals. These microdose effects may still 
occur in an NCM cell but are limited to the nanocrystals, which lie within a 
region as large as the ion track in silicon that may approach several tens of 
nanometers in radius [65,71,72].

	 3.	The neutralization of the stored charge with the holes generated in the IPD 
and tunnel oxide by the ionizing radiation. The NCM approach improves 
the robustness to this microdose effect in two ways. First, only a small 
percentage of nanocrystals are involved in neutralization, and the charge 
does not redistribute in all the nanocrystals. Second, the reduction of the 
tunnel oxide thickness with respect to floating-gate flash memories (5 nm 
in the samples of Figure 6.18a vs. 10 nm typical of conventional NOR flash) 
results also in a smaller quantity of charge produced by the ion along its 
track in the oxide.

	 4.	The electron photoemission from the FG/nanocrystals, which is reduced 
due to the small coverage area of the nanocrystal layer and the absence of 
charge redistribution.

The reports in the literature clearly show that after a single ion hit an NCM cell 
does not fail. Some interesting questions are as follows: How many nanocrystals are 
discharged by a single ion hit? How many ion hits are needed to change VTH appre-
ciably? How do the ion hit positions impact VTH variation?

It is not easy to find a relation between the charge loss and the threshold voltage 
of a nanocrystal memory cell. In fact, whereas in a conventional flash cell the charge 
in the floating-gate is always uniformly distributed, in the case of an NCM cell the 
charges are stored in discrete locations. When some nanocrystals have lost part of 
the stored electrons, the remaining stored charges do not rearrange themselves. This 
gives rise to a local variation of the charge density over the nanocrystal layer, which 
induces a local variation of the potential at the silicon/oxide interface. Consequently 
the channel starts forming earlier in those regions, where the nanocrystals have lost 
some of their electrons. This means that the effective threshold voltage shift of an 
NCM cell is a function not only of the total charge lost but also of the position of the 
discharged nanocrystals. To achieve an appreciable drain current and to read a prema-
ture cell-turn-on, a large amount of nanocrystals must lose part of their charge so that 
a conductive path can be formed along the MOSFET channel from source to drain.

A charge loss model has been developed in [71] based on a statistical description 
of the ion hit events producing the threshold voltage shift. Such a model permitted us 
to analyze the average behavior of a large number of cells under heavy-ion irradia-
tion, to extrapolate from these results the expected average behavior of a single cell, 
and to estimate some interesting parameters, such as the size of the ion hit impact 
region as well as the amount of charge loss per hit.

This model is summarized in Figure 6.19 and assumes that each ion hit partially 
discharges the nanocrystals within its track, projecting over the channel a spot, where 
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the threshold voltage is locally decreased (Figure 6.19a). Given the ion fluence, the 
number of hits per cell as well as the hit positions were statistically modeled by 
means of the Poisson processes.

For instance, Figure 6.19b shows three simulations of the potential barrier between 
source and drain for a programmed device before and after two opposite cases 
of quadruple hit patterns: (1) four hits localized near the source; and (2) four hits 
aligned along the channel. The resulting IDS – VGS curves are shown in Figure 6.19c 
for a programmed device and the two cells that were hit by four ions. For reference, 
in the same plot there is also the simulation of a device where the nanocrystals are 
all empty (neutral).

The way the ion hits modify the cell IDS – VGS is very different and strongly depends 
on the ion hit positions. In the case of ion hit pattern 2, a percolation path exists 
between source and drain and the cell turns on earlier than the fresh programmed 
cell. Instead, in pattern 1 the ion hit positions are very close to each other and are 
not able to generate any percolation path. The cell VTH slightly reduces but is less 
affected than in case 2. Such difference of behavior cannot occur on conventional 
floating-gate cells, because the VTH variation mostly depends on the charges lost 
from the FG. In fact, after each ion hit the residual floating-gate charge uniformly 
redistributes, independent of the hit positions. The interested reader may refer to [71] 
for more details about this statistical model.

By means of this model, an ion track size of 85 nm (in diameter) for 50 MeV Cu 
ions has been estimated. These results are comparable with the size of the interface 
physically damaged region observed in MOSFETs after heavy-ion irradiation [94]. 
Such results also permit some further insight on what happens inside the ion track 
and what the charge loss mechanisms are. In fact, the 85 nm wide ion track size well 
correlates with the results reported by Dodd [72] and by Butt et al. [65]. In [72] Dodd 
proposed an elaborated simulation, which permitted him to calculate the ion track 
size in silicon as a function of the ion LET and energy. In [65] Butt et al. simulated 
the charge loss in FG memories by photoemission from the substrate/polysilicon, 
evaluating also the number of electrons per hit lost by the FG as a function of the 
LET coefficient. The good correlation between the data reported in [65,71,72] sug-
gest that the ionized electron-hole pairs in the polysilicon gate and in the substrate, 
which are in turn injected through the oxide, are most likely responsible for the neu-
tralization of the charge stored in the nanocrystals/FG.

6.4.2.2.2  Data Retention
Moving from a floating-gate MOSFET typical of contemporary flash memories, with 
a relatively thick tunnel oxide (8 to 10 nm), to the novel nanocrystal technology, with 
thinner gate oxide (4 to 5 nm), the oxide leakage currents should become an even big-
ger issue, at least in principle. In fact, numerous studies have demonstrated that the 
radiation-induced oxide leakage currents quickly increase as the oxide thickness is 
reduced below 6 nm [47,48,81]. These currents are either radiation-induced leakage 
current [47] due to the formation of single-oxide neutral defects [48] or radiation soft 
breakdown [52-55] due to the formation of clusters of defects allowing a large cur-
rent flow. Some studies (see, e.g., [86]) reported a steady-state leakage current after I 
ion irradiation of NCM as large as hundreds of picoamps, which reveals a similarity 
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Nanocrystal Memories	 139

with that shown by Candelori et al. in [95]. This oxide leakage was attributed to a 
multitrap-assisted conduction through a defect cluster generated along overlapping ion 
tracks across the overall dielectric stack from the control gate to the substrate. Even 
though this leakage current can easily discharge the FG capacitance of a conventional 
flash cell in times as short as a few tens of microseconds, in NCMs no tail of failing 
cells has been observed due to the discharging of the nanocrystal layer. The good 
retention of NCM is shown in Figure 6.20a. Twenty days after programming, no tail is 
observed in NCM, indicating that no critical charge loss occurs in the irradiated cells 
upon retention test. In contrast, a tail larger than 1 V has been reported in FG memo-
ries irradiated with Br even after only seven days [76]. Again, the improved robust-
ness of NCM to heavy-ion irradiation derives from the discrete storage effect, limiting 
the impact of the radiation-induced oxide leakage currents. In fact, an oxide trap or 
a defect cluster, generated by the impinging ions and located close to a storage node, 
should discharge only one or a few nanocrystals in proximity to the cluster of traps.

6.4.3 �R adiation Tolerance of Nanocrystal Memory 
versus Floating-Gate Memories

Several reports demonstrated that the nanocrystal approach brings a significant 
improvement in all fields. The most impressive improvement is the immunity to 
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Figure 6.20  (a) VTH distributions of a NCM array, irradiated with 5×108 Br ions/cm2 and 
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leakage currents up to 10 Mrad(SiO2) total ionizing dose irradiation reported in [77] 
and shown in Figure 6.17. In fact, after 10 Mrad(SiO2) proton irradiation, NCMs 
show the same retention characteristics as a fresh NCM. The retention of flash mem-
ories irradiated with protons at only 1 Mrad(SiO2) is even worse than NCM after 10 
Mrad(SiO2) irradiation. If we take as typical failure criteria the 20% reduction of the 
programming window [10], from the reports in [77], nanocrystal memories irradi-
ated at 10 Mrad(SiO2) with protons are expected to remain within this specification 
even after 10 years, while FG memories are widely out of the specifications for doses 
as low as 1 Mrad(SiO2). This indicates that the improvement factor of NCM versus 
FGM is greater than 10, even though the NCM tunnel oxide thickness is approxi-
mately half that in flash.

Another very significant improvement is the charge loss after TID. A direct com-
parison between FG and NCM approaches reveals that the nanocrystal technology 
increases the charge loss robustness by a factor of 3 and 4.5 for proton and X-ray 
irradiations, respectively (compare Figures 6.16a and 6.16b). In fact, by considering 
the percentage of the window closure in Figure 6.16a, after 200 krad(SiO2) X-ray 
irradiation, NCMs keep 63% of the initial programming window. In contrast, the 
FG memories, programming window reduces to 58% of its initial value after only 
50 krad(SiO2).

This large improvement of NCM charge loss moves the reliability issues to the 
peripheral circuitry. In fact, the works reported in [78,79] showed that the most sen-
sitive part of the flash memory chip is the peripheral circuitry, which may fail at 
doses as low as 10 krad. This is more than one decade below the dose required to 
reach the 20% charge loss in NCMs. However, the thinner oxides of NCMs allow 
the reduction of the programming voltages with respect to FG memories. It is well 
known from many studies in the literature that thin-oxide MOS technologies are 
more radiation tolerant from several points of view, such as radiation-induced charge 
trapping. Hence, if the programming voltage is reduced in NCM, charge pumps and 
the peripheral circuitry MOSFETs might be designed with thinner oxides, poten-
tially increasing the immunity against trapped charge, which can sensibly change 
the threshold voltage.

In addition, the SEE experiments with heavy ions, compared with those reported 
on the conventional floating-gate memories, highlight an outstanding improvement 
of nanocrystal technology over the floating-gate device. Threshold voltage shift val-
ues as large as 3÷4 V are reported after heavy-ion irradiation of FG memories [63], 
and very large bitflip probability values (close to 100%) have been often observed 
[64,74]. Contrary to floating-gate memories, the NCM approach highlights a mod-
erate threshold voltage shift (1 V at most) immediately after irradiation, even after 
several hits in the same cell.

In light of these recent achievements on NCM, some questions arise also on the 
radiation sensitivity of NCMs as the size of the devices is scaling down. In fact, 
even a single ion hit may easily mark the failure of a very small-size cell. Some 
predictions have been done by means of the model proposed in [71] and shown in 
Figure 6.21. If the cell dimension is scaled below the size of the ion track and the 
number of nanocrystals per cell may be as small as 10, a single ion hit may be 
enough to discharge (almost) all the nanocrystals. Nevertheless, NCMs are expected 
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Nanocrystal Memories	 141

to be still more robust than conventional flash memories for several reasons. In fact, 
multiple flips have been reported in floating-gate devices starting from the 90 nm 
technology node (i.e., when the FG area scale below 10–2 µm2) due to the charge col-
lection at multiple nodes [66]. For comparison, the simulations in [71] predict that 
NCMs as small as 10–3 µm2 still preserve an appreciable programming window (in 
the range of 1 V) after a single ion hit, indicating that the nanocrystals are not com-
pletely discharged yet and that the residual nanocrystal charge is still able to sustain 
an appreciable electric field, which prevents the channel formation.

6.5 C onclusions

Over the last 25 years, flash memories have become the nonvolatile memory of choice 
for most of the commercial portable devices that are widely present in everyday 
life. They have shown an exponential growth because of the use of very innovative 
technology and design solutions, which have made flash technology the most scaled 
among the CMOS technologies. Flash memories are entering the 40 nm lithography 
node, and their scaling has become even more challenging because of several electri-
cal and reliability issues. The problems are mainly related to the very high electric 
fields that the thin tunnel and interpoly dielectrics have to sustain without losing 
their endurance and ability to retain data for more than 10 years. Overcoming these 
issues will require substantial innovations in cell structures and materials. The use 
of floating trapping nodes such as nanocrystals can provide some relief in terms of 
electrical and reliability drawbacks, even though the integration of nanocrystals in 
ultra-scaled technologies is very challenging because of the high control needed 

%
L = 300 nm

L = 20 nm

Neutral
L

Prog.
fresh

100%

30%

10%

30%

1

10

Fresh

After 1 hit

0.1
10–4 10–3

Gate Area (µm2) Gate-source Voltage (V)
(a) (b)

10–2 10–1 8642

Pr
og

ra
m

m
in

g 
W

in
do

w
 (V

)

40

20

100

80

60

0

D
ra

in
-s

ou
rc

e 
Cu

rr
en

t (
µA

)
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on dot density fluctuations. In this chapter, we have reported the state-of-the-art of 
silicon-based nanocrystal memory technologies, showing their functionality in mul-
timegabit memory arrays. Because of their low voltage functionality and ease of 
integration with CMOS technology, nanocrystal memories have shown their advan-
tages, especially in embedded flash memories (i.e., in applications where the non-
volatile memory is integrated into a host logic device to help accomplish intended 
system functions).

We have discussed how the information stored in NVMs can be severely endan-
gered by ionizing radiation, due to the transient or permanent damage produced 
in the dielectric layers surrounding the FG. TID sources such as protons or X-rays 
result in progressive charge loss on the entire memory array. SEE because of heavy-
ion exposure results in a dramatic shift of VTH in hit FG cells due to the sudden 
discharge of the FG charge, mainly from photoemission from substrate and poly-
silicon. SEE is becoming a more and more challenging issue in the modern tech-
nologies, where the device sizes are reduced following Moore’s Law. The discrete 
storage approach, employed in nanocrystal memories technology, mitigates most of 
those effects. Models and experimental results, reported in the literature, show that 
nanocrystal memories feature improved radiation robustness against total ionizing 
dose. Nanocrystal memories can withstand a radiation dose three to ten times larger 
than floating-gate memories in terms of charge loss and data retention, respectively. 
Several factors contribute to improve the NCM radiation tolerance: the presence of 
discrete storage sites, the smaller nanocrystal coverage area, and the thinner dielec-
trics. On the other hand, SEE experiments show that at least three to four ion hits are 
required to observe an appreciable threshold voltage shift, but despite several cells 
experiencing multiple hits they are still functional after the irradiation, showing no 
changes in the retention characteristics.

All the recent developments highlight an outstanding improvement of the nano-
crystal technology over the conventional floating-gate memories in terms of radia-
tion tolerance, which is encouraging for a potential application in radiation harsh 
environments and projects the NCM technology as a new class of radiation-toler-
ant devices.
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7.1 C hapter Overview

7.1.1 E mbedded SRAMs in Integrated Circuit Design

Static random access memory (SRAM) is ubiquitous in modern system-on-a-chip 
(SOC) integrated circuits (ICs). Due to its value in programmable systems by pro-
viding fast scratchpad memory in embedded and real-time applications as well as 
space for large working sets in microprocessor designs, IC SRAM content continues 
to grow. As ICs surpass 1 billion transistors, and given the high relative design and 
power efficiency of memory arrays compared with random logic, SRAM is projected 
to comprise 90% of the total die area by 2013 [1]. For instance, the Itanium processor 
has progressed from 6 MB and 9 MB L3 caches on 130 nm fabrication processes 
to 24 MB caches on the 65 nm technology generation [2-4]. The Xeon processors 
include 16 MB caches [5]. Consequently, ICs designed for space and other radiation 
environments require robust SRAM designs if they are to track the size and perfor-
mance of commercial ICs.

7.1.2 T he Radiation Space Environment and Effects

The earth’s radiation environment consists of electrons, protons, and heavy ions. The 
former two are trapped by the earth’s magnetic field where they follow the field lines, 
where these particle fluxes are highest. A total of 85% of galactic cosmic ray par-
ticles are protons, with the rest composed of heavy ions [6]. Cosmic ray flux is essen-
tially omnidirectional, so microelectronics may be affected by particles impinging 
at any angle. Importantly, this means that ions can transit an IC parallel to the device 
surface, since there is no practical level of shielding that can stop all protons and 
heavy ions. Solar cycles also strongly affect the radiation environment. Ordinarily 
the helium ions in the solar emitted particle fluxes comprise 5–10%, and heavier 
ion fluxes are very small, well below the galactic background. During major solar 
events, some heavy-ion fluxes may increase by up to four orders of magnitude above 
the galactic background, for as long as days at a time.

The dominant radiation effects on microcircuits in space are due to deposited 
charge from ionization tracks produced by single particles. These produce two pri-
mary effects. First, collected charge from a single particle can upset circuit state, 
referred to as a single-event effect (SEE). Second, changes in the charge state of 
dielectrics due to total accumulated ionization can alter device characteristics, 
referred to as total ionizing dose (TID) effects [7].
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Both protons and heavy ions can deposit charge that can upset the circuit state. 
Upsetting a feedback (state storage) node such as a memory bit is defined as a single-
event upset (SEU). Heavy ions affect the circuit state through direct ionization due to 
columbic interaction with the substrate material, producing about 10 fC of charge per 
µm of track length per linear energy transfer (LET). Memory cells are often charac-
terized for SEU by the total charge Qcrit that is required to upset their state. Charge 
that temporarily disrupts a logic node results in an incorrect voltage transient of a 
magnitude and duration determined by the node capacitance and the driving circuit’s 
ability to remove the charge. These are referred to as a single-event transient (SET). 
An SET can affect the IC architectural state (the state that is visible to the surround-
ing system) only if sampled by a latch whose output is subsequently used.

Protons interact with the silicon through multiple mechanisms, predominantly 
by direct ionization but also through secondary nuclear particle emission due to Si 
recoil. The former generates relatively small amounts of charge, but the latter can 
upset circuits hardened to high LET. Approximately 1 in 100,000 protons imping-
ing will produce a nuclear reaction. Moreover, the multiple secondary particles may 
interact with the circuit after moving in multiple directions. A single particle pro-
duces charge in linear tracks. Charge is collected by diffusion and by drift, with the 
latter due to the device depletion regions. Charge collection is enhanced by “funnel-
ing,” which is a third field driven collection mechanism that extends the field driven 
collection by the redistribution of the deposited carriers. Parasitic bipolar action can 
also increase the current collected at a specific node, greatly increasing the upset 
rate and extent.

Impinging particles can also permanently disable the microcircuit by excessive 
displacement damage or by rupturing the gates. Such permanent effects are not per-
tinent to the discussions in this chapter.

7.1.3 C hapter Outline

This chapter focuses on SRAM design using radiation-hardening-by-design (RHBD) 
techniques. Both TID and SEE hardening are covered. The latter approaches 
described assume that error detection and correction (EDAC) is used to mitigate 
individual SEU, as RHBD hardened cell approaches have diminishing value in mod-
ern highly scaled fabrication processes. Small, dense geometries make simultaneous 
upset of multiple circuit nodes from a single particle strike increasingly likely. A 
primary focus, therefore, is on mitigating SETs that can cause upsets that confound 
the EDAC or otherwise cause incorrect SRAM operation. All of the approaches 
examined in this chapter have been fabricated and tested—measurements quantify-
ing their effectiveness are also described and discussed.

The last section briefly outlined the space radiation environment. Subsequent sec-
tions include a discussion of basic SRAM cell design, which is tutorial in nature. 
Test structures to characterize SRAM cells are then described. This is important, 
particularly for RHBD SRAM cells, which do not undergo the same rigorous test-
ing and validation during the fabrication process development that the foundry pro-
vided cells do. The TID response of SRAM cells hardened by various techniques 
and that of an unhardened version are examined, as are the trade-offs in cell size 
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and hardness for various TID hardening approaches. Heavy-ion beam testing results 
show the importance of multiple-bit upset (MBU) and SET response. The design 
of an SET hardened SRAM is then described, as well as its response in ion beam 
testing, which is compared with that of an unhardened device. We then briefly sum-
marize the results to conclude the chapter.

7.2 Ra diation Hardening

All hardened designs should mitigate four issues: (1) single-event latchup (SEL) 
due to ion-strike-induced substrate currents; (2) single-event logic upset due to 
the capture of SETs in sequential circuits (e.g., latches and flip-flops); (3) single-
event upsets (SEUs) of storage nodes, which includes storage latches in registers 
and SRAM memories; and (4) TID, which can affect the individual device and 
isolation characteristics. These device changes in turn may deleteriously affect the 
circuit behavior.

There are two basic approaches to fabricate radiation tolerant ICs: hardening by 
process [8] and hardening by design [9]. Hardening by process uses a specialized 
fabrication process that has features specifically added to mitigate radiation effects, 
such as silicon-on-insulator (SOI) substrates, special body ties, and dense, high-
value resistors [10-12]. RHBD allows radiation-tolerant circuits to be fabricated on 
commercially available state-of-the-art complementary metal-oxide semiconductor 
(CMOS) manufacturing processes [9,13] to reduce cost and to improve circuit per-
formance. It relies exclusively on special circuit topologies and layouts rather than 
specialized process features and devices to provide hardening. For example, p-type 
guard rings around n-channel metal-oxide semiconductor (NMOS) diffusions, simi-
lar to those used for input/output (I/O) electrostatic discharge (ESD) protection, pro-
vide increased SEL immunity. Of course, actual designs may use a combination of 
approaches. For instance, SOI substrates are available on commercial unhardened 
processes. Furthermore, specific radiation-hard (rad-hard) circuits and layouts are 
still required when using rad-hard fabrication processes.

7.2.1 T otal Ionizing Dose Effects

In modern processes with sub-3 nm thick gate oxides, TID primarily increases leak-
age under isolation oxides and at the gate edges, that is, at the thin gate oxide to 
isolation oxide interfaces. This slowly increases leakage from a parasitic transistor 
at the transistor edge as its threshold voltage, Vth, decreases with TID. Since the 
trapped charge is positive, only NMOS transistors suffer from increased leakage due 
to these parasitic devices along the gate edges. Similarly, leakage between n-type 
diffusions (e.g., between the n-well and NMOS drains) can be increased by reduction 
of the field oxide Vth [14,15]. These increases in leakage are manifest in a given IC as 
increased IDD measured in the quiescent state, commonly referred to as standby cur-
rent, ISB. TID has been shown to cause functionality loss in SRAMs [16]. Increased 
leakage currents can interfere with proper precharging or small swing bit-line signal 
development. Leakage within the cell can also affect the read stability by changing 
the cell static noise margin [17].
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TID is mitigated by higher doping at the oxide interfaces or, when using RHBD 
approaches, by using annular or edgeless NMOS transistor gates. The standard 
RHBD technique for mitigating TID increased leakage in the parasitic edge transis-
tors is to use “edgeless” or annular transistor geometries. The annular transistor fully 
encloses the drain or source, so the same potential is at both sides of the transistor 
edge to isolation oxide interface.

7.2.2  Single-Event Effects in SRAMs

SRAMs are prone to both SEU and SET generated errors. The former have been 
addressed by the use of the dual interlocked storage cell (DICE) or other approaches 
that add transistors [18]. The DICE circuit adds redundant storage nodes and a self-
correction mechanism, which allows three correct storage nodes to correct one 
incorrect node. Other approaches generally attempt to limit the ability of collected 
charge to affect the latch feedback state. It is important to realize that at any critical 
node separation errors may occur in space, where particles can be incident at any 
angle. In any of these approaches, the cell storage (critical) nodes must be spaced 
sufficiently far apart to minimize the probability, by increasing the incident ionizing 
radiation particle track angle required to upset multiple latch nodes with a single ion-
izing particle strike [19,20]. This becomes more difficult as process dimensions are 
scaled down, as this naturally places critical nodes closer together. Temporal latches 
mitigate both types of upset [21] but with so much added circuit area and path delay 
that they are impractical for high-speed, high-density memory arrays.

Easily the most common approach in hardened processes is the addition of resis-
tors in the SRAM cell latch feedback path [22,23]. Since charge can be collected 
only at a p-n junction, the series RC produces a delay that allows the collected charge 
to be removed by the latch feedback transistors before the feedback node can transi-
tion, thus restoring the original cell state. Since undoped polysilicon conductivity is 
constant, it becomes increasingly difficult to produce resistors providing sufficiently 
long time constants as fabrication processes scale. Thus, more modern versions use 
special high resistivity vias or layers [12]. Hardened processes often use SOI sub-
strates or special implants to limit the track length of the collected charge from 
impinging ionizing radiation particles [24]. Limiting the track length reduces the 
required RC time constant by attenuating the collected charge and thus the duration 
of an upset. Similarly, it mitigates SET durations [12].

SRAMs are not only susceptible to cell state upset (SEU). It has also been long 
known that an SET on word-line (WL) signals [25,26] can cause improper opera-
tion by asserting the wrong or more than one of the normally one-hot WLs high. 
Similarly, any SET in the control, clocking, or decode paths may cause the wrong 
operation or the wrong address to be accessed. In the worst case (e.g., when the 
wrong memory address is read), the parity or error correction code (ECC) may be 
correct. Referring to Figure 7.1a, WLs act as selects that allow a row of SRAM cells 
to discharge the appropriate precharged bit-lines (BL and BLN) in each column. In 
the event of a WL SET a number of circuit-level behaviors may occur. If two WLs 
are asserted high simultaneously during a read operation (e.g., WLn and WL0 in 
Figure 7.1a), then the BLs will logically OR the values, as a BL is a dynamic NOR 
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156	 Radiation Effects in Semiconductors

multiplexer. If the SET occurs late in the read or write phase, and one of the bit-line 
pairs in each column has discharged to VSS, a subsequent WL misassertion may write 
the BL state into the row controlled by that misasserted WL. When this value inad-
vertently enters the IC architectural state and is subsequently read, this undetected 
error is termed a silent data corruption (SDC).

The “column group,” which is the basic design unit that can read or write one bit, 
generally contains many SRAM cell columns. There are eight, labeled SRAM000 
to SRAM007 in the leftmost group in the examples in Figure 7.1, sharing one sense 
amplifier and associated write circuitry through the column or “Y” multiplexer. By 
convention WLs are the X multiplexer selects. Multiple SRAM cell columns per 
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Figure 7.1  Conventional SRAM bank word line architecture (a) and divided word line 
architecture (b). An SET may affect all or a number of local WLxx by incorrectly asserting 
the global WLx attached to each of them.
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sense/write circuit are required primarily by the fact that the former are large. Thus, 
the layout is eased by not trying to fit large sense circuits into the tight SRAM cell 
pitch. It also forces spacing between individual cells containing data from the same 
word, assuming a given word is read in one cycle. This separation due to Y multi-
plexing makes it less likely that an MBU will upset multiple bits in a single protected 
codeword, as has been common knowledge in the SRAM design community since 
the 1980s. Commercial designs have tended to use at least four SRAM columns per 
group, but that may need to increase in the future as SRAM cells scale to smaller 
dimensions [27].

Figure 7.1b shows a technique that has been employed to mitigate such control 
and WL SET-induced errors. Each column group again contains multiple SRAM 
cell columns, but each WL (and control line, not shown) is individually buffered. 
Thus, an SET on the local WL (e.g., LocalWLn0 in Figure 7.1b) will affect only that 
local column group. This scheme was applied and errors due to local WL ion strikes 
were recorded [28]. Since only one bit can be read at a time from a column group, 
EDAC can correct such an error, whether on a read or write operation. However, the 
global WL (WL0 to WLn in Figure 7.1b) are not so protected. Sufficient WL capaci-
tance and drive will provide some SET immunity, but in general large array sizes are 
required to raise the threshold LET sufficiently [29].

One approach that has been put forward to mitigate this issue is the “bit per array” 
architecture, where each bit in an EDAC protected word is stored in a separate SRAM 
bank. Conventionally a “bank” is a stand-alone unit containing clocking, control, 
decode, and array circuits. However, this in itself is insufficient to protect against 
such errors in all cases. An example of this case is shown in Figure 7.2a. Here, all 
bits in an EDAC protected codeword reside in separate SRAM banks, providing 
excellent critical node separation and greatly limiting the probability of a single ion-
izing particle strike upsetting multiple nodes in a single EDAC word. Referring to 
Figure 7.2, note that all addresses and control signals fan out from single registers, 
which we may assume are protected against errors on the inputs or clocks (e.g., by 
the use of temporal or other techniques) [18,21]. However, the output node or one 
of the inverters that provides fan up to drive the heavily loaded address bus is not 
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Control Bank38
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Bank00 Bit0
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Bit38

Bit0

Bit1

Bit38
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Figure 7.2  SRAM bit per bank architecture (a). A SET may still affect all banks by mis-
asserting a the address or control signals unless mitigating latches are placed at each bank 
input as in (b).
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158	 Radiation Effects in Semiconductors

so protected. Consequently, an SET on one of these nodes propagates to all arrays, 
which can manifest as an SDC by having all the arrays perform the wrong operation 
or access the wrong memory location. The way to protect against this, albeit small 
cross section, failure scenario is to place the SET mitigating latches in each memory 
array or subarray, as shown in Figure 7.2b. However, the address setup time, mea-
sured at the array input, increases commensurately, as it must be greater than 2· tSET, 
where tSET is the SET duration [30]. Consequently, such retiming must be compre-
hended by the overall micro-architecture. Power dissipation obviously increases with 
the bit per array architecture, as many SRAM banks must be activated in a single 
clock cycle, where otherwise only one might be. The SRAM caches in embedded 
commercial microprocessors account for as much as 43% of the total power dis-
sipation [31]. This can be driven down to 15% by fine-grained clock gating—that is, 
activating only the necessary, smaller banks [32]. Thus, the designer is faced with a 
number of circuit and micro-architectural challenges that may profoundly affect the 
speed and power dissipation, when implementing radiation-hard SRAMs.

7.3 Ra diation Hardening by Design in SRAMs

As mentioned already, edgeless NMOS transistors effectively mitigate a major TID-
induced leakage current increase component. The drawback of using annular NMOS 
transistor gates is that the topology imposes a relatively large minimum transistor 
width, since a contact must be placed within the edgeless gate. The necessary gate to 
contact spacing sets the inside perimeter, while the gate length, which must usually 
include extra margin on the 45° angle gate edges, sets the outer perimeter. For the 
130 and 90 nm processes used in most examples in this chapter, the minimum widths 
are increased by 11.1× and 9.1×, respectively. For high drive gates (e.g., inverters 
driving clock or large control nodes), the RHBD penalty is negligible [33].

In SRAM cells, RHBD using conventional techniques imposes a significant 
increase in size. To avoid a significant area impact for RHBD SRAMs more clever 
TID mitigation techniques must be found. Furthermore, commercial foundries offer 
smaller SRAM cells that violate the standard process layout design rules. These tighter 
SRAM cell layouts are optimized by fabricating large numbers of cells and optimiz-
ing the required “array rules” during the process technology development. Essentially, 
which rules can be “cheated” for these highly regular SRAM layouts is determined 
experimentally. This makes the RHBD impact even greater, since no RHBD design 
will be able to similarly validate the use of such aggressive design rules.

7.3.1  SRAM Cell Read and Write Margins

The commonly used six transistor SRAM cell is shown in Figure 7.3a. The figure also 
illustrates the layout of the SRAM cells, designed on a 130 nm foundry technology. 
The key SRAM cell design requirements are to ensure writeability and read margin. 
To this end, the SRAM cell device sizes are a compromise between those that result 
in the smallest cell but still provide adequate read and write margins. When sizing 
the transistors, all process, voltage, and temperature (PVT) corners must be consid-
ered. The SRAM transistors are small enough that random dopant fluctuations have 
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Figure 7.3  Hardened and unhardened 130 nm SRAM cell designs. 4-NMOS, 2-PMOS 
standard SRAM design (a) and with body bias capability (b). Layout type 1 and type 1 with 
guard ring (c) and (d) reach near foundry densities, but using annular NMOS pull downs 
(g) is much larger. Using 4-PMOS and 2-NMOS transistors (e) does not save area since the 
PMOS devices must be very large to overpower the edgeless NMOS transistors to write the 
cell (f). (Reprinted with permission from Clark, L.T., Mohr, K.C., Holbert, K.E., Xiaoyin 
Yao, Knudsen, J., Shah, H., “Optimizing radiation hard by design SRAM cells.” IEEE 
Transactions on Nuclear Science, Volume: 54 Issue: 6, 2028–2036.)
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160	 Radiation Effects in Semiconductors

a considerable effect on the actual cell margins [34]. The large on-die memory and 
cache sizes noted in Section 7.1.1 mandate that 10–14 sigma manufacturing variabil-
ity must be considered. To comprehend the increasing variability and diminishing 
cell margins, a number of statistical methodologies for SRAM cell and array design 
have been proposed [35,36]. The difficulty in designing commercial SRAM cells 
with adequate margins points to the importance of advanced techniques for RHBD 
memory cells, since there are fewer validation resources available for the small rad-
hard market and the impact of more difficult to pattern and fabricate annular gate 
geometries must be comprehended.

The cell is written differentially, where one BL is at the high precharge potential 
and the other (BLN) is driven low (or vice versa). During a write, the NMOS access 
transistor (NP1) must overpower the PMOS pull up transistor—the cell is a ratioed 
circuit during writes. Adequate write margin requires that the access transistor NP1 
in Figure 7.1 be stronger than the pull-up device P1. The write margin is typically 
defined in one of two ways. The DC approach is to measure the BL voltage required 
to flip the SRAM cell state, by keeping BLN high and lowering BL from VDD toward 
VSS until the cell state is flipped. Alternatively, the delay to write the cell when the 
BL is driven to VSS may be measured [37].

When the SRAM is read, the low storage node rises due to the voltage divider 
composed of the two series NMOS transistors in the read current path (N0 and NP0 in 
Figure 7.3a). The storage node C is between them, rising above VSS during a read. This 
reduces the SRAM cell static noise margin (SNM) as measured by the smallest side of 
the square with largest diagonal that can fit in the small side of the static voltage curves 
[38]. The worst-case SNM, shown in Figure 7.4, is usually determined by Monte Carlo 
simulation or response surface models [39] based on the measured process variation 
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Figure 7.4  SRAM static noise margin (SNM) plot. The line depicts the worst-case found 
in a Monte Carlo simulation to five sigma variations. Note the severe asymmetry. (Reprinted 
with permission from Clark, L.T.; Mohr, K.C., Holbert, K.E., Xiaoyin Yao, Knudsen, J., 
Shah, H., “Optimizing radiation hard by design SRAM cells.” IEEE Transaction. on Nuclear 
Science, Volume: 54 Issue: 6, 2028–2036.)
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parameters. For the unhardened cell simulated here, the SNM in Figure 7.4 is quite 
small at 58 mV, even at the nominal VDD of 1.2 V. The large transistor mismatch due 
to both systematic (die-to-die) and random (within-die) variation causes asymmetry in 
the SNM plot. Other noise margin definitions have been developed, based on imbal-
ance created across the cell by disturb voltages [37]. Read margin is also ensured by 
transistor sizing. Typically, the pull-down NMOS transistors are drawn wider than the 
access transistors. The access transistor NP0 is also frequently drawn with a longer 
channel than that of the pull-down N0 and pull-up P0. Consequently, there is limited 
design latitude—the PMOS pull-up must be weaker than the NMOS access device, 
which in turn must be weaker than the NMOS pull-down transistor.

7.3.2 R everse-Body Bias

Reverse-body bias (RBB) with and without simultaneous power supply collapse 
has been used in commercial integrated circuits for full-chip [40,41] and memory 
[42,43] standby power reduction. RBB is presently used on commercial ICs for low 
standby power (LSP) state retention on processes varying from 250 nm through 65 
nm process generations [40,42,44,45]. These modes often combine RBB and supply 
collapse, here termed RBB + SC, since the latter helps to mitigate emerging transis-
tor leakage paths such as direct band-to-band tunneling through the gate oxide [45]. 
RBB electrically increases the transistor threshold voltage by the body effect, which 
is also applied to the parasitic edge and field-oxide field-effect transistor (FET). Its 
use for TID mitigation has been demonstrated at the transistor level on low Vth 0.35 
μm bulk CMOS transistors [46]. RBB mitigation of TID on advanced fabrication 
process technologies allows the use of the smallest foundry optimized cells and thus 
eliminates RHBD SRAM size penalties.

7.3.3 RH BD SRAM Cell Design

A number of RHBD SRAM cell designs have been investigated on 130 nm and 90 
nm technologies [47,48]. Since, as mentioned, any SRAM cell must have adequate 
write margin and read stability for a fair analysis these are constrained to be as good 
or better than that of the baseline two-edge foundry cells when evaluating potential 
circuit topologies and layouts. A number of potential SRAM cell schematics and 
layouts are shown in Figure 7.3, which were used in a 130 nm study [48].

The type 1 cell (see Figures 7.3a and 7.3c) is essentially a conventional (com-
mercial nonrad-hard) design with two-edge NMOS pull-down transistors and two-
edge NMOS access devices. Figure 7.3b shows a variation that separates the NMOS 
source from the substrate taps (i.e., allowing RBB). Since in SRAM arrays the well 
and substrate taps are placed in special tap rows (or columns for vertical well designs) 
RBB support does not add size to the cell, as shown in Figure 7.3c. Note, however, 
that in an RHBD IC these tap spacings must be considerably smaller to avoid SEL.

The type 2 SRAM cell employs annular NMOS pull down transistors and annular 
NMOS pass gates. The type 3 SRAM cell uses edgeless NMOS pull-downs and two-
edge PMOS access transistors (Figures 7.3e and 7.3f). The gate bias dependence of 
NMOS transistor TID degradation, where the leakage current increase is suppressed 
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162	 Radiation Effects in Semiconductors

when the gate is biased at 0 V so the electric fields do not repel the positive trapped 
charge toward the oxide/Si interface, suggests the type 4 SRAM cell (see Figures 7.3a 
and 7.3g). It has annular NMOS pull-down transistors and two-edge NMOS access 
transistors. This variation relies on that fact that most of the time all but one SRAM 
WL are deasserted at 0 V.

The type 2 through type 4 cells include PMOS guard rings between the NMOS 
transistor drains and the n-well to limit TID-induced leakage between the two. No 
guard rings are used to limit leakage between the NMOS drains at different poten-
tials in any of the cell designs investigated. For instance, in the type 4 cell shown 
in Figure 7.3g, the NMOS pull-down sources, at VSS, are near the access transistor 
drains and not separated by a p-type guard ring. If these guard rings are necessary, 
the cells must grow to accommodate them.

For each of the designs in Figure 7.3, simulations were used to determine write 
margins and read stability. Since write margin can be increased at the expense of read 
stability, the designs are optimized by minimizing total transistor width at similar 
write margin but forcing read stability to meet the baseline set by the foundry SRAM 
cell. This analysis assumes that the total cell size is proportional to the required 
transistor widths.

7.3.3.1 C onventional Two-Edged Transistor Cell (Type 1)
In a conventional SRAM design where all transistors are two-edged, all devices can 
be drawn at or near minimum width as in the commercial foundry cell. The large 
NMOS to PMOS mobility ratio and use of minimum width PMOS pull-ups provide 
adequate write margin. Adding a guard ring to mitigate SEL and TID-induced NMOS 
drain to n-well leakage increases the cell size by about 20%, as evident in Figure 7.3d. 
If guard rings are unnecessary, standard production SRAMs employing even tighter 
design rules and smaller cell size can be used—the foundry supplied 130 nm cell is 
27% smaller than the cell in Figure 7.1c, which is drawn to the logic layout rules.

7.3.3.2  Annular NMOS Based SRAM Cell (Type 2)
The simple analysis shows that using a conventional cell with four annular NMOS 
and two PMOS transistors results in a total transistor width approximately 7× that 
of the conventional two-edge cell at the same write margin and read stability. While 
annular NMOS layout eliminates the source-to-drain leakage path formed at the shal-
low trench isolation (STI) to channel interface, their greater minimum size increases 
the preirradiation cell leakage commensurately. One potential design is shown in 
Figure 7.5. This cell, implemented on a 90 nm foundry bulk CMOS technology, is 
5.1 times the size of the foundry cell, which uses tighter SRAM design rules, and 3.6 
times the size of a cell drawn to the same (90 nm) logic design rules. Of this, about 
20% of the size is attributable to providing portability between process versions, 
which have different gate lengths. Thus, the cell could have been 20% smaller if 
portability were not a requirement. Another 20% is attributable to the guard rings, 
similar to the impact on the 130 nm cells previously described. The aspect ratio helps 
this, since the p-type guard rings are oriented vertically. The wide cell increases the 
critical node spacing in the key horizontal dimension, making a column group wider, 
with the same n:1 Y multiplexing.
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The particular RHBD NMOS layout choice also affects the transistor leakage. 
For the “ring” topology used in the NMOS transistors in Figures 7.3f, 7.3g, and 7.5, 
placing the transistor drain inside the ring and source outside minimizes the area 
used as the sources can be shared between cells or transistors within the cell. Extra 
guard rings are then unnecessary. Transistor IDS versus VDS measurements of ring 
gate transistors show 3× greater IOFF and reduced IDSAT with the source inside the ring 
[48]. The former is due to much higher drain-induced barrier lowering (DIBL) that is 
a function of the drain/gate versus source/gate interface widths. It is therefore impor-
tant when determining stability to account for the specific gate geometries used and 
their particular IDS versus bias characteristics. Standard foundry transistor models do 
not provide this level of modeling detail, particularly for the edgeless gate geome-
tries, so appropriate test transistor arrays must be used for modeling and validation.

7.3.3.3 P MOS Access Transistor SRAM Cell (Type 3)
The TID immunity of two-edge PMOS transistors on modern processes suggests 
their use as the SRAM access transistors. However, to write the cell, the PMOS pass 
transistors must overpower the NMOS pull-downs, which is made difficult by the 
large NMOS/PMOS mobility difference. Consequently, using annular NMOS pull-
downs implies wide PMOS access transistors as shown in Figure 7.3f. In this cell a 
NMOS long-channel “ring” gate pull-down transistor is used to make it as weak as 
possible, as the channel comprises only one edge of the NMOS transistor and has a 
long channel length, L, and narrow width, W, for a low WL ratio. The SRAM cell area 
is still large. One advantage of the large NMOS gate area is increased capacitance 
and thus increased Qcrit. For the conventional bulk CMOS processes used here, this 
cell is very large and has sufficient drawbacks that further analysis is unnecessary. 
Future processes may incorporate so-called hybrid orientation transistors (HOTs) 
that promise similar PMOS and NMOS mobilities [49]. For such a fabrication pro-
cess, this cell topology may be very good.

7.3.3.4 �T wo-Edged NMOS Access Transistor SRAM Cell 
with Annular Pull-Down Transistors (Type 4)

Using two-edged NMOS access transistors (NP0 and NP1 in Figure 7.3a) and annu-
lar pull-down transistors N0 and N1 is an interesting alternative since the WL is 
high for only the row being accessed. A low gate voltage minimizes TID-induced 

Figure 7.5  Full edgeless 90 nm NMOS SRAM cell layout. This cell is 5.1x larger than 
the smallest available foundry cell on this 90 nm process, due to compatibility with the LSP 
version with longer gate length, p-type guard rings, and annular NMOS gates.
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164	 Radiation Effects in Semiconductors

leakage at the transistor edges, and this is the bias condition on access transis-
tors NP0 and NP1 over 99% of the time. This cell has good stability and write 
margin even for narrow access transistor widths. Cell size is reduced, as shown 
in Figure 7.3g, but is still significantly larger than the conventional SRAM cell. A 
drawback to this configuration is that, depending on the layout, the access transis-
tor source and drain nodes may be difficult to shield from the other cell transistors 
using guard rings. Fortunately, on sub-150 nm processes, this TID component may 
be tolerable or mostly mitigated by avoiding polysilicon crossing from n+ to n-well 
diffusions [50].

7.4 SN M Test Structure

Since read stability is so important and since it is unlikely that an RHBD IC designer 
will be able to include RHBD SRAM cells on the process development test chips as 
the standard foundry cells are, appropriate test structures to rapidly determine the 
cell quality are essential. A test structure that allows direct measurement of the static 
noise margin of individual SRAM cells is shown schematically in Figure 7.6. It is 
based on the standard SRAM array and can be integrated with a production design. 
To allow accurate analog signal propagation, two supply voltages, VDD and VDD_CELL, 
are used. VDD is independent of VDD_CELL allowing the gate overdrive of the cell and 
access devices to be controlled independently. By applying VDD > VDD_CELL, the resis-
tance of the analog signal path multiplexers is reduced, limiting their affect on the 
measurements. During the test, nodes WL and the access multiplexer enables are 
asserted high. The high WL voltage allows single-ended writes of the SRAM cell, 
unlike the normal operating condition, where writes must be differential. The test is 
DC, so there is no time dependence in the measurement. Consequently, the BL and 
BLN voltages, when used as outputs, accurately represent those of the SRAM cell 
storage nodes C and CN, respectively. Thus the circuit allows direct measurement of 
the as-fabricated SRAM cell p-n ratios through observation of the switching points 
when driving the BL (or BLN) high or low.

An analog multiplexer under software control is used to connect the test struc-
ture to a digital to analog converter. The multiplexer allows switching either the BL 
or BLN attached to the FPGA driver, with its complement BLN or BL attached to 
the analog to digital converter to measure the cell state. The measurements can be 
made with the device under test (DUT) inside the Co-60 irradiator so measurements 
versus TID can be made in situ, allowing determination of the TID impact on the 
individual SRAM cell read and write characteristics. Measuring the DUT in situ, 
that is, while being irradiated, avoids relaxation of the TID effects that would occur 
when removing the device from the irradiator to make a measurement. Measured 
TID results from unhardened and hardened SRAM cells are presented in the fol-
lowing section.

7.5 E xperimental TID Testing Results

Test die were fabricated on both 130 nm and 90 nm CMOS bulk processes at the 
same foundry. The test die included both SRAM arrays and transistor test structures. 
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The latter are laid out in the SRAM cell layouts, so the results are representative of 
the device responses that would occur in the actual SRAM arrays. SRAM test struc-
tures with annular pull-down transistors (type 4) were also fabricated.

A 90 nm 1.2 Mb SRAM design fabricated on a low leakage (low standby power) 
variation of the process can provide a baseline for the discussion [17]. This SRAM 
exhibited a 131 times increase in ISB after irradiation to 1 Mrad(Si), as shown in 
Figure 7.7. Note, however, that significant leakage increase does not occur until after 
300 krad(Si), which may be sufficient for many spaceborne IC applications. The 
design is fully functional despite this large leakage increase after a 1 Mrad(Si) dose. 
While prior SRAM designs have failed at relatively low TID levels [16] careful cir-
cuit design can avoid this. In general, since size scaling requires increasing doping 
levels and VDD scaling requires lower Vth to maintain gate overdrive, smaller geome-
try processes exhibit less TID-induced ISB increases. The higher IOFF and Igate leakage 
currents in more highly scaled processes tend to mask what TID-induced increase 
there is until higher doses.
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Figure 7.6  90 nm test array allowing measurement of individual cell margins. (Reprinted 
with permission from Xiaoyin Yao, Hindman, N., Clark, L.T,; Holbert, K.E., Alexander, D.R., 
Shedd, W.M., “The impact of total ionizing dose on unhardened SRAM cell margins”. IEEE 
Transactions on Nuclear Science, Volume: 55 Issue: 6, 3280–3287.)
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166	 Radiation Effects in Semiconductors

It is important to know the exact SRAM cell organization to apply the worst-case 
TID conditions. In particular, horizontally adjacent cells may have adjacent NMOS 
diffusions biased the same or differently with a solid or checkerboard pattern. This 
is not just a matter of geographic cell location but also a function of whether the BL 
and BLN are stepped or folded in the layout. For example, the 90 nm SRAM uses 
a pattern BL0 BLN0, BL1 BLN1,…BL7 BLN7. However, the 130 nm design uses 
BL0 BLN0, BLN1 BL1,…BLN7 BL7. In the former case, a solid array pattern of all 
1’s or 0’s is the worst case for TID leakage increase, while in the latter a physical 
checkerboard is. Finally, the physical and logical organization can be quite different, 
so knowledge of the physical layout is critical here, as it is in choosing appropriate 
production SRAM test patterns.

7.5.1  Impact of VDD Bias on TID Response

The 1.2 Mb 90 nm SRAM, fabricated on the foundry LSP process version, irra-
diation results were already described. Additionally, 5 kB SRAM test arrays were 
fabricated on the standard process version that supports the shorter gate length. 
The test SRAMs include an array without RBB and an array with RBB capability, 
with the latter configured with node SOURCE (see Figure 7.3b) biased at VSS during 
these initial irradiations. Two bias conditions, VDD = 1.0 V and 1.3 V, were used (see 
Figure 7.8). The ISB is normalized to the initial values for each die, which exhibit 
substantial (and expected) die to die variations. The VDD = 1.3 V TID-induced ISB 
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Figure 7.7  90 nm 1.2 Mb conventional (non-hardened) SRAM TID results. The increase 
at 1 Mrad(Si) for the array in the state opposite that when irradiated, shows a 131x increase 
in standby IDD (ISB) for this device fabricated on the LSP process version. (Reprinted with 
permission from Xiaoyin Yao, Hindman, N., Clark, L.T., Holbert, K.E., Alexander, D.R., 
Shedd, W.M., “The impact of total ionizing dose on unhardened SRAM cell margins.” IEEE 
Transactions on Nuclear Science, Volume: 55 Issue: 6, 3280–3287.)
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increase of 75x is 1.8x times the TID-induced increase at VDD = 1.0 V. This indicates 
that if sufficient SEU tolerance can be provided, there is substantial TID response 
benefit to low VDD operation. The TID leakage increase at 1 Mrad(Si) is larger on the 
LSP process is in whole or part due to the substantially lower original leakage.

7.5.2  Impact of TID on Cell Margins

Using the previously described test structure in Section 3.4 (see Figure 7.6) a 90 nm 
LSP 4 kB test array of unhardened SRAM cells was exposed to Co-60 radiation at an 
approximate rate of 20 rad/sec [17]. During this exposure, the BL switch points were 
measured continuously, and during irradiation (after each measurement switched 
the cells) the cells were rewritten to the state where node C is 0 V and node CN is 
1 V. The BL switch point response versus the applied dose is plotted in Figure 7.9, 
where the SRAM node is being pulled high by the BL. It is unaffected until about 
300 krad(Si), where TID-induced leakage becomes significant compared with the 
inherent leakage components, consistent with the full SRAM results in Figure 7.7. 
The TID impact on the measured switching voltage and hence cell write margins 
saturates near 1.5 Mrad(Si).

At doses of 1.5 Mrad(Si) and 3.0 Mrad(Si) both the BL and BLN switch points 
were measured, indicating a strong downward shift in the BLN switch point across 
the cells, again indicative of a shift in the cell effective p-n ratios due to the irradia-
tion. The cells were irradiated with the gate of transistor N0 high, and as expected 
this device exhibits the most degradation, that is, increased leakage due to TID. The 
SRAM access transistors, NP0 and NP1, are assumed to be largely unaffected, since 
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Figure 7.8  Measured effect of VDD on the TID induced standby IDD (ISB) increase in 90 nm 
5kB SRAM array fabricated on the standard process. The 2 Mrad(Si) value is 75x the initial 
ISB. (Reprinted with permission from Clark, L.T.; Mohr, K.C., Holbert, K.E., Xiaoyin Ya, 
Knudsen, J., Shah, H,. “Optimizing radiation hard by design SRAM cells.” IEEE Transactions 
on Nuclear Science, Volume: 54 Issue: 6, 2028–2036.)
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168	 Radiation Effects in Semiconductors

they have 0 V gate bias most of the time. One key observation is a lower BLN voltage 
required to write the cell state, indicating diminishing write margin—that greater 
drive is required to write the cell in this direction over time. This result, consistent 
with an increase in the drive of transistor N0, presents a possible failure mechanism 
due to TID.

The impact on the SRAM cell read margins is shown in Figure 7.10, which com-
pares the pre- and post-irradiation SNM as simulated by changing the leakage of 
transistor N0 to match the TID measurement results. The test structure does not 
allow direct measurement of the SRAM read SNM, which must be inferred from the 
write margin measurement results. To determine the impact of TID on the read mar-
gin response, the NMOS response was modeled from transistor TID measurements 
on the same process. Two responses with the degradation on each NMOS pull-down 
transistor were simulated independently. Immediately evident is the closing of the 
larger “eye” post-TID. In one case (the dashed lines), the initially weaker NMOS 
pull-down transistor is made slightly stronger by the TID-induced leakage, and the 
worst-case read SNM is slightly improved (from 58 to 59 mV). The read SNM on 
the other node is diminished to 53.7 mV (note the smaller “eye” at the top outlined 
by the thin lines) when the TID-induced increased leakage is on the initially stron-
ger NMOS pull-down transistor. Whether TID mitigation is necessary to maintain 
SRAM cell read margins is thus determined by the initial as fabricated margins—a 
larger cell with large margins may still be smaller than that required by annular tran-
sistor layout and guard rings, as well as the TID environment expected.

The TID switching point response versus irradiation dose of the RHBD cell of 
Figure 7.5 is shown in Figure 7.11. Since the leakage currents are completely miti-
gated, as indicated by ISB measurements versus TID, the switch points are stable 
up to 2 Mrad(Si). Clearly, allowing sufficient cell size, the RHBD techniques are 
effective.
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Figure 7.9  Behavior of sample 2-edge (unhardened) SRAM cell trip points vs TID. 
(Reprinted with permission from, Xiaoyin Yao, Hindman, N., Clark, L.T., Holbert, K.E., 
Alexander, D.R., Shedd, W.M., “The impact of total ionizing dose on unhardened SRAM cell 
margins.” IEEE Transactions on Nuclear Science, Volume: 55 Issue: 6, 3280–3287.)
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Figure 7.11  Sample SRAM cell trip points vs TID for the all annular 90 nm NMOS 
SRAM cell. No variation due to irradiation is measured for this cell.
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Figure 7.10  Simulated worst-case Monte Carlo derived read SNM pre and post-irradi-
ation. The thin solid and thin dashed lines show the post-irradiation SNM, while the thick 
grey lines show the pre-irradiation response. (Reprinted with permission from Xiaoyin Yao, 
Hindman, N.; Clark, L.T., Holbert, K.E., Alexander, D.R., Shedd, W.M., “The impact of total 
ionizing dose on unhardened SRAM cell margins.” IEEE Transactions on Nuclear Science, 
Volume: 55 Issue: 6, 3280–3287.)
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170	 Radiation Effects in Semiconductors

7.5.3 T ype 4 Cell

In general, a worst-case experiment uses a high NMOS gate voltage to maximize 
TID effects. However, this condition simply cannot occur on the NMOS access tran-
sistors in an SRAM, as the WL decoder ensures that only one can be active and then 
only during one clock phase. To validate that WL bias at 0 V for all unaccessed cells 
is sufficient to mitigate TID-induced leakage in the NMOS pass devices NP0 and 
NP1, experiments were made using test transistors fabricated on both the 130 nm 
and 90 nm processes. On the former, four 0.28 µm width, minimum length two-edge 
NMOS transistors connected in parallel with VDS = 1.2 V and VGS = 0 V, the relevant 
access transistor bias, exhibit TID-induced increase in IOFF less than 3 times after 
exposure to 500 krad(Si). A 1.5 µm effective width annular transistor (the minimum 
for this geometry) has 5 times greater IOFF current preirradiation than this narrower 
two-edge device. These experiments indicate that 130 nm SRAM cells using annular 
pull-down NMOS and two-edge pass transistors exhibit less total leakage current 
after exposure to 500 krad(Si), with less area than a cell using PMOS access transis-
tors. The same experiments were carried out on transistors fabricated on a 90 nm 
foundry process to 1 Mrad(Si) and indicate that for the off-state bias condition, the 
TID-induced IOFF increase is less than 2 times [47].

7.5.4 T ype 1 Cell with RBB—Array Design Considerations

The low WL activity factor makes annular gates less important for the SRAM 
cell access transistors, as already shown experimentally, but TID-induced leakage 
remains an issue if two-edge NMOS pull-down transistors are used. This can be 
mitigated by applying RBB or RBB + SC. By setting VDD to 1.2 V and the external 
VSOURCE to 0.7 V, the SRAM cells have 0.5 V VDS storing the SRAM cell state. The 
SRAM cell supply voltage can be varied by raising the NMOS sources (cell node 
SOURCE in Figure 7.3b) and row by row (SOURCE0 to SOURCE63 in Figure 7.12a) 
while maintaining the NMOS transistor bulk connection at 0 V. This allows RBB + 
SC to reduce the NMOS transistor leakage in the pull-down transistors N0 and N1 as 
well as significantly reducing IOFF in transistors NP0 and NP1 through negative VGS. 
Alternatively, since the channel surface potential is pinned, that is, the gate fields are 
unaffected by the bulk potential, VDD and VSOURCE can be raised to provide reduction 
in TID-induced leakage without affecting the VDS and hence cell Qcrit.

Low cell voltages during operation reduce TID effects, as already shown, but 
modern SRAM cells are not read stable at low voltages. Consequently, to employ 
reduced biases for TID mitigation the cell bias must be changed dynamically to full 
VDD during reads. The circuits providing this ability are shown in Figure 7.12. By 
driving the row SOURCE node to 0 V dynamically before the WL is selected, the 
SRAM cells in that row can be read without upset that might otherwise occur since 
SNM diminishes rapidly with decreasing VDD. Sufficient address setup time ensures 
that the row SOURCE node is driven to 0 V before the WL is asserted. The raised 
source structure was chosen since it can apply RBB with power supply collapse. This 
is applied dynamically to allow full read stability in the selected row. This configura-
tion can also simulate a triple-well SRAM by using the appropriate bias conditions, 
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Figure 7.12  The circuits providing dynamic RBB in the 130 nm and 90 nm SRAMs 
for NMOS transistor TID mitigation (a). The connections of the well and substrates for the 
periphery are shown in (b). A triple-well process allows continuous negative NMOS transis-
tor bulk bias (c). These well bias conditions were simulated in the arrays by applying high VDD 
to the peripheral circuits and raising VSS above the bulk voltage in some of the TID experi-
ments. (Reprinted with permission from Clark, L.T., Mohr, K.C., Holbert, K.E., Xiaoyin Yao, 
Knudsen, J., Shah, H., “Optimizing radiation hard by design SRAM cells.” IEEE Transactions 
on Nuclear Science, Volume: 54 Issue: 6, 2028–2036.)
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172	 Radiation Effects in Semiconductors

as shown in Figures 7.12b and 7.12c, by holding the bulk (p-substrate) at 0 V and 
making VSS and VDD 0.7 V and 1.7 V, respectively.

7.5.5 T ype 1 Cell with RBB—Transistor Level Measurements

Four 0.28 µm wide 130 nm minimum length NMOS transistors connected in parallel 
were irradiated with VDS = VGS = 1.2 V (VDD = 1.9 V), VS (the transistor source) = 0.7 V, 
and Vbulk = 0 V, the worst-case condition for the raised VSS TID mitigation scheme. The 
IOFF was measured preirradiation and after a total dose of 750 krad(Si). An operational 
SRAM will have data that change, so this was applied as 250 krad(Si) biased on (VG = 
VDD), 250 krad(Si) biased off (VG = VS), and then 250 krad(Si) biased on (VG = VDD). The 
130 nm NMOS transistors exhibit an 8× increase in TID-induced leakage, as opposed 
to over 200× increase for VDD = 1.2 V and no RBB applied, as shown in Figure 7.13. 
The pull-down transistors account for about 1/3 of the total leakage, so when this result 
is combined with the access transistor TID response, the SRAM cell will exhibit about 
3× IOFF increase after exposure to 750 krad(Si). The post-irradiation IOFF with VSB = 
0.7 V and VGS = VDS = 0.5 V is nearly one order of magnitude less than the preirradia-
tion IOFF at VSB = 0 V and VGS = VDS = 1.2 V. By using dynamic source biasing, a con-
ventional SRAM cell will exhibit less post-TID leakage than cells employing annular 
gates preirradiation. The ISB for this condition is lower at 1 Mrad(Si) than the preirra-
diation annular (type 4) SRAM. The voltage-collapsed SRAM with RBB applied has 
lower ISB at 1 Mrad(Si) than the conventional two-edge transistor SRAM (type 1) cell 
has preirradiation. We attribute the annular (type 4) SRAM cell ISB increase to leakage 
under the field oxide at the two-edge access transistors, since, as mentioned, no cells 
had guard rings between adjacent n-type source and drain diffusions.

7.5.6 T est SRAM Designs and Experiments

The 5 kB RHBD test SRAMs implemented in 0.13 µm bulk CMOS contain 4 kB for 
data and 1 kB for EDAC parity bits. A single 40-bit read and write port is organized 
as 32 data bits plus 8 EDAC bits. EDAC protects against SEU in the array while dual 
redundant control lines are used to detect and prevent SET data corruption due to word 
line SET, described as follows. The 90 nm SRAM design uses similar circuits to apply 
RBB and supports the same (40, 32) single error correct, double error detect EDAC. 
Both interleave the storage bits by 8 cells to avoid multiple bit error upsets in the same 
EDAC code word. The 90 nm design does not mitigate SET-induced errors.

In commercial designs, the most important leakage-induced failure is the case 
where during a read operation, a single bit is driving the BL high, but leakage on the 
other cells is driving the same BL low, significantly slowing the BLN – BL voltage 
signal development. If the total BL leakage approaches the cell read current, small 
signal differential sensing may fail. This is even more important in memory designs 
that use single-ended sensing, since the output high bit-line node may register as a 
logic 0 after being discharged by leakage within the timing window. This failure 
mechanism is avoided in the designs here by using full swing differential sensing 
and relatively short BLs with 64 cells attached as well as the high ION/IOFF ratio of 
the foundry process.
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The 90 nm SRAM design uses cross-coupled NAND gate set-reset latches to 
sense. This allows a robust timer-free sense, eliminating one timing signal that 
could otherwise be upset by a SET. The SRAM cell high node provides current 
through the on pass transistor (NP0 in Figure 7.3) clamping the BL reading a logic 
“1” at approximately VDD – VtN. Meanwhile, the BLN reading a logic ‘0’ discharges 
completely to VSS. The 130 nm design uses bit-line keepers to hold the non-dis-
charging bit-line to VDD.

7.5.7 T ype 1 Cell with RBB—SRAM Measurements

Triple well processes, which are common, allow RBB to be applied statically without 
collapsing VDS (see Figure 7.12c). Full cell VDS maintains the cell Qcrit, allowing better 
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Figure 7.13  Co-60 irradiation results of different SRAM cell ISB responses. Note that the 
type 4 cell, which has annular NMOS pull down transistors, has higher ISB pre-irradiation 
than the type 1 with RBB and full VDS post-irradiation. The higher pre-irradiation leakage of 
the type 4 eliminates much of its advantage over the type 1 (unhardened) cell. The type 4 cell 
has leakage increase attributable to the lack of guard rings blocking STI leakage paths. The 
type 1 with RBB+SC has little leakage increase and reduced ISB at all dose levels. (Reprinted 
with permission from Clark, L.T.; Mohr, K.C., Holbert, K.E., Xiaoyin Yao, Knudsen, J., 
Shah, H., “Optimizing radiation hard by design SRAM cells.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 6, 2028–2036.)
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174	 Radiation Effects in Semiconductors

SEU response. The effect of this bias condition on TID response was investigated in 
an experiment comparing the 130 nm SRAM TID performance on a nontriple-well 
process with VDD = 1.9 V, VDS = 1.2 V, and VSB = 0.7 V (referring to Figure 7.12, VDD = 
1.2 V and VSOURCE = –0.7 V) to the case without RBB. The experimentally measured 
SRAM array ISB versus irradiation level on the 130 nm test chip (Figure 7.14) also 
clearly shows that RBB is a viable approach to mitigate TID-induced increase in ISB 
up to 1 Mrad(Si). Since measuring ISB encompasses all leakage components, both 
IOFF and conduction under the STI field oxide is mitigated by RBB. This allows the 
use of the foundry cells. Both RBB and RBB + SC improve ISB compared with the 
standard bias and RBB + SC reduces leakage sufficiently such that the total ISB of the 
array drops below that of the SRAM control logic, indicated by the dashed line at the 
bottom of Figure 7.14. The control logic was not reverse-body biased. Consequently, 
further decreases in SRAM array ISB will not provide significant improvements in 
the overall SRAM static power unless all circuits have RBB applied.

Note that using RBB + SC allows the post-irradiation leakage to be less than the 
preirradiation leakage without it. On this 130 nm SRAM, some single-bit failures 
were observed for the standard bias condition starting at 725 krads(Si), indicating that 
increased leakage currents had destabilized some of the SRAM cells, presumably 

Figure 7.14  130 nm SRAM array ISB vs. TID and irradiation bias for chips irradiated with 
and without RBB, and with RBB+SC. ISB was measured at the irradiation bias. Irradiation 
was performed with the array programmed to a checkerboard pattern, and ISB measured 
with the same [triangles] and opposite [squares] patterns. (Reprinted with permission from, 
Mohr, K.C., Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with high speed SET and 
area efficient TID mitigation.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 
2092–2099.)
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those that were least stable to begin with. No failures were observed for the RBB + 
SC bias up to 1 Mrad(Si).

This TID mitigation approach was also investigated on a 90 nm bulk CMOS 5 
kB SRAM using two-edged transistor cells. Test SRAMs were irradiated with VDD 
= 0.9 V (the non-RBB case, i.e., with VSB = 0 V) and with VDD = 1.6 V and node 
SOURCE—the source of the SRAM NMOS pull-down transistors (N0 and N1 in 
Figure 7.3b)—at 0.7 V and the p-type bulk at 0 V (the RBB case). This latter bias 
condition applies a 0.7 V NMOS RBB with the cell VDS = 0.9 V, the same as the non-
RBB case. The SRAM array SOURCE node (see Figure 7.12a) current was measured 
with all 1’s and with all 0’s stored in the array to determine the NMOS pull-down 
transistor IOFF pre- and post-irradiation for both cases. The SRAM was written with 
all 1’s during irradiation. The measured results are shown in Figure 7.15 for TID up 
to 1 Mrad(Si) [47]. While the non-RBB SRAM ISOURCE increases by 10× for array 
data opposite to that during irradiation, no increase is observed in the RBB ISOURCE 
at that irradiation level. Between 0 and 500 krad(Si), the high intrinsic leakage delays 
the onset of noticeable TID impact to higher irradiation.

The same measurements with irradiation at VDD = 1.6 V and node SOURCE = 
0.6 V are shown in Figure 7.16 [47]. ISOURCE with RBB of 0.5 V and 0.6 V shows the 
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Figure 7.15  Measured current on the RBB two-edge 90 nm SRAM SOURCE node (IOFF 
through the pull down transistors) after Co-60 irradiation to 1 Mrad(Si) with VGS = 1.0 V and 
RBB using VSB = 0.7 V in the State = 1 condition. Measurement biases are given in the legend. 
A large increase in IOFF is evident, exacerbated when the measurement is in the opposite state. 
Application of RBB fully mitigates the IOFF increase. (Reprinted with permission from Clark, 
L.T., Mohr, K.C., Holbert, K.E., Xiaoyin Yao Knudsen, J., Shah, H., “Optimizing radiation 
hard by design SRAM cells”. IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 
2028–2036)
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176	 Radiation Effects in Semiconductors

sensitivity to the amount of RBB bias applied. The cell VDS = 1 V for both cases. Two 
key points are evident. First, the applied RBB strongly affects the measured IOFF. 
Thus, RBB does not mitigate the trapped charge or TID-induced interface traps; it 
merely raises the parasitic edge transistor Vth sufficiently to alleviate the increased 
leakage. Second, the current required by node SOURCE can decrease with TID. 
This suggests that current can be delivered by another path separate from the VSOURCE 
node. This current path is clearly dependent on the SRAM cell state during irradia-
tion, despite its symmetrical nature.

The reduction in ISOURCE at high TID suggests that the cell bias current is being 
fed from a path other than the test chip pin (see Figure 7.16). This is surmised to 
be due to leakage under the STI from a VSS node to the SOURCE node. The small 
magnitude of the current difference between the two cell states suggests that this 
will not limit chip level ISB. Previous work has reported that the SRAM source can 
be completely floated without the SRAM losing state [51]. This was proven on our 
90 nm SRAM as well—gate leakage is sufficient to maintain the bias in a standby 
mode. ISB measurements of irradiated NMOS transistors suggest that much of the 
large leakage increase in the 5 kB arrays is under the STI between n-type diffusions, 
such as between NMOS drains and the n-well. This further validates the conclusion 
that the RBB is effective in mitigating this leakage component in the 90 nm process 
and that this under STI component is responsible for the slight ISOURCE at high TID. 
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Figure 7.16  Measured SRAM ISOURCE on the 90 nm 5 kB SRAM. The part was irradi-
ated with VSOURCE – VSS = 0.6 V and VDD = 1.6 V (SRAM cell VDS = 1.0 V). (Reprinted with 
permission from, Clark, L.T., Mohr, K.C., Holbert, K.E., Xiaoyin Yao, Knudsen, J., Shah, H., 
“Optimizing radiation hard by design SRAM cells.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2028–2036.)
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Figure 7.16 also clearly shows higher ISB for arrays measured without RBB but irra-
diated with it. This response, similar to that of the 130 nm SRAM, indicates that 
the RBB does not mitigate STI interface charging or trap formation but that the net 
effect is again mitigated by the RBB application.

7.5.8  90 nm Transistor-Level Response

Two-edged transistor arrays were also measured pre- and post-irradiation to help 
determine details of the TID leakage increase in the SRAMs. These arrays have the 
same narrow width NMOS transistors as the SRAM cells. The NMOS transistor 
arrays were irradiated with 0.7 V RBB applied and VDS = 0 V and with no RBB and 
VDS = 0 V with high transistor gate voltage applied (i.e., VGS = 1.0 V) to determine the 
worst-case response. The results of measurements with RBB applied during irradia-
tion but with VSB = 0 V during the measurement sweeps showed that application of 
RBB during irradiation subtly enhances the increase in transistor IOFF due to TID. 
Since only one SRAM row is accessed at a time, the impact of a higher IOFF in the 
non-RBB condition is negligible and RBB application reduces the leakage by much 
more than the actual STI oxide degradation.

When irradiated, the measured SRAM cell leakage increase is greater than the 
NMOS transistor IOFF increase experimentally measured on transistors. If the pri-
mary SRAM TID effect was increased parasitic NMOS drain to source leakage 
increase, the transistor increase would be higher than that of the SRAM. Since no 
p-type guard rings were used (all SRAM cells use the layout in Figure 7.3c), this sug-
gests that leakage under the STI field oxides is a significant contributor. Subsequent 
work has shown that the field-oxide FET formed by the polysilicon bridging from the 
NMOS transistors to the n-well are a dominant TID-induced leakage path [50].

When used to reduce circuit standby leakage, the actual leakage improvement can 
be limited by both gate leakage and by drain-to-source leakage at the drain edge, 
either IGIDL or IZENER [52]. All are direct band-to-band tunneling effects—the former 
through the thin oxide and the latter two due to sharp band bending caused by the 
steep doping profile at the drain-to-bulk transition region. The steep doping profiles 
are from halo implants used to control short channel effects [45,53]. Since the RBB 
bias creates higher drain-to-bulk bias conditions, it is important to determine if this 
leakage component will limit the available improvement that can be provided by 
using RBB. For example, if the IZENER increase with RBB is larger than IOFF, RBB 
application will actually only mask TID-induced leakage by increasing the baseline 
value. Experiments on the 90 nm foundry process showed that this was not the case. 
Since doping increases exponentially as processes are scaled and the precise fields 
are process dependent, RBB TID mitigation on future processes may be limited by 
this mechanism.

7.6 Si ngle-Event Effects in Unhardened SRAM

SEE was investigated on the 1.2 Mb unhardened SRAM using the ion beam at the SEE 
facility at Texas A&M University. Since no SET mitigation techniques are used, this 
design provides a baseline for comparison with a SET mitigated design. This design 
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178	 Radiation Effects in Semiconductors

uses small signal sensing and conventional circuits commonly used in commercial 
SRAMs, with two exceptions. First, tighter well and substrate tap spacing to avoid 
SEL in the beam testing was used. Second, RHBD I/O was used to avoid test failures 
due to the TID-induced I/O failure before the core TID effects could be seen.

Figure  7.17 shows some measured SEU patterns for the LET = 59 MeV-cm2/
mg beam normal to the surface of the die (0° angle) with different stored patterns. 
Each strike is noted by one of eight different colors. The MBU detection algorithm 
assumes that bits more than eight cells apart are from different strikes, as the cycle 
count may not be indicative because multiple particles may strike between read 
sweeps through the array. Note the prevalence of MBUs. Figure 7.17a shows that for 
checkerboard patterns diagonal upsets predominate. This is due to the cell nodes 
storing the same logic one or zero being on the diagonal—for a hit between them, 
both can collect charge and be upset by one particle strike. Note that this can occur 
for both PMOS and NMOS collection, but referring to Figure 7.3c for strikes at 
opposite ends of the cells. The figure also clearly shows one row completely upset. 
This is due to an SET-induced WL assertion, which wrote the BL values into the 
cells. Luckily, the test pattern had alternating rows of 010101…. and 101010… (since 
it is a checkerboard) so this error could be caught. Figure  7.17b shows the pat-
tern measured with vertical stripes programmed into the array, while Figure 7.17c 
shows the resulting patterns from a solid 0’s pattern. In the latter, since the bit-lines 
alternate as BL, BLN, BLN, BL, up to four adjacent diffusions may collect charge 
simultaneously, as evident. Stripes predominate in the stripes case. The likelihood 
that a strike generates an MBU is thus dependent on the stored data pattern, with the 
likelihood of a four-bit upset rising from under 5% for the checkerboard and stripe 
patterns to over 16% for the solid pattern. No. 5 bit upsets were detected for the 
two former cases, but they comprised over 15% of the strikes in the solid pattern 0° 
angle tests at the same LET. Again, knowing the exact physical organization of the 
array down to whether cells are tiled or folded in the horizontal direction is critical 
to accurate SEU analysis.

How many bits are upset by a given strike versus beam incident angle with the 
checkerboard pattern, again at LET = 59 MeV-cm2/mg, is shown in Figure 7.18. Here, 
one- and two-bit upsets predominate at normal incidence, while at 42° the majority 
of hits upset two or more cells. At the higher angles (see Figure 7.18d) most hits are 
two-bit MBU, with up to five bits upset by one particle strike.

Figure 7.19 shows the measured SRAM cell cross section versus effective LET 
(LETeff) at different VDD voltages. As expected, since increasing VDD raises the cell 
Qcrit, the cross section diminishes with increasing VDD at low LET. However, at high 
VDD, as indicated by the points connected by lines, the cross section rises consider-
ably at LETeff above 70 MeV-cm2/mg. This is due to enhanced charge generation 
from amplification by parasitic bipolar transistor action, which can cause very large 
MBU extents, particularly down SRAM wells [54].

7.7 Si ngle-Event Effects Mitigation

In this section, the SEE mitigation circuits implemented in the 130 nm design and 
their operation are described.
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(a)

(b)

(c)

Figure 7.17  MBU extent vs. stored memory patterns observed in testing the unhardened 
1.2Mb 90 nm SRAM at normal beam incidence for checkerboard (a) stripes (b) and all zeros 
(c) patterns, respectively. Note the entire row disrupted, presumably by a SET that in turn 
asserted a WL, which overwrote the contents.
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180	 Radiation Effects in Semiconductors

7.7.1  130 nm SRAM Design with RBB + SC Support and SEE Mitigation

As mentioned already, the 130 nm 5 kB RHBD SRAM used dual redundant control 
lines to detect and prevent SET data corruption due to control or word-line SET. The 
dual redundant control logic SET mitigation used here imposes no absolute maxi-
mum clock frequency limits and allows operating frequencies above 500 MHz in 
this implementation.

Each row in the SRAM array is controlled by one of 128 dual redundant WL driv-
ers labeled L for left and R for right (Figure 7.20). Separate decoders provide SelLx 
and SelRx with timing set by WL enable signals RowENLx and RowENRx, respec-
tively. Each left dual redundant driver for row x controls the WLLNx, and, in part, 
the SOURCEx signals for one row. The redundant drivers are spatially separated to 
reduce the probability of a single ionizing particle strike affecting both of them. The 
test array uses RBB + SC (optionally RBB) to determine its value for TID mitigation 
on this 130 nm process.

As previously described, when a row is inactive it is biased to the higher VSOURCE 
voltage that applies the RBB as the NMOS bulks are all at VSS = 0 V. During a read 
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Figure 7.18  The effect of particle angle on MBUs in the unhardened 90 nm 1.2 Mb 
SRAM. At 0° one and two bit upsets predominate, with few three and four bit upsets (a). As 
the angle increases to 42°, a larger number of three bit upsets occurs (b), until at 53° (c) and 
65° (d), MBUs predominate.
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Figure 7.20  SRAM row design. Each subgroup of 8 bits is driven by two local WL driv-
ers. The left side row driver (not shown) is an exact mirror image of this one, but drives 
WLbarL.
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Figure 7.19  90 nm 1.2 Mb SRAM cross-section vs. LETeff. Note that at low LET, the cross-
section is higher at lower VDD. At very high LET, higher VDD increases the cross section.
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182	 Radiation Effects in Semiconductors

or write cycle, SOURCEx is driven to VSS through transistor M1a to ensure read sta-
bility and fast writes. The row drivers must be immune to an SET that could cause 
the SOURCEx node voltage to rise above VSOURCE, which would collapse the SRAM 
cell supply voltage, potentially upsetting the stored state in the entire row. SETs 
that drive the SOURCE node voltage low are not a concern as they momentarily 
increase that row’s SRAM cell supply voltage magnitude. To avoid a strike raising 
a row’s SOURCE bias node SOURCEx, it is connected to only n-type diffusions. 
These can collect only ionizing radiation-deposited electrons and thus drive only 
SOURCEx to a lower potential. Strikes on upstream logic that controls the bias are 
also a concern. For example, referring to Figure 7.20, enabling transistor M1a in one 
of the two redundant row drivers and M1d in the other creates contention between 
them. In this case, SOURCEx takes on an intermediate voltage between VSS and 
VSOURCE, reducing read speed and margin. Two approaches are taken to ensure that 
this does not affect functionality. First, the M1a and M1c transistors are sized wider 
than M1b and M1d, keeping the contention voltage low. Second, this SOURCEx 
contention condition bias value is used as the worst-case when determining read 
margin and speed.

To avoid an ionizing particle strike asserting an inactive WL signal during a read 
operation, as discussed in Section 2.1.2, the design uses two redundant active low 
WL signals per row, labeled WLLNx and WLRNx, which in turn control 40 local 
WL (labeled WLlocal) signals in each row (see Figure 7.20). WLRNx is driven by 
the right row driver and signal WLLNx by the left row driver. These two redundant 
signals are combined locally every eight bits, driving the WLlocal signals, which 
control eight SRAM cells. An SET assertion of a single WLlocal signal corrupts at 
most eight bits. Since each of the eight bits resides in a different EDAC code word, 
all eight-bit errors are correctable. Unlike the design in Figure 7.1b, which could still 
activate all local WLs by incorrectly asserting the global WL due to an SET, if either 
the WLbarL or WLbarR signal is corrupted due to an SET, a contention condition is 
created in the local WL driver inverters. The transistor sizing in the local WL drivers 
ensures that under contention the WLlocal signals will not rise to a high enough volt-
age to write the SRAM cells they control. Consequently, an SET enabled WL signal 
in a row that is not active cannot cause a false write. This local WL driver circuit was 
chosen over an AND gate because it is smaller. An erroneously disabled WL signal 
is detected, as described in this section, allowing the write or read operation to be 
repeated. Of course the controlling circuitry micro-architecture must comprehend 
this condition by buffering write data for a retry and by appropriately rerunning the 
operation as needed.

A SET-induced WL assertion is detected by two additional columns connected 
only to WLLN or WLRN signals rather than the local word-lines. These cells always 
discharge the BLs in their column and are read on both read and write operations. 
One of WLbarL or WLbarR incorrectly asserted is indicated by either being incor-
rect. In this case, the cycle is repeated. Of course a “false positive” error can be 
induced by an ionizing particle strike on the BL itself, in which case the data is cor-
rect, but rewritten nonetheless. BL development is much faster during a write, owing 
to the stronger write drivers, than during a read. This ensures that a write has been 
successfully completed if both WLchk outputs are valid.
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7.7.2  SRAM Column Circuits

Similar to the WL protection, dual redundant column decoders generate the Y 
multiplexer control signals ColEnLWy and ColEnRWy for each of 16 words y (eight 
above and eight below the column sense and write circuits). Two decoders—one 
on the left and one on the right—form a dual redundant pair, with one pair for 
each of the top and bottom subarrays. There are sense and write circuits in each 
column of this design. The ColEnL and ColEnR signals are combined as shown 
in Figure 7.21. If either control signal is corrupted, an incorrect write cannot be 
generated, but a valid write may be aborted. Such a write abort is detected since 
the write data are monitored by the read sense circuits as they are being driven onto 
the bit-lines. These data are sampled at the end of the operation clock phase and 
compared with the data to be written. Any difference triggers an error, allowing the 
write to be repeated.

The read sensing is single ended using full-swing bit-lines. Both BL and BLN 
signals are sensed by high skew tristate inverters as shown in Figure 7.21. The out-
puts of these tristate inverters form the column (Y) output multiplexer. A SET that 
asserts one inadvertently will upset at most one output bit, which the EDAC will 

BL0

DataWrN

ColEnLW0

Pl Kl K2 P4

PrechRN

Data Wr

ColEnRW0

Write/Sense

BL8 BLN8 BL9 BLN9 BL15 BLN15

DataOutN

DataOut

BLN0 BL7 BLN7

P2 P3PrechLN

Figure 7.21  BL redundant pre-charge transistors, cross-coupled keeper PMOS transistors 
and sixteen-to-one 1-bit column multiplexer with redundant select and write control. If a pre-
charge fails to turn off due to an SET, this condition is detected by the read/write detection 
columns.
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correct. Dual redundant signals ColEnLW0 and ColEnRW0 enable DATAOUTN 
and DATAOUT, respectively, if word 0 is being read. If either of the ColEnLW0 or 
ColEnRW0 signals is corrupted due to an SET, the DataOut and DataOutN signals 
in a column will match (i.e., one not reflecting the discharged BL as appropriate), 
signaling that the read must be repeated. EDAC may also detect this but cannot be 
guaranteed to do so. Other dynamic BL read errors caused by SETs (e.g., on the pre-
charge signals PrechLN and PrechRN) are detected similarly.

Cross-coupled keeper transistors K1 and K2 shown in Figure 7.21 ensure that 
once the bit cell discharges either of the two bit-lines, the opposite line maintains a 
full rail logic “1.” Dual redundant precharge circuits preclude SET events from deas-
serting both PrechLN and PrechRN during BL precharge cycles.

7.7.3  SRAM Operation with RBB + SC

Figure 7.22 shows a simulated read cycle followed by a write cycle. The SRAM 
reads and writes in the low clock phase, with BLs precharged in the high clock 
phase. At about 1.5 ns node C voltage of the storage cell node holding a logic 0 tran-
sitions from the elevated SOURCE voltage to VSS in preparation for the read cycle. 
Note that this is controlled by the address input, and at lower clock frequencies this 
may occur much earlier. At 2 ns node C rises—this is due to the read current, which 
reduces the cell stability during a read, as discussed in Section 7.3.1. The first fall-
ing clock signal CLK edge initiates a read of a stored logic 0 resulting in each of the 
40 WLlocal nodes being asserted high, followed by the BL discharging and a logic 

Read Cycle Write Cycle

RD

WR

CLK

WLlocal

BLN0
BL0

CN

C

DataOut

DataOutN

0 2 4 6
Time (ns)

Figure 7.22  Simulation results showing the SRAM read and write cycles. Note the large 
BL read swing in the read cycle and in the write cycle, the BL discharge begins to discharge 
until the cell is written, whereupon it is restored by the BL keeper transistors.
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1 driven out on DataOoutN. The second falling CLK edge at about 4.2 ns initiates 
a write cycle. Here a logic 1 is written into the SRAM cell, inverting the C and CN 
storage node signals.

7.7.4 E xperimental SEE Measurements

While both RBB and RBB + SC improve standby leakage, they also reduce the 
SRAM cell drive strength, reducing Qcrit and making the cell more susceptible to 
SEU. The SEU impact of varying the VSS and VSOURCE potentials was quantified by 
cyclotron measurements.

Figure 7.23 compares the standard bias, VSOURCE = 0.0 V, SRAM cell cross sec-
tions with those with RBB with VSS voltages of –0.4, –0.6, and –0.8 V. No increase 
in cross section is observed for VSS = –0.4 V. Measurements with VSS = –0.6 and 
–0.8 V exhibit up to a 15% SRAM cell cross section increase at high effective LET. 
This is expected due to higher NMOS Vth as well as extended depletion regions, 
which improve funneling efficiency [6]. However, most of the change should occur 
as RBB is applied, that is, from 0.0 to –0.4 V where the Vth and depletion depth is 
most affected by the applied back bias, since it increases with the square root of VBS. 
The MBU patterns produced by these tests, where no RBB is applied, are shown in 
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Figure 7.23  Measured RBB effect on SRAM cross-section vs. effective LET and bias: 
VDD = 1.2 V, VSOURCE = 0.0 V, VSS = 0.0, –0.4, –0.6, and –0.8 V. (Reprinted with permission 
from Mohr, K.C., Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with high speed SET 
and area efficient TID mitigation.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 
6, 2092–2099.)
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186	 Radiation Effects in Semiconductors

Figure 7.24. At these angles, limited by shielding of the package to less than 60°, the 
MBU extent is limited.

Figure 7.25 shows the effect of RBB + SC on the measured SRAM cell cross sec-
tions at VSOURCE biases of 0.4, 0.6, and 0.8 V relative to the standard bias of VSOURCE 
= 0.0 V. RBB + SC has a significant effect on bit cell cross section. Cross section 
increases less than 60% for a VSOURCE potential of 0.4 volts, while at VSOURCE of 0.8 V 
the SEU cross section triples. This is easily attributable to the lower VGS and VDS of 
the transistors maintaining the SRAM cell state in these bias conditions, which sig-
nificantly reduce Qcrit. Additionally, due to multibit errors (MBE) at these biases, the 
cell cross section is considerably larger than the physical extent of one SRAM cell.

The bias dependence of MBUs was examined to ensure that increases in the bit 
cell cross section due to changes in VSOURCE bias can be effectively mitigated by 
increasing the EDAC scrub frequency. Required scrub frequencies are quite low [55] 
so small cross section increases can be easily dealt with. MBUs whose extent spans 
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Figure 7.25  Effects of RBB+SC on bit cell cross section vs. effective LET and biases of 
VDD = 1.2 V, VSS = 0.0 V, with VSOURCE = 0.0, 0.4, 0.6, and 0.8 V. (Reprinted with permission 
from, Mohr, K.C., Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with high speed SET 
and area efficient TID mitigation.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 
6, 2092–2099.)
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Figure 7.24  MBU patterns vs. at the standard bias VDD = 1.2 V, VSOURCE = 0.0 V, VSS = 0.0 
V, i.e., no RBB applied. (Reprinted with permission from, Mohr, K.C., Clark, L.T., Holbert, 
K.E., “A 130-nm RHBD SRAM with high speed SET and area efficient TID mitigation.” 
IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2092–2099.)
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across EDAC code words at these low incident ion angles would result in an increase 
in the uncorrected error rate to unacceptable levels—recall that in space any angle 
is possible, so limiting the angles that can produce large MBU extent is the goal. 
The error cross section with error pattern size as a parameter for the standard bias 
(VDD = 1.2 V, VSS = VSOURCE = 0.0 V) is shown in Figure 7.26. Single-bit errors domi-
nate at low LET. Above LET = 30 MeV-cm2/mg strikes are more likely to result in 
MBUs causing the frequency of single-bit upsets to drop and two, three, and four bit 
upsets to increase as shown. The eight-SRAM bit cell codeword interleaving used in 
this SRAM appears sufficient at the incident ion angles below 60°. The incident ion 
angles in this experiment were limited by the IC package.

Using RBB + SC produces new MBU phenomena. Figure 7.27 shows that this 
significantly increases the frequency of MBUs with more than five bit upsets. 
Raising the VSOURCE voltage to only 0.4 V increases the SRAM cell cross section 
MBU extent and frequency, allowing very large MBUs not observed without RBB 
+ SC. The largest MBU observed at this bias, with 0.4 V RBB applied and 0.8 V 
across the SRAM transistors, was 11 bits, as shown in Figure 7.28. The large MBUs 
tend to be long and slender and oriented in the BL direction. Since words on dif-
ferent rows of this SRAM are always in different EDAC codewords, all codewords 
are still correctable as only one upset bit resides in each. Additionally these upsets 
cross many n-well boundaries. The n-wells should provide favorably biased charge 
collection nodes that collect deposited charge and thus mitigate upsets. We believe 
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Figure 7.26  MBU per bit cross section vs. effective LET and number of upsets per par-
ticle strike at the VDD = 1.2 V, no RBB applied. (Reprinted with permission from, Mohr, K.C., 
Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with high speed SET and area efficient 
TID mitigation.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2092–2099.)
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Figure 7.27  Effects of RBB+SC on MBU per bit cross section vs. effective LET and num-
ber of cells upset per particle strike for VDD = 1.2 V, VSOURCE = 0.4 V, VSS = 0.0 V. The cross-
section of five or more bits upset becomes noticeable at LETeff > 50 MeV-cm2/mg. (Reprinted 
with permission from, Mohr, K.C., Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with 
high speed SET and area efficient TID mitigation.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2092–2099.)
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Figure 7.28  MBU patterns observed for VDD = 1.2 V, VSOURCE = 0.4 V, VSS = 0.0 V, i.e., 
0.4 V RBB bias. The periphery circuits can drive the BLs to 0 V, below the SRAM access 
transistor Vth, which may account for the large vertical MBUs. (Reprinted with permission 
from, Mohr, K.C., Clark, L.T., Holbert, K.E., “A 130-nm RHBD SRAM with high speed SET 
and area efficient TID mitigation.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 
6, 2092–2099.)
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that the source of such long slender errors is ion strikes on the BL or write driver 
diffusions, causing the BL to glitch below the WL voltage. This is a classical signal-
ing noise scenario that causes the access transistors of multiple cells to be asserted 
on as their gates are at VSS = 0.4 V and sources glitch to 0 V or less, writing multiple 
cells in the same column.

Further reductions in cell storage voltage by raising VSOURCE increase the SEU 
cross section of the SRAM cell and affect the size and shape of single-strike MBUs. 
The trend continues and when VSOURCE is raised to 0.8 V, very long thin errors are 
observed extending over all 64 bits in a column (the entire BL length) were observed. 
Consequently, while very effective at mitigating TID, RBB + SC must be used with 
caution as it can allow large MBU increases. RBB alone, however, appears to be 
effective at mitigating TID and does not appreciably affect the SEU rate.

7.8 S ummary and Conclusions

The SRAM cell designs presented here were designed with similar read and write 
margins to ensure a fair comparison of the size impact of RHBD. Test layouts of 
the more promising designs show that RHBD SRAM cells using annular NMOS or 
PMOS access transistors are at least three times, and potentially greater than five 
times, larger in area than the foundry optimized unhardened cells. It is worth noting 
that many trade-offs are related. For instance, the use of two-edged access transis-
tors may make the use of p-type guard rings superfluous, as the guard ring cannot 
mitigate flow between the two-edged transistor source and drain. 130 nm SRAM 
arrays showed 75 times ISB increases at 2 Mrad(Si) and a 90 nm SRAM fabricated 
on an LSP process, with a fully commercial design style, exhibited 131 times ISB 
increase after 1 Mrad(Si) in Co-60 accelerated TID experiments.

These clearly indicate that some form of mitigation is necessary to limit ISB 
increase at high (e.g., Mrad-level) doses. Of course, the narrow SRAM transistors 
provide a worst case, and spaceborne ICs with low memory content may find such 
large ISB increases acceptable. Additionally, most satellite requirements are met with 
lower specifications (e.g., 300 krad(Si)), which modern sub-100 nm processes may 
provide intrinsically. However, such a choice must be made cautiously. Recall from 
Section 7.3.5.7 that experiments showed that the cell stability can be affected by TID, 
where the 130 nm unhardened SRAM arrays had TID-induced bit failures starting at 
750 krad(Si). Using a novel test structure, the switching points of SRAM cells using 
two-edged transistors were shown to change considerably as they were dosed to 1.6 
Mrad(Si). Conversely, no cell switch point changes or ISB increase was observed for a 
fully annular NMOS, p-type guard ringed 90 nm SRAM cell design. However, such 
larger hardened cells do have naturally higher SRAM leakage as a consequence of 
their wider transistors.

Measurements of fabricated 130 nm and 90 nm transistors and SRAM cells before 
and after TID irradiation indicate that two-edged NMOS access transistor cells are 
superior to PMOS access transistor designs at low radiation levels, that is, those 
below 500 krad(Si), and are probably adequate to higher doses. Experiments show 
increasing SRAM VSS to apply RBB reduces post-irradiation leakage at 1 Mrad(Si) 
in conventional cells below the preirradiation leakage for the annular pull-down cell. 
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At full VDD = 1.2 V, SEE is not adversely affected, and, at 1 Mrad(Si) at the same bias 
conditions, the post-irradiation two-edge 130 nm SRAM cell ISB is below the preir-
radiation level for the annular design. The measurements show that relatively low 
(i.e., on the order of 500 mV) RBB is sufficient to mitigate TID-induced ISB increase 
up to 1 Mrad(Si) on a 130 nm process. RBB + SC was shown to introduce a novel 
SEE failure where all cells on a single BL are upset. While the bits are all in sepa-
rate EDAC words in any rational array organization, this may still be problematic, 
as large MBUs affect the required scrub rates. However, the RBB scheme appears 
effective at essentially no SEE penalty.

TID measurements of an operating 90 nm 5 kB SRAM show that RBB is effec-
tive in limiting IOFF increase at least to 1 Mrad(Si) and probably at higher doses, 
where the current increases were still small. High intrinsic IOFF and gate leakage on 
the 90 nm process limit the overall current savings. Concurrently, the high leakage 
floor masks TID-induced IOFF increase until higher (i.e., greater than 500 krad(Si)) 
irradiation levels, suggesting that two-edged cells without RBB may be acceptable 
for many hardened systems. If RBB is used, the experiments presented here show 
that there is latitude in the choice of VDS magnitude when RBB is applied. This will 
be a function of the required SEE hardness and the impact of VDS on the cell Qcrit. 
The experiments presented here have also shown that band-to-band tunneling at the 
junction edge does not limit the use of RBB.

Fabricated line widths have moved considerably beyond the lithographic gen-
eration. For example, 193 nm lithography is used to fabricate 35 nm polysilicon 
gates [56] in production by using resolution enhancement techniques and phase 
shift masks. Consequently, support for the polysilicon shapes required for RHBD 
enclosed geometry gates on future deep submicron processes can be expected to 
diminish and probably vanish completely, at least for the core logic transistors. RBB 
applied to the NMOS transistors promises a potential RHBD approach that is com-
patible with such highly scaled fabrication processes, not just for SRAM but for 
logic as well.

Simulation studies have shown that the logic delay and active power increase over 
an unhardened design when using NMOS RBB are less than when using enclosed 
geometry transistors [33]. The former causes less than 5% increase in logic delay, at 
reduced leakage and similar active power, compared with a commercial two-edged 
only design. Nearly all modern ICs use higher I/O voltages for compatibility and 
lower-scaled VDD in the core logic transistors. For example, VDDIO = 1.8 V to 2.5 V, 
VDD = 1.2 V (the core VDD), and VSS = 0 V (gnd) are common. RBB can easily be 
applied to an entire IC to provide NMOS transistor TID hardness by placing the core 
circuits in a domain between VDDIO = 1.8 V and VSS(CORE) = 0.6 V. The resulting IC 
is still three power supplies as before. It is straightforward to convert the I/O circuit 
level shifters, which presently convert the upper rail between VDD and VDDIO, to con-
vert the lower rail between VSS(CORE) and VSS.
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8.1  Introduction

Susceptibility to radiation environment of advanced electronic devices is often 
responsible for the highest failure rate of all reliability concerns (e.g., electromigra-
tion, gate rupture, negative bias-temperature instability [NBTI]). In modern static 
random access memories (SRAMs) the two predominant single-event effects (SEEs) 
are the single-event upset (SEU) and multiple upsets (MUs). Multiple upsets are topo-
logical errors in neighboring cells. If the cells belong to the same logical word they 
are named multiple-bit upsets (MBUs); otherwise they are labeled as multiple-cell 
upsets (MCUs). Multiple upsets have received increased scrutiny in recent years [1-8] 
because MBUs are uncorrectable by a simple error correction code (ECC) scheme 
and therefore threaten the efficiency of error detection and correction (EDAC).

As technologies scale down, the amount of transistors per mm2 doubles at each 
generation, while the radioactive feature size (ion track diameter) is constant. This 
is illustrated in Figure 8.1 with three-dimensional (3-D) technology computer-aided 
design (TCAD) simulation showing an ion impacting a single cell in 130 nm, while 
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Heavy Ion Charge Density
2.0E+19
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Same in 130 nm

Figure 8.1  3D TCAD simulation of ion impact (single LET) in a single SRAM bitcell in 
130nm and 12 SRAM bit cells in 45nm.
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several are impacted in 45 nm. Moreover, the SRAM ability to store electrical data 
(critical charge) is reduced as technology feature size and power supply are jointly 
decreased. The probability that a particle upsets more than a single cell is therefore 
increased [9-11].

The mechanism for MCU occurrence in SRAM arrays is more than “enough energy 
was deposited to upset 2 cells” and depends on the radiation used. Directly ionizing 
radiation from single particles (e.g., alpha particles, ions) deposits charges diffusing in 
wells that can be collected by several bit cells. This phenomenon is enhanced by using 
tilted particles either naturally (alpha particles whose emission angle is random from 
the radioactive atom) or artificially (heavy ions can be chosen during experimental 
tests from 0° to 60°). Nonionizing radiation such as neutrons and protons can have dif-
ferent MCU occurrence mechanisms (Figure 8.2). A nonionizing particle can produce 
one or more secondary products. Several cases have to be considered: two secondary 
ions from two nucleons upset two or more bit cells; two secondary ions from a single 
nucleon upset two or more bit cells; and a single secondary ion from a single nucleon 
upsets two or more bit cells (in this case the phenomenon is close to the previously 
described direct ionizing mechanism). It has been shown that type 1 mechanism was 
negligible but that type 2 and 3 mechanisms coexist [12]. However, the proportion of 
MCUs due to these two mechanisms has never been precisely assessed.

One of the first experimental evidences of MBU was reported in 1984 in a 16 × 
16 bit bipolar RAM under heavy-ion irradiation [13]. It is noteworthy that as many as 
16 bit errors in columns from a single ion strike were detected. This means that 6% 
of the entire memory array was in error from a single particle strike. Since this first 
experimental evidence, multiple-bit errors were detected in several device types such 
as DRAM [14], polysilicon load SRAM [15], and antifuse-based field-programmable 
gate array (FPGA) [16] and under various radiation types, such as protons [17], neu-
trons [18], and laser [19].

The goal of this chapter is first to experimentally quantify MCU occurrence 
as a function of several parameters such as radiation type, test conditions (e.g., 

4 SRAM bitcells4 SRAM bitcells4 SRAM bitcells

Sensitive
Area

Sensitive
Area

Sensitive
Area

n

Single secondary product
from single neutron

upsets 2 bit cells

2 secondary products
from a single neutron

upsets 2 bit cells

Single secondary product
from 2 neutrons upset 2

bit cells
n n

n

Figure 8.2  Scheme of neutron interaction that can cause Multiple Cell Upset in SRAM 
array. (From F. Wrobel et al. “Simulation of Nucleon-Induced nuclear reactions in a simpli-
fied SRAM structure: Scaling effects on SEU and MBU cross sections.” IEEE Transactions 
on Nuclear Science, Volume: 48, Issue: 6, 1946–1952, December 2001.)
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temperature, voltage), and SRAM architecture. These results will be used to sort 
by order of importance the parameters driving the MCU susceptibility. Second, 
3-D TCAD simulations will be used to investigate the mechanisms leading to MCU 
occurrence and to determine the most sensitive location to trigger a two-bit MCU as 
well as the cartography of MCU sensitive areas.

8.2 D etails on the Experimental Setup

The experiment design included different test patterns and supply voltages. The test 
procedure is compliant with the JEDEC soft error rate (SER) test standard JESD89 
[20] for alpha and neutrons and European Space Agency (ESA) test standard n°22900 
for heavy ions and protons [21].

8.2.1 �N ote on the Importance of Test Algorithm 
for Counting Multiple Upsets

When experimentally measuring MCUs, it is mandatory to distinguish (1) multiple 
independent failures from a cluster of nearest neighbor upset from a single multicell 
upset caused by a single energetic particle and (2) signature of errors due to a hit in 
redundancy latch or sense amplifier that may upset an entire row or column from 
an MCU signature. A test algorithm allows separating independent events due to 
multiple-particle hits from single events that upset multiple cells. Dynamic testing of 
memory usually involves writing once and then reading continuously at a specified 
operating frequency at which events are recorded one at a time. This gives a real 
insight on MCU shapes and occurrence. However, with static testing of memory, 
a test pattern is written once and stored for an extended period before reading the 
pattern back out. The result is a failure bit mapping in which events due to multi-
ple-particle hits and single events that upset multiple cells cannot be distinguished. 
However, statistical tools can be applied to quantify the rate of neighboring upsets 
due to several ions [22,23]. One of these tools is described in detail in Annex 1 
(Section 8.6).

8.2.2 T est Facility

8.2.2.1  Alpha Source
The tests were performed with an alpha source, which is a thin foil of Americium 
241 with an active diameter of 1.1 cm. The source activity was 3.7 MBq as measured 
February 1, 2002. The alpha particle flux was precisely measured in March 2003 with 
an Si detector that was placed at 1 mm from the source surface. Since the atomic half-
life of Am241 is 432 years, the activity and flux figures are still very accurate. During 
SER experiments, the Americium source lies above the chip package in the open air.

8.2.2.2 N eutron Facilities
Neutron experiments were carried out with the continuous neutron source available 
at the Los Alamos Neutron Science Center (LANSCE) and Tri University Meson 
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Facility (TRIUMF) in Vancouver. The neutron spectrums closely match the terres-
trial environment for energies ranging from 10 MeV up to 500 MeV and 800 MeV 
for TRIUMF and LANSCE, respectively. The neutron fluence is measured with a 
uranium fission chamber. The total number of produced neutrons is obtained by 
counting fissions and applying a proportionality coefficient.

8.2.2.3 H eavy-Ion Facilities
The heavy-ion tests were conducted at the RADEF [24] (RADiation Effect Facility) 
cyclotrons. The RADEF facility is located in the Accelerator Laboratory at the 
University of Jyväskylä, Finland (JYFL). The facility includes beam lines dedicated 
to proton and heavy-ion irradiation studies of semiconductor materials and devices. 
The heavy-ion line consists of a vacuum chamber with component movement appa-
ratus inside and ion diagnostic equipment for real-time analysis of beam quality and 
intensity. The cyclotron used at JYFL is a versatile, sector-focused accelerator for 
producing beams from hydrogen to xenon. The accelerator is equipped with three 
external ion sources. There are two electron cyclotron resonance (ECR) ion sources 
designed for high-charge-state heavy ions. Heavy ions used at the RADEF facility 
have stopping ranges in silicon much larger than the whole stack of back-end metal-
lization and passivation layers (~10 µm).

8.2.2.4 P roton Facility
Proton irradiations were performed at the Proton Irradiation Facility (PIF) at Paul 
Scherrer Institute (PSI). This institute was constructed for testing of spacecraft com-
ponents. The PIF main features are that irradiation takes place in air, that the flux/
dosimetry is about 5% absolute accuracy, and that beam uniformity is higher than 
90%. The experiments have used the low-energy PIF line whose energy range is 6 to 
71 MeV and maximum proton flux is 5E8 p/cm2/sec.

8.2.3 T ested Devices

Most of the data presented in this work were obtained using a single test chip 
(Figure  8.3). This test chip embeds three different bit cell architectures, two 
single-port (SP) and one dual-port (DP). It was manufactured in a 65 nm com-
mercial complementary metal-oxide semiconductor (CMOS) technology with low-
power (LP) process option. The main features of tested devices are summarized 
in Figure 8.4. Each bit cell was processed with and without the triple-well (TW) 
process option.

The triple-well layer consists of either an n+ or p+ buried layer in, respectively, a 
p- or n-doped substrate. As most devices are processed in a p-substrate, triple-wells 
are often referred to as deep n-well or n+ buried layer (Figure 8.5). For years TW 
layers have been used to electrically isolate the p-well and to reduce the electronic 
noise from the substrate. The TW is biased through the n-well contacts and ties con-
nected to VDD, while the p-wells are grounded. The well ties are regularly distributed 
along the SRAM cell array, as depicted in Figure 8.6. The triple-well process option 
has two main effects on the radiation susceptibility. First, it allows for decreasing 
the single-event latchup (SEL) sensitivity since the p-n-p base resistance is strongly 
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DPHD
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SPHD
cuts (8)

SPREG
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Chip name

Figure 8.3  Floorplan of the test vehicle designed and manufactured in a 65nm CMOS 
technology.
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Single Port SRAM
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Figure 8.4  Content of the test vehicle. Three different bitcell architectures were embed-
ded. Every bitcell is processed with and without triple well layer.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
28

 0
6 

M
ay

 2
01

6 



A Complete Guide to Multiple Upsets in SRAMs	 201

(a) (b) 

N-Well Tie N-Well Tie
N+ N+ N+P+ P+ P+ N+ N+ N+P+ P+ P+

P-Well Tie P-Well Tie

NPN
NPN

P-Sub Deep N-Well or Triple Well (N+)

P-Well

PNP
RPW1 RPW2RNW1

N-Well
N-Well

PMOS PMOSNMOS NMOS

Figure 8.5  Schematic cross section of a CMOS inverter (a) without triple well and (b) 
with triple well. The PNP base resistance RNW1 is lowered by the TW: the PNP cannot be trig-
gered. Conversely, the TW layer pinches the P-Well and increases the NPN base resistance 
RPW2: the NPN triggering is facilitated. (Reprinted with permission from Gasiot, G., Giot, 
D., Roche, P., “Multiple cell upsets as the key contribution to the total SER of 65 nm CMOS 
SRAMs and its dependence on well engineering” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2468–2473.)

Number of cells between well taps = D

Well ties

Well ties

Well ties

SRAM bit cell

Figure 8.6  Layout of an SRAM cell array showing the periodical distribution of the well 
tie rows every 32 cells. (Reprinted with permission from, Gasiot, G., Giot, D., Roche, P., 
“Multiple cell upsets as the key contribution to the total SER of 65 nm CMOS SRAMs and 
its dependence on well engineering.” IEEE Transactions on Nuclear Science, Volume: 54 
Issue: 6, 2468–2473.)
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reduced (Figure 8.1). TW makes the latchup thyristor more difficult to trigger on. In 
the literature, full latchup immunity is reported even under extreme conditions (high 
voltage, high temperature, and high linear energy transfer [LET]) [25,26]. Second, 
this buried layer allows for concurrently decreasing the single-event upset/soft error 
rate (SEU/SER) sensitivity since the electrons generated deep inside the substrate are 
collected by the TW layer and then evacuated through the n-well ties. The improve-
ment of the SER using TW is reported in several papers [27-29]. However, other 
research teams have published an increased SER sensitivity due to the TW in a com-
mercial CMOS 0.15 µm technology [30,31].

8.3 E xperimental Results

Multiple-cell upsets were recorded during the SER experiments on the 65 nm SRAM, 
but no MBU was ever detected as the tested memory uses bit interleaving or scram-
bling. All the MCU percentages reported in this work were computed by dividing the 
number of upsets from MCU by the total number of upsets (single-bit upsets [SBUs] 
plus MCUs). Note that in the literature, events are sometimes used instead of upsets 
[31]; the MCU percentages are in this case significantly underestimated. Unless oth-
erwise specified, tests were performed at room temperature, in dynamic mode with 
checkerboard and uniform test patterns. In addition to the usual MCU percentages, 
we report in this work the failure rates due to MCU (also called MCU rate). MCU 
rates allow comparing quantitatively MCU occurrence between different technolo-
gies and test conditions.

8.3.1 MCU  as a Function of Radiation Source

The four radiation sources have a different interaction mode, which is either directly 
ionizing (alpha and heavy ions) or nonionizing (neutron and protons). However, it is 
of interest to compare the MCU percentage from these radiations on the same test 
vehicle. The test vehicle chosen is a single-port SRAM of standard density processed 
without triple well. MCU percentages are synthesized in Table 8.1, which shows that 
alpha particles lead to the lower MCU occurrence. Moreover, heavy ions lead to the 
higher MCU percentages while neutrons and protons are similar. Heavy ions are the 
harshest radiation MCU-wise.

8.3.2 MCU  as a Function of Well Engineering: Triple-Well Usage

Table 8.2 synthesizes and compares MCU rates and percentage for the standard den-
sity SP SRAMs processed with and without triple well. Table 8.3 indicates first that 
the usage of TW increases the MCU rate by a decade and the MCU percentage by 
a factor of × 3.6. Usage of MCU rate is mandatory since MCU percentages can lead 
to incomplete information. As presented in Figure  8.7, devices without TW have 
a lower number of bits involved per MCU event (≤ 8) compared with those with 
TW. This figure also indicates that for SRAMs with triple-well three-bit and four-bit 
MCU events are more likely than two-bit events.
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Table 8.1
Percentage of MCU for the Same 
Single Port SRAM under Several 
Radiation Sources

Radiation Source Single Port SRAM 

Standard Density

CKB pattern

no triple well

Alpha 0.5%

Neutron 21% @ LANSCE

Proton 4% @ 10 MeV

20% @ 40 MeV

25% @ 60 MeV

Heavy Ions 0% @ 5.85 MeV/cm2.mg

87% @ 19.9 MeV/cm2.mg

99.8% @ 48 MeV/cm2.mg

TABLE 8.2
MCU Rates and Percentages of a Single Port 
SRAM Processed with and without Triple Well

MCU Rate % MCU

SP SRAM standard Density
No triple well

100 (norm) 21

SP SRAM standard Density
Triple well

1000 76

Note:	 MCU rate is normalized to its value without triple well.

Table 8.3
MCU Percentages and Rates after Neutron 
Irradiation at Nominal Voltage and Room 
Temperature for Two Different Test Patterns

Technology Bitcell Area

CKB Pattern

MCU % MCU Rate (au)

Bulk 2.5 µm² 16.90 100

SOI 2.5 µm²   2.10   10
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The effect of the triple-well layer on MCU percentages under heavy ions is 
reported in Figure 8.8. The SRAM under test is a high-density (HD) SP SRAM. 
For the smallest LET MCUs represent 90% of the events with TW but less than 1% 
without TW. For LETeff higher than 5.85 MeV.cm²/mg there is no SBU in the SRAM 
with TW. For LET higher than 14.1, all the MCU events induce more than five errors 
with TW. With TW, the significant increase in MCU amount and order causes an 
increase in the error cross section.

Whatever the radiation source, the usage of triple well strongly increases the 
occurrence of MCU. This increase is so high that it can be seen in the total bit error 
rate for neutrons and error cross section for heavy ions.

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

2.97 5.85 8.30 14.00

(a) (b)

19.90 34.00 48.00 68.00

LETeff (MeV.cm2/mg)

Ev
en

ts
 P

er
ce

nt
ag

e MCU(>5) 
MCU (5)
MCU (4)
MCU (3)
MCU (2)
SBU

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

2.97 5.85 8.30 14.00 19.90 34.00 48.00 68.00

LETeff (MeV.cm2/mg)

Ev
en

ts
 P

er
ce

nt
ag

e

MCU (>5)
MCU (5)
MCU (4)
MCU (3)
MCU (2)
SBU

Figure 8.8  Proportion for Single and Multiple Event for (a) high density SP SRAM with-
out triple well option (b) high density SP SRAM with triple well option. (Reprinted with 
permission from Gasiot, G., Giot, D., Roche, P., “Multiple cell upsets as the key contribution 
to the total SER of 65 nm CMOS SRAMs and its dependence on well engineering.” IEEE 
Transactions on Nuclear Science, Volume: 54 Issue: 6, 2468–2473.)
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Figure 8.7  Number of bits involved in MCU events for high density SP-SRAM under neu-
tron irradiation. (Reprinted with permission from Gasiot, G., Giot, D., Roche, P., “Multiple 
cell upsets as the key contribution to the total SER of 65 nm CMOS SRAMs and its depen-
dence on well engineering”. IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 
2468–2473.)
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8.3.3 �MCU  as a Function of Tilt Angle 
during Heavy-Ion Experiments

Figure 8.7 shows, respectively, the amount of single- and multiple-bit failures induced 
by a given ion specie (N, Ne, Ar, Kr) whose tilt angle is either vertical (Figure 8.9a) 
or tilted by 60° (Figure 8.9b). Tilt angle from 0° to 60° increases the MBU percent-
ages for each ion’s species. For nitrogen, the MBU is increased from 0% to 30% 
with a tilt = 60°. For neon and argon, the amount of MBU failures is doubled at 60° 
compared with vertical incidence. For krypton, the increase of MBU with the tilt is 
less pronounced (+10% from 0° to 60°) because of the progressive substitution of 
low-order MBUs (order 2, order 3) by higher-order MBUs (order 5, order > 5).

On average the amount of bit failures due to MBU is doubled for 60° tilt com-
pared with normal incidence [33].

8.3.4 MCU  as a Function of Technology Feature Size

Figure 8.10 shows the experimental neutron MCU percentages as a function of tech-
nology feature size and compares data from this work with data from the literature. 
These data show that technologies with triple well have MCU percentages higher 
than 50% while technologies without have MCU percentages lower than 20%. Data 
from the literature fit either our set of data with triple well or without triple well. 
Consequently, Figure 8.8 suggests that MCU percentages can be sorted with a crite-
rion of triple-well usage. Moreover, the MCU percentages increase with and without 
TW when the technologies scale down. This slope being higher without TW since 
for old technologies MCU percentages were very low (~1% in 150 nm).

8.3.5 MCU  as a Function of Design: Well Tie Density

TCAD simulations on 3-D structures built from the layout of the tested SRAMs have 
been performed as shown in Section 8.4. Simulation results for the ratio between 
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Figure 8.9  Amount of bitfails due to single and multiple events in 90nm SP-SRAM: (a) 
with heavy ion beam not tilted and (b) with heavy ion beam tilted at 60°. (Reprinted with 
permission from Giot, D., Roche, P., Gasiot, G., Harboe-Sorensen, R., “Multiple-bit upset 
analysis in 90 nm SRAMs: Heavy ions testing and 3D simulations”. IEEE Transactions on 
Nuclear Science, Volume: 54 Issue: 4, 904–911.)
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206	 Radiation Effects in Semiconductors

drain collected charge with and without triple well are plotted in Figure 8.11. This 
figure indicates first that the collected charge with triple well is higher than without 
for the three well tie frequencies that were simulated. Second, the charge collection 
increase ranges from ×2.5 to ×7 for the highest and the lowest well tie frequency, 
respectively. This demonstrates that when triple well is used, increasing the well tie 
frequency mitigates the bipolar effect and therefore the MCU rate and SER.
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Figure 8.10  Neutron-induced MCU percentages as a function of technological node from 
this work and from the literature. Triple well usage is not indicated in the data from the litera-
ture. (Reprinted with permission from, Gasiot, G., Giot, D., Roche, P., “Multiple cell upsets 
as the key contribution to the total SER of 65 nm CMOS SRAMs and its dependence on well 
engineering.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2468–2473.)
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Figure 8.11  Simulation results for the ratio between collected charge by the N-Off 
drain with and without triple well. This ratio is plotted as a function of well ties frequency. 
(Reprinted with permission from Gasiot, G., Giot, D., Roche, P., “Multiple cell upsets as the 
key contribution to the total SER of 65 nm CMOS SRAMs and its dependence on well engi-
neering.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2468–2473.)
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8.3.6 MCU  as a Function of Supply Voltage

The effect of supply voltage on the radiation susceptibility is well known: the higher 
the voltage, the lower the susceptibility since the charge storing the information is 
increased proportionally to the supply voltage. However, the effect of the supply 
voltage on the MCU rate is not documented. Experimental measurements were per-
formed at LANSCE on an HD SRAM processed with and without triple-well option 
at different supply voltages ranging from 1 V to 1.4 V. Results are synthesized in 
Figure 8.12. It shows that when the supply voltage is increased the device with triple-
well MCU rate remains constant within the experimental uncertainty. However, a 
different trend is observed for the device without triple-well layer. When the supply 
voltage is increased the MCU rate is constant from 1.0 V to 1.2 V and then increases 
from 1.3 V to 1.4 V. The MCU rate increase is 220% for VDD equal to 1.4 V.

8.3.7 MCU  as a Function of Temperature

A high-temperature constraint is associated with high-reliability applications such as 
automotive. Some papers have quantified the temperature effect on SER or heavy-ion 
susceptibility [37,38]. At the time of this writing no reference can be found in the litera-
ture experimentally measuring the temperature effect on the MCU rate. Experimental 
measurements were performed at LANSCE on an HD SRAM processed with and 
without triple-well option at room temperature and 125°C. Results are synthesized 
in Figure 8.13. It demonstrates that the MCU rate increases by 65% for the device 
without triple well and by 45% for the device with triple well. Note that the usage of 
MCU percentage would have been misleading since the MCU percentage is constant 
between room temperature and 125°C for the device with triple well.

8.3.8 MCU  as a Function of Bit Cell Architecture

Figure 8.14 synthesizes MCU rates for high-density and standard-density (SD) single-
port SRAMs as well as a dual-port SRAM (eight transistors). These SRAMs were 
processed without triple well. Figure 8.14 indicates that the higher the density the 
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Figure 8.12  MCU rate as a function of supply voltage for the HD SRAM processed (a) 
without triple well and (b) with triple well process option. MCU rate are normalized to their 
value at 1V.
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208	 Radiation Effects in Semiconductors

higher the MCU rate. A decrease in the bit cell area by a factor of 2 (HD SP SRAM 
compared with DP SRAM) induces a decrease in the MCU rate by a factor of 3.

The effect of bit cell architecture on MCU percentages under heavy ions is reported 
in Figure 8.15. The devices under test are HD SP SRAMs (Figure 8.15a) and SD SP 
SRAMs (Figure 8.15b). Figures 8.5a and 8.5b show the respective amount of SBU 
and MCU events for experimental ion LET ranging from 2.97 to 68 MeV/cm².mg. 
For the HD SRAM, the first MCU occurs below 2.97 MeV/cm².mg, while for the SD 
SRAM it occurs between 5.85 and 8.30. For higher LET, the amount and the order of 
the MCU events increase while the proportion of SBU decreases. For every LET, the 
SBU component is the highest for the lowest density memory (SD SRAM) while the 
MCU component is the highest for the highest density SRAM (HD SRAM) [32].

8.3.9 MCU  as a Function of Test Location LANSCE versus TRIUMF

Several facilities around the world provide white neutron beams for SER characteriza-
tion. An exhaustive list of these facilities can be found in the JEDEC test standard [20]. 
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Figure 8.13  MCU rate as a function of temperature for the HD SRAM processed (a) 
without triple well and (b) with triple well process option. MCU rate are normalized to their 
value at room temperature. Figure xb also displays the MCU percentages.

0

20

40

60

80

100

120

SP SRAM High
Density

SP SRAM
Standard
Density

DP SRAM High
Density

M
C

U
 R

at
e (

no
rm

al
iz

ed
)

Figure 8.14  MCU rate comparison for several bitcell architectures. SP stands for Single 
Port, DP for Dual Port (8Transistor SRAM). The devices under test were processed without 
triple well.
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The best known facilities are LANSCE and TRIUMF. Experimental measurements on 
the same test chip embedding an HD SP SRAM processed with triple-well option were 
performed at these two facilities. The MCU percentages were perfectly equal to 76% 
for both facilities. The MCU rates are reported in Figure 8.16. It shows that the MCU 
rate decrease by 22% at TRIUMF compared with LANSCE. This can be explained by 
the energy cut-off, which is 800 MeV at LANSCE while it is 500 MeV at TRIUMF.

8.3.10 MCU  as a Function of Substrate: Bulk versus SOI

SRAMs were manufactured with a CMOS 130 nm commercial technology either 
bulk or silicon-on-insulator (SOI). For comparison purposes both SRAM designs are 
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Figure 8.16  MCU rate comparison between LANSCE and TRIUMF white neutron beam 
sources. The device under test is a high density SRAM processed with triple well.
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Figure 8.15  Amount of bitfails due to single and multiple upsets: (a) for high density 
SP-SRAM, (b) for standard density SP-SRAM. (Reprinted with permission from Giot, D., 
Roche, P., Gasiot, G., Autran, J.-L., Harboe-Sorensen, R., “Heavy ion testing and 3-D simu-
lations of multiple cell upset in 65 nm standard SRAMs.” IEEE Transactions on Nuclear 
Science, Volume: 5 Issue: 4, 2048–2054.)
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210	 Radiation Effects in Semiconductors

strictly identical. The test chip contains 4 Mb of single-port SRAMs in which two 
different bit cell designs were embedded. In this work only the SD SRAM will be 
reported. The bulk technology was processed without a triple-well layer. Table 8.3 
therefore synthesizes the failure rates due to MCU (also called the MCU rate) and 
the MCU percentage for a single test pattern (CKB). It is noteworthy from Table 8.2 
that SOI SRAMs have a much lower MCU rate and percentage compared with bulk. 
More parameters (pattern, bit cell area, supply voltage) were studied in [39].

8.3.11 MCU  as a Function of Test Pattern

An HD SRAM was measured at LANSCE with several test patterns using a dynamic 
test algorithm. Results are synthesized in Figure 8.17, which shows that uniform pat-
terns have a higher MCU rate than the CKB. To understand the reason for this dis-
crepancy, it is necessary to plot the topological shape of experimental two-bit MCU 
events as a function of pattern filling the memory during the testings (Figures 8.18a 
and 8.18b). The prevailing shape for two-bit MCU and a checkerboard pattern is 
“diagonal adjacent,” while it is “column adjacent” with uniform pattern (as observed 
in [36]). 3-D TCAD simulations have shown that two-bit MCU threshold LET is 
the lowest for two bit cells in the column (see [33] and Section 8.4.2). It is therefore 
consistent that uniform patterns have a higher MCU rate since their error clusters are 
the easiest to trigger.

It is also noteworthy from Figures 8.18a and 8.18b that triple-well usage did not 
modify the prevailing shape of MCU for a checkerboard or for a uniform pattern.

8.4  3-D TCAD Modeling of MCU Occurrence

The previous section clearly highlighted the importance of triple well in the MCU 
response. In this section 3-D TCAD simulations are set up to analyze the increased 
MCU occurrence when triple well is used. All 3-D SRAM structures in this sec-
tion were built using a methodology described in [40] and the Tool Suite v10.0 of 
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Figure 8.17  MCU rate comparison for several test patterns. CKB stand for Checkerboard, 
ALL0 and ALL1 for uniform of 0 and 1 respectively. Note that test patterns are physical. The 
device under test is a high density SRAM processed without triple well.
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the Sentaurus Synopsys package [41]. Cell boundaries are defined from the com-
puter-aided design (CAD) layout and technological process steps. One-dimensional 
(1-D) doping profiles are precisely modeled from secondary ion mass spectrometry 
(SIMS) profiles. Cell boundaries are defined from the CAD layout and technological 
process steps. 1-D doping profiles are included to define n-well, p-well (with a 4 µm 
epi layer thickness), and active regions of transistors (Figure 8.19). Mesh refinements 
are included in regions of interest: channels, lightly doped drain (LDD), junction 
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Figure 8.19  Full 3-D structures of the 65nm 6T SRAM located as close as possible to the 
well ties (a) without triple well and (b) with triple well. Two NMOS are embedded per PWell 
(one is a part of the inverter, the other is an access transistor). (Reprinted with permission 
from Gasiot, G., Giot, D., Roche, P., “Multiple cell upsets as the key contribution to the total 
SER of 65 nm CMOS SRAMs and its dependence on well engineering” IEEE Transactions 
on Nuclear Science, Volume: 54 Issue: 6, 2468–2473.)
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Figure 8.18  2-bits MCU cluster shape on high density SP SRAM processed with or with-
out triple well after neutron irradiation when the test pattern is (a) a checkerboard or (b) a 
uniform pattern. (Reprinted with permission from Gasiot, G., Giot, D., Roche, P., “Multiple 
cell upsets as the key contribution to the total SER of 65 nm CMOS SRAMs and its depen-
dence on well engineering.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 
2468–2473.)
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212	 Radiation Effects in Semiconductors

boundaries (to tackle short channel effects), and a round ion track (to allow accurate 
generation of carriers in silicon). Wire connections between the different electrodes 
of the cell are modeled in the SPICE domain (mixed-mode TCAD simulations) to 
reduce the CPU burden. The parasitic circuit capacitances due to metallization layers 
are also taken into account.

Device simulations with ion impacts are performed using the Sentaurus device 
simulator. For this purpose, several physical models are activated: drift diffusion for 
carriers’ transport; Shockley-Read-Hall and Auger for recombination; electric field 
and doping-dependent models for mobility; and heavy-ion module for carrier deposi-
tion along the particles track. The heavy-ion generation model uses a Gaussian radial 
distribution of charges with a fixed characteristic radius of 0.1 µm and a Gaussian 
time distribution centered at 1 ps. An additional assumption consists of taking a 
constant LET along the track because of the low diffusion depth of transistor active 
areas (~0.2 µm). Properties of boundaries are defined by the Neumann reflective 
conditions [40,41].

8.4.1  Bipolar Effect in Technologies with Triple Well

For an in-depth analysis of the MCU phenomenon, 3-D device simulations were 
performed on full SRAM bit cells. Ion strikes were located in the most sensitive 
MCU location (source of the SRAM) for different distances from the well taps, with 
and without triple well. It is noteworthy that Osada et al. [40] already tried to model 
the effect of the parasitic bipolar amplification on the MCU. A more simple mix of 
device (2-D uniformly extended) and circuit simulations was used but not for the 
worst sensitive location for MCU occurrence [33].

8.4.1.1 S tructures Whose Well Ties Are Located Close to the SRAM
Figure 8.19 presents the 3-D SRAM bit cell made up of six transistors (6T), two 
p-wells, one n-well, and three well ties. The well ties are as close as possible to 
transistors. The simulation results of these structures are presented in Figure 8.20, 
which compares source and drain currents after an ion impact in the source at 1 ps. 
The charge collected at the n-off drain is slightly higher with triple well when well 
ties are located close to the SRAM transistors. With triple well a limited bipolar 
effect (see the next section for details on bipolar triggering) is observed for struc-
tures close to the ties. These simulation results are consistent with the experimental 
results presented in [22,30], which have shown that MCU occurrence is less likely 
close to well ties.

8.4.1.2 S tructures Whose Well Ties Are Located Far from the SRAM
A second set of 3-D structures were built to model the effect of the spacing between 
well ties and SRAM cells with and without the TW doping profiles. Figures 8.21a 
and 8.21b illustrate four structures dedicated to well tie frequency modeling. The 
simulation results are presented in Figure 8.22 for ion features (LET and strike loca-
tion) identical to those used in Figure 8.20. The charge injected by the source and the 
charge collected at the n-off drain are much higher with triple well when well ties are 
located away from the SRAM transistors.
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Figure 8.20  Full 3-D TCAD simulations results on the structure presented in Figure 8.9 
(6T SRAM very close to the well taps) show a limited bipolar effect due to the presence of 
the triple well layer. Heavy ion LET is 5.5fC/µm. (Reprinted with permission from Gasiot, 
G., Giot, D., Roche, P., “Multiple cell upsets as the key contribution to the total SER of 65 
nm CMOS SRAMs and its dependence on well engineering.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 6, 2468–2473.)
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Figure 8.21  Full 3-D structures of the 65nm 6T SRAM whose well ties are located (a) 32 
cells and (b) 64 cells away from the well taps without triple well. Same structures with triple 
well are shown in the upper right inserts. (Reprinted with permission from Gasiot, G., Giot, 
D., Roche, P., “Multiple cell upsets as the key contribution to the total SER of 65 nm CMOS 
SRAMs and its dependence on well engineering.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2468–2473.)
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Injected carriers by the source are forerunners of the bipolar transistor trigger-
ing. Ion deposited majority carriers flow toward the well ties. The well resistance 
causes a voltage drop beneath source diffusion. If enough carriers are deposited or 
if there is enough distance between well ties and ion impact (the higher the distance 
the higher the voltage drop) the source-well junction will therefore be turned on, 
and additional carriers will be injected in the well (Figure  8.23). Most of these 
additional carriers will be collected at the drain junction and will thus increase the 
collected charge at the drain. The additional charge collection due to the source 
injection and to the parasitic bipolar action is responsible for the bit cell upset. 
Moreover, voltage drop in the well can turn on several sources along the well that 
will upset several bit cells and be responsible for the MCU pattern experimentally 
reported in Section 8.3.11.

The simulations have shown that with triple well a strong bipolar effect (electron 
injection from the sources) is observed for structures away from the ties. These simu-
lation results are consistent with the experimental results presented in [22,30], which 
have shown that MCU occurrence is more likely away from well ties.

8.4.2 A  Refined Sensitive Area for Advanced Technologies

This section aims to show by means of 3-D TCAD simulations that the bit cell SEE 
sensitive area is not restricted to the area of reverse-biased junctions. Figure 8.24 
shows the 3-D TCAD final structures of two SP bit cells arranged in “column” (a) 
and “row” (b). These continuous TCAD domains include, respectively, 710,000 
and 580,000 elements. The double bit cell structures are dedicated to double MBU 
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Figure 8.22  Full 3-D TCAD simulations results on the structure presented in Figure 
8.11a. Source current shows a strong bipolar effect due to the presence of the triple well layer. 
Heavy ion LET is 5.5fC/µm. (Reprinted with permission from Gasiot, G., Giot, D., Roche, 
P., “Multiple cell upsets as the key contribution to the total SER of 65 nm CMOS SRAMs 
and its dependence on well engineering.” IEEE Transactions on Nuclear Science, Volume: 
54 Issue: 6, 2468–2473.)
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studies. CPU burden is around one week to simulate a double SRAM structure with 
up-to-date high-performance workstations.

Figure 8.25 shows an area of four SP bit cells. Two bit cells of the same column 
share the sources of their MOS transistors, whereas two bit cells of the same row 
do not share a p-n junction and are isolated with shallow trench isolation (STI). At 
first order, an MBU of two adjacent cells is horizontal, vertical, or diagonal (con-
figuration 1, 2, and 3 in Figure 8.25). The third case of diagonal double MBU was 
not simulated. Indeed, diagonal MBU would provide a higher MBU LET than one 
computed for row MBU because of the longer distance between the adjacent SEU 
sensitive areas (both are separated with STI).

8.4.2.1 S imulation of Two SRAM Bit Cells in a Row
The most efficient memory pattern to trigger a double row MBU is to reverse-bias 
neighboring drains. This is obtained with the logical pattern “01” (Figure  8.26). 

Alpha particle
track

Toward
well tiePwell

Rwell

N+ N+P+

Well tie NMOS source NMOS drain

Source

eDensity
1.0E+20
2.2E+19
4.8E+18
1.0E+18
2.3E+17
5.0E+16

DrainGate

e-injection

+
+

+
–
–

–

Figure 8.23  Illustration of the carrier injected by the source and triggering of the para-
sitic bipolar transistor after an alpha particle strike in the drain. Insert is from device simula-
tion of the 65nm 3D structure. (Reprinted with permission from Gasiot, G., Giot, D., Roche, 
P., “Alpha-induced multiple cell upsets in standard and radiation hardened SRAMs manufac-
tured in a 65 nm CMOS technology.” IEEE Transactions on Nuclear Science, Volume: 53 
Issue: 6, 3479–3486.)
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In row configuration PMOS cannot trigger MCU since they are separated by two 
reverse-biased n-well/p-well junctions. MCU threshold LET were computed for two 
ion locations shown in Figure 8.26. Table 8.5 synthesizes these LET and shows that 
an ion crossing an NMOS drain requires at least an LET of 13.5 MeV.cm²/mg to 
create an MCU while an ion at mid-distance between two NMOS drains requires a 
lower LET (8.5 MeV.cm²/mg). The gray area in Figure 8.26 shows the extrapolated 
spread out of the sensitive area for row MBU until an LET of 13.5 MeV.cm²/mg.

8.4.2.2 S imulation of Two SRAM Bit Cells in a Column
For the configuration depicted in Figure 8.27, the most efficient memory pattern to 
induce MBU is “11” or “00” because the transistors of adjacent bit cells (particularly 

(a) (b)

Figure 8.24  SRAM 3D structures (STI not displayed for clearness): (a) Double 6T bitcells 
in column, (b) Double 6T bitcells in row. (Reprinted with permission from Giot, D., Roche, 
P., Gasiot, G., Harboe-Sorensen, R. Multiple-bit upset analysis in 90 nm SRAMs: Heavy 
ions testing and 3D simulations. IEEE Transactions on Nuclear Science, Volume: 54 Issue: 
4, 904–911.)

Nwell Nwell Pwell Pwell Pwell

1

3
2

Figure 8.25  Four contiguous SRAM bitcells: dashed rectangles are bitcells. Connected 
striped and white squares are respectively drains of NMOS and PMOS transistors. Single 
grey and white squares are gates and sources of NMOS and PMO. (Reprinted with permis-
sion from Giot, D., Roche, P., Gasiot, G., Harboe-Sorensen, R., “Multiple-bit upset analysis 
in 90 nm SRAMs: Heavy ions testing and 3D simulations.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 4, 904–911.)
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Pwell Nwell Pwell Nwell 

1 1

00

yy

Figure 8.26  Scheme of the layout for 2 SRAMs bitcells arranged in row. Plain circle is 
an ion impact in the NMOS drain (most sensitive Single Bit Upset location) while dashed 
circles is an impact at mid-distance between two NMOS drains. Grey area is the spread of 
MCU sensitive area at a LET of 13.5 MeV.cm²/mg. (Reprinted with permission from Giot, D., 
Roche, P., Gasiot, G., Harboe-Sorensen, R., “Multiple-bit upset analysis in 90 nm SRAMs: 
Heavy ions testing and 3D simulations.” IEEE Transactions on Nuclear Science, Volume: 54 
Issue: 4, 904–911.)

Table 8.4
Simulated MCU Threshold LET for Two Single Port SRAMs 
Arranged in Row and in Column

TCAD Structure Ion Location
LETth

(MeV.cm²/mg)

Double Row MBU NMOS drain 13.5 ± 0.5

Mid-distance between NMOS drains 8.5 ± 0.5

Double Column MBU NMOS drain 11.5 ± 0.5

Mid-distance between NMOS drains 3.75 ± 0.25

Mid-distance between PMOS drains 5.25 ± 0.25

Table 8.5
Relative Neutron MCU Rate Variation as a Function of Several Parameters

Parameter Details in Section Relative MCU Rate

SOI Substratea 3.10 10

Bitcell architecture 3.8 30

Reference 65nm Single Port SRAM without triple well — 100

Test location 3.9 125

Test Pattern 3.11 145

Temperature 3.7 165

Supply Voltage 3.6 230

Triple well usage 3.2 1000

a	 Experimental results in 130 nm technology.
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218	 Radiation Effects in Semiconductors

SEU sensitive areas) share the same well region and are separated by the same dis-
tance. Note that MCU can be triggered by NMOS as well as PMOS.

MCU threshold LET were computed for three ion locations schematized in 
Figure 8.27. MCU LET values are synthesized in Table 8.5. As already observed 
for row configuration, the lowest LET is obtained for an ion impact at mid-distance 
between NMOS drains (3.75 MeV.cm²/mg). MCU LET for an impact at mid-dis-
tance between PMOS drains is, however, slightly higher (5.25 MeV.cm²/mg). The 
gray areas in Figure 8.10(b) show the extrapolated spread out of the sensitive area for 
column MCU until an LET of 11.5 MeV.cm²/mg.

8.4.2.3 C onclusions and SRAM Sensitive Area Cartography
Despite a smaller distance between two adjacent SEU sensitive areas, the row 
MCU LET is twice as high as the column MBU LET. This is explained by the inci-
dence of the ion that crosses through 0.3 µm of STI in the first case (dashed circle 
in Figure  8.26) whereas it directly strikes the active area of NMOS transistor in 
the second case (dashed circle in Figure 8.27). As a consequence, there is less sili-
con volume for the carriers’ deposition in the case of row MBU. Row and column 
LET show that the layout of the memory cells (STI regions, silicon regions) strongly 
impacts their sensitive area.

SEE sensitive area cartography as a function of ion LET can be drawn from 
TCAD results shown in Sections 8.4.2.1 and 8.4.2.2. This cartography is shown in 
Figure 8.28. It is noteworthy that the double MBU sensitive area extends beyond a 
single bit cell area.

Pwell Pwell Nwell 

1

1

0

0

xx

1

1Drain1 

Drain

Source

Source

Source12 

Figure 8.27  Scheme of the layout for 2 SRAMs bitcells arranged in column. Solid line 
circle is an ion impact in the NMOS drain (most sensitive Single Bit Upset location) while 
dashed circle is an impact at mid-distance between two NMOS or PMOS drains. Grey area is 
the spread of MCU sensitive area at a LET of 11.5 MeV.cm²/mg. (Reprinted with permission 
from Giot, D., Roche, P., Gasiot, G., Harboe-Sorensen, R., “Multiple-bit upset analysis in 90 
nm SRAMs: Heavy ions testing and 3D simulations.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 4, 904–911.)
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8.5 �G eneral Conclusion: Sorting of 
Parameters Driving MCU Sensitivity

SEE testing carried out with alpha, neutrons, heavy ions, and protons on sev-
eral SRAMs is reported in this chapter. These SRAMs were processed by 
STMicroelectronics in a CMOS 65 nm technology and were embedded in several 
test vehicles. MCU percentages and MCU rates were given as a function of a dozen 
parameters. These parameters are either technological (e.g., feature size, process 
option) or design (e.g., bit cell architecture, well tie density) or related to experimen-
tal test conditions (e.g., supply voltage, temperature, test pattern). Table 8.5 synthe-
sizes the relative neutron MCU rate variations as a function of these parameters. 
It is noteworthy that the use of SOI substrate is the solution that will decrease the 
most MCU rate by taking advantage of its fully isolated transistors. Parameter which 
increases the most, the MCU rate is the use of triple well layer process option.

8.5.1 E xperimental Results in 130 nm Technology

Full 3-D structures were built from a layout of 65 nm SRAM bit cells. The use of 
TCAD structures whose SRAM bit cells are located away from the well ties was 
mandatory to confirm that the bipolar effect enhances the collected charge with 
triple well. The simulations have additionally confirmed that the bipolar effect is 
reduced by increasing the well tie frequency and therefore efficiently mitigates MCU 
and SER.

Other 3-D structures embedding two SRAM bit cells were built. Bit cells were 
arranged either in a column or in a row to reproduce an actual SRAM array. 
Simulation of these structures has allowed a SEE sensitive area cartography to be 
built as a function of ion LET. This cartography shows that the sensitive area extends 
beyond a single bit cell area.

Source

Source

Source

PMOS NMOS PMOS
0.52 MeV.cm2/mg

LET

0.72 MeV.cm2/mg
3.75 MeV.cm2/mg
5.25 MeV.cm2/mg
8.50 MeV.cm2/mg
11.5 MeV.cm2/mg0

00

0

Gate

Gate

Gate

Gate

Drain

Drain

Figure 8.28  SEE sensitive area cartography as a function of ion LET.
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8.6  Annex 1

After radiation testing with a static algorithm, bitmap error can have thousands of 
SEUs. With such a high density of SEUs the key question is therefore how many 
upsets are “true” MCU (i.e., several SEUs simultaneously created by a single ion), 
and how many are “false” MCU (i.e., sequentially created in the same vicinity by 
different ion strikes)?

MCU rates and shapes depend on the test pattern filling the memory. It was exper-
imentally verified that checkerboard, All1, and All0 test patterns have similar MCU 
rates. The following analyses and MCU counting are given for the CKB pattern. 
A cell-spacing (CS) criterion (k) is chosen when analyzing a post-irradiation error 
bitmap for MCU detection. This criterion corresponds to the upset-to-upset spacing 
(maximum number of cells between two SEUs in the X and Y directions to count 
an MCU). The effect of this criterion on the number of counted MCU is illustrated 
in Figure 8.29. This figure points out that the MCU number (zero or one bitflip) and 
type (2 or 3 cells) is a function of the CS criterion value: the larger this value (5, 6…), 
the higher the MCU number. However, a large k value would lead to count as an 
MCU two single SEU in neighboring cells created by two different events (i.e., not 
simultaneously generated). This would lead to a large overestimation of the MCU 
rates.

For this reason, formula (1) is proposed for quantifying the rates of “false” MCU 
to correct raw experimental data to count only the “true” MCUs. We believe this 
result is useful in hardness assurance processes. For example, it helps deciding the 
total number of fails to obtain during radiation experiments and also for the choice 
of radiation source intensity (here a radioactive alpha source.)

	 false MCU % = −
− ×

1 e
E AdjCell

NbitSRP
	 (8.1)

where ESRP is the number of SEU recorded after irradiation, AdjCell is the number 
of cells around each SEU that are inspected to detect an MCU; and Nbit is the size 
of the memory array.

Cell
spacing
criterion 

MCU detected 

k = 1 no MCU
k = 2 1 MCU of 2 cells 

k = 3 1 MCU of 3 cells 

Figure 8.29  Illustration of the impact of cell spacing criterion on the MCU detection effi-
ciency. (Reprinted with permission from Gasiot, G., Giot, D., Roche, P., “Alpha-induced mul-
tiple cell upsets in standard and radiation hardened SRAMs manufactured in a 65 nm CMOS 
Technology.” IEEE Transactions on Nuclear Science, Volume: 53 Issue: 6, 3479–3486.)
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The probability of counting a “false” MCU is given by

	 P E AdjCell
NbitSRP= × 	 (8.2)

where ESRP is the number of SEU recorded after irradiation (from a single readout 
period), AdjCell is the number of cells around each SEU that are inspected to detect 
an MCU (this number is function of the CS criterion (Table 8.6); and Nbit is the total 
number of bits in the memory array.

The probability that an MCU occurred is the complementary probability that no 
MCU occurred (n = 0) and is given using the cumulative Poisson probability by

	 MCU e P
i

e nproba

P i

i

n
P= − × = − =

−

=

−∑1 1 0
0

!
for 	 (8.3)

Multiplying this probability by the total number of SEU gives the number of 
multiple-cell upsets. This number divided by the total number of SEU is the percent-
age of MCU. Using Equations (8.1) and (8.2), the percentage of “false” MCU (SEUs 
from two different events are counted as an MCU) is

	 false MCU % = −
− ×

1 e
E AdjCell

NbitSRP
	 (8.4)

To double-check the relevance of this model, MCU percentages obtained from 
Equation (8.1) are compared to MCU percentages counted from randomly generated 
error bipmaps (Figure 8.30). This figure shows that whatever the CS criterion, the 
MCU percentages match perfectly.

Equation (8.1) is very convenient as it is easy to use, and it can be used for differ-
ent devices (e.g., SRAM, DRAM) and many radiation sources (e.g., alpha, neutron, 
heavy ions).

Table 8.6
Number of Adjacent Cells Inspected for MCU 
around Each Seus as a Function of the Cell 
Spacing Criterion

Cell spacing criterion k = 1 k = 3 k = 5 k = 8

# of adjacent cells = AdjCell 8 48 120 288
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9 Real-Time Soft Error 
Rate Characterization 
of Advanced SRAMs

Jean-Luc Autran, Gilles Gasiot, Daniela Munteanu, 
Philippe Roche, and Sébastien Sauze

9.1  Introduction

Since cosmic rays and on-chip radioactive impurities have been identified to be at 
the origin of soft errors in modern integrated circuits, the estimation of the soft error 
rate (SER) is rapidly becoming a major consideration for reliability aspects at device, 
circuit, and system levels—not only to investigate and understand technology sensi-
tivity but also to extrapolate the trends for future generations of circuits [1]. Different 
experimental and simulation approaches are known to estimate SER: accelerated 
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testing using alpha, neutron, or proton source/beam, real-time (i.e., life) testing under 
natural environments, modeling and software simulation at device or circuit level, 
combination of experimental/simulation approaches [1-6]. In contrast with acceler-
ated testing, which is relatively easy to conduct, cheaper, and fast (a few hours per 
day is generally sufficient to obtain confident results), real-time testing is clearly 
time-consuming and expensive. But it appears to be the unique experimental solu-
tion to accurately estimate SER, ensuring that the test does not introduce artificial 
results due, for example, to beam uniformity/fluctuations, dosimetry errors, chip dis-
orientation or difference in spectrum (largely introduced by the cut-off energy of 
the accelerator that is always well below cosmic ray energies). Real-time testing can 
also address SER at the system level for complex electronic solutions and, installed 
in an underground site, can provide an efficient method of monitoring for radioac-
tive contamination. On the contrary, when based at an altitude to increase the flux 
of atmospheric particles (primarily neutrons, but also pions and protons), SER by 
life testing can be accelerated by a factor of ~2–15 depending on the geographical 
coordinates and altitude of the test site.

With the downscaling of complementary metal-oxide semiconductor (CMOS) 
technologies, natural radiation is inducing one of the highest failure rates of all reli-
ability concerns for devices and circuits in the area of nano-electronics [7-8]. This 
sensitivity is a direct consequence of the reduction of device dimensions and spacing 
within memory cells combined with the reduction of supply voltage and node capaci-
tance, resulting in a decrease of both the critical charge (i.e., the minimum amount 
of charge required to induce the flipping of the logic state) and the sensitive area 
(i.e., the minimum collection area inside which a given particle can deposit enough 
charge to induce the flipping of the cell) [5-8]. Because the response and sensitivity 
of a given technology to cosmic rays or (internal) residual radioactivity have not nec-
essarily the same magnitude (depending on several design and process key param-
eters, such as the three-dimensional [3-D] cell architecture, the circuit layout, and 
the internal contamination level of chip materials and package), their impact on the 
SER must be separately evaluated in terms of fail occurrence (with distinguishing 
single upsets from multiple cell upsets) and failure-in-time (FIT) for both neutrons 
and alpha particles [8-13].

In this context and since 2005, we have developed a research program on the 
impact of radiation effects at ground level on components, circuits, and systems-on-
chips. An initial objective of this work was to install permanent test facilities, both 
in altitude and underground, to perform long-term and real-time SER characteriza-
tion of CMOS technologies. The altitude location was chosen to strengthen natural 
neutron irradiation; the cave environment allows the atmospheric neutron contribu-
tion to be completely screened and the remaining alpha SER directly induced by the 
presence of radioactive impurities in the chip materials to be quantified. We first 
launched in 2005 the Altitude SEE Test European Platform (ASTEP) [14,15] and 
installed in 2007 permanent test equipment at the Modane Underground Laboratory 
(LSM) [16,17].

This chapter briefly discusses different aspects of this research program, includ-
ing the description of the two test platforms and their radiation environment, the 
real-time setups, and a synthesis of more than one cumulative year of real-time 
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characterization concerning two generations of static random access memory 
(SRAM) circuits manufactured in 130 and 65 nm CMOS technologies.

9.2 T est Platforms and Environments

9.2.1 T he ASTEP Platform

ASTEP is a dual academic research and research and development (R&D) platform 
(permanent facility) founded by STMicroelectronics, JB R&D, and L2MP-CNRS 
in 2004 [14]. The current platform, operated by IM2NP-CNRS (formerly L2MP), is 
dedicated to real-time SER testing of semiconductor circuits and systems. Located 
in the French Alps on the deserted Plateau de Bure at 2,552 m in a low electromag-
netic noise environment, the platform is hosted by the Institute for Radio-astronomy 
at Millimeter Wavelengths (IRAM). ASTEP has been fully operational since March 
2006. The main environment characteristics of the ASTEP platform are summa-
rized in Table 9.1. Since 2006, this test location has been referenced in the latest 
release of JEDEC Standard JESD89A [18]. The data from Table 9.1 correspond to 
the values in Table A3.B in [18].

Figures  9.1a and 9.1b show a general view of the Plateau de Bure (IRAM 
Observatory) and an external view of the ASTEP building, respectively. The build-
ing extension (first floor) was finished in 2008 and has been occupied since July 2008 
by the Plateau de Bure Neutron Monitor (PdBNM), a super 3-NM64 neutron monitor 
composed of three high-pressure (2,280 Torr) cylindrical He3 detectors (model LND 
253109) surrounded by coaxial polyethylene and lead rings (thickness of 25 mm 

Table 9.1
Location Parameters and Main Environment 
Characteristics Related to the ASTEP Platform

ASTEP, Plateau de Bure, France

Latitude (°N) 44.6

Longitude (°E) 5.9

Elevation (m) 2,550

Atm. depth (g/cm2) 757

Cutoff rigidity (GV) 5.0

Relative neutron flux

  Active Sun low 5.76

  Quiet Sun peak 6.66

  Average 6.21

Source:	 Reprinted with permission from Autran, J. L., Roche, P., 
Sauze, S., Gasiot, G., Munteanu, D., Loiaza, P., 
Zampaolo, M., Borel, J.,” Altitude and underground 
real-time SER characterization of CMOS 65 nm 
SRAM.” IEEE Transactions on Nuclear Science, 
Volume: 56 Issue: 4, 2258–2266.)
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New building extension (2008)
for neutron monitor

ASTEP Building

A

B

C

GPS time server antenna

Webcam

Experimental floor for real-time experiments

Polyethylene box

Lead ring (×3)

Canberra ACHNP97
charge amplifier (×3)

LND 253109
cylindrical

He3 neutron
detector (×3)

Figure 9.1  (a) General view of the Plateau de Bure. (b) External view of the ASTEP 
building showing the new extension (first floor) designed to host the Plateau de Bure Neutron 
Monitor (PdBNM). (c) Partial view of the PdBNM showing the extremities of the cylindri-
cal neutron detector tubes connected to the charge amplifiers and to the acquisition module 
(electronic counters).
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each) inside a polyethylene box (wall thickness equal to 80 mm). A Canberra elec-
tronic detection chain (composed of three charge amplifiers model ACHNP97 and 
a high-voltage source 3200D) was chosen in complement to a Keithley KUSB3116 
acquisition module for interfacing the neutron monitor with the control PC. The 
design and the construction of the PdBNM followed the recommendations pub-
lished in [19,20] for the optimization of the apparatus response. Figure 9.2 shows 
the PdBNM averaged response (one point per hour) from August 1, 2008, to March 
23, 2009. This uncorrected response from atmospheric pressure directly gives an 
accurate description of the neutron flux variation at the ASTEP location, evidencing 
~30% variations of this averaged flux at ground level essentially due to atmospheric 
pressure variations.

During its installation, the PdBNM was used to experimentally determine the 
acceleration factor (AF) of the ASTEP location with respect to sea level, as explained 
in the following. Assembled and previously operated in Marseille during the years 
2007–2008, the PdBNM was transported and installed on the Plateau de Bure in July 
2008. With strictly the same setup, two series of data were thus recorded in Marseille 
and on the Plateau de Bure.

Figure 9.3 shows the barometric response of the PdBNM, that is, the variation 
of the counting rate as a function of the atmospheric pressure [21]. The difference 
between the counting rates of the two clouds of experimental points (~700 hourly 
data, which corresponds to one month of monitoring) directly gives the value of 
the acceleration factor of ASTEP with respect to the Marseille location, here esti-
mated to 6.7. Taking into account latitude, longitude, and altitude corrections for the 
Marseille location with respect to the reference one (i.e., New York City), the final 
value of the acceleration factor is AF = 6.7 × 0.94 ≈ 6.3. This value is close to 6.2, the 

0 1000 2000 3000 4000 5000

300

350

400

March 23, 2009
(9h GMT ) 

August 01, 2008
(0h GMT )

Co
un

ts
/h

Time (h)

×103

Plateau de Bure Neutron Monitor (PdBNM)

N0 = 3.32×105 Counts/h
P0 = 740.9 mb

Storms

Figure 9.2  Plateau de Bure Neutron Monitor response recorded from August 1, 2008, 
to March 23, 2009. Data are uncorrected from atmospheric pressure and averaged over one 
hour. ~30% variations in neutron flux are evidenced, with two peaks (> 4 × 105 counts/h) cor-
responding to the passage of two severe atmospheric depressions (the first peak corresponds 
to the Klaus storm on January 25, 2009). (Reprinted with permission from Autran, J.L., 
Roche, P., Sauze, S., Gasiot, G., Munteanu, D., Loaiza, P., Zampaolo, M., Borel, J., Rozov, 
S., Yakushev, E., “Combined altitude and underground real-time SER characterization of 
CMOS technologies on the ASTEP-LSM platform.” IC Design and Technology, 2009. IEEE 
International Conference on ICICDT ‘09. 18–20 May, 2009, pp. 113– 120.)
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average acceleration factor reported in Annex A of the JEDEC standard JESD89A 
[18,22], and is close to 5.9, the value given by the Qinetic Radiation Atmospheric 
Model (QARM) [23,24]. In the following, we will use the experimental value AF = 
6.3 as the acceleration factor for the ASTEP location.

9.2.2 T he LSM Laboratory

In October 2007, we installed the first real-time SER experimental setup in the under-
ground LSM. This laboratory is located about 1,700 m under the top of the Fréjus 
Mountain (4,800 meters water equivalent), near the middle of the Fréjus highway 
tunnel connecting France and Italy [25]. It was created in 1983 to conduct particle 
physics and astrophysics experiments in a strongly reduced cosmic ray background 
environment. Due to the depth of the LSM, the average particle flux inside the labo-
ratory is extremely reduced:

~4 muons/m•	 2/day corresponding to a two million reduction factor com-
pared with the flux at sea level.
A few 10•	 3 fast neutrons/m2/day (depending on the neutron energy and the 
measurement location in the laboratory) emitted by natural radioactivity 
from the rock (see spectrum in Figure 9.4), the neutron component of cos-
mic rays being totally eliminated at this depth.
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 (C
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Figure 9.3  Experimental determination of the ASTEP acceleration factor (AF) from 
the barometric response of the neutron monitor successively installed in Marseille (2007–
2008) and on the Plateau de Bure since July 2008. Experimental clouds correspond to one 
month recording (one point per hour). (Reprinted with permission from Autran, J.L., Roche, 
P., Sauze, S., Gasiot, G., Munteanu, D., Loaiza, P., Zampaolo, M., Borel, J., “Altitude and 
underground real-time SER characterization of CMOS 65 nm SRAM.” IEEE Transactions 
on Nuclear Science, Volume: 56 Issue: 4, 2258–2266.)
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In addition, the radon in the laboratory is maintained at a very low rate of ~20 Bq/
m3 owing to an air purification system that totally renews the volume of the air inside 
the laboratory twice an hour. Recent fast and thermal neutron measurements have 
been performed by E. Yakushev and co-workers [26] at immediate proximity to our 
setups; these results have then been modeled and reproduced within a few percent 
by calibrated GEANT4 Monte Carlo simulations. They give a flux of fast neutrons 
with E > 0.3 eV (cadmium threshold) of ~3 × 10–6 neutron/cm2/s. Measurements of 
thermal neutrons at the same place with a bare He3 filled proportional counter gave 
~2 × 10–6 neutron/cm2/s. Knowing that flux of fast and thermal neutrons are con-
nected, the Monte Carlo predicted coefficient for really fast neutrons with E > 0.5 
MeV to thermal neutrons (E < 0.3 eV) is about 0.64–0.66 (depends slightly on rock 
and concrete). Thus, we can estimate the number of such neutrons (E > 0.5 MeV) at 
places of SER experiments from this as ~1.2 × 10–6 neutron/cm2/s. These measure-
ments thus confirm the residual background value of only a few 103 fast neutrons/
m2/day inside the experimental room deduced from experimental measurements and 
resulting from simulation work [27].

9.3 E xperimental Details

9.3.1 T ested Devices

Real-time measurements have been performed on bulk SRAMs fabricated by 
STMicroelectronics using commercial CMOS processes in 130 nm (200 mm wafers) 
and 65 nm (300 mm wafers) technologies. These processes are based on a boro-
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Figure 9.4  Neutron energy spectrum from rock activity at LSM simulated with GEANT4. 
(Reprinted with permission from Baumann, R., Hossain, T., Murata, S., Kitagawa, H., “Boron 
compounds as a dominant source of alpha particles in semiconductor devices.” Reliablility 
Physics Symposium, 1995. 33rd Annual Proceedings, Volume 560, Issue 2, 10 May 2006, 
Pages 454–459. IEEE Publication Date: 4-6 April 1995 on pages 297–302.)
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phospho-silicate glass (BPSG)-free back-end-of-line (BEOL), which eliminates the 
major source of 10B in the circuits and drastically reduces the possible interaction 
between 10B and low energy neutrons (in the thermal range and below) [1,28,29]. The 
test vehicle for the 130 nm technology is composed of 4 MBit single-port SRAM (SP 
SRAM) with a bit cell area of 2.50 µm2. A total of 3,664 MBit was considered for 
real-time experiments, both in altitude (ASTEP) and underground (LSM). For the 65 
nm technology, the test chip contains 8.5 Mbit of SP SRAM (bit cell area of 0.525 
µm2) and 1 Mbit of dual-port SRAM (DP SRAM, bit cell area of 0.98 µm2).

The SP SRAM bit cell, shown in Figure 9.5 for the 65 nm technology node, cor-
responds to the standard six-transistor SRAM designed with one access transistor on 
each internal node. DP SRAM has the same electrical schematic with two additional 
access transistors, one on each side of the memory, giving the ability to simultane-
ously read and write different memory cells at different addresses. No deep n-well 
[11] was used in both 130 and 65 nm devices tested in the present work. Both 130 nm 
and 65 nm bit cells were fully modeled (Figure 9.5) with 3-D technology computer-
aided design (TCAD) tools (Sentaurus Synopsys package [30]) to evaluate their sen-
sitivity to heavy ions and to determine the single-event unit (SEU)/single-bit upset 
(SBU) and multiple-bit upset (MBU)/multiple-cell upset (MCU) occurrences as a 
function of ion parameter [11,13]. In complement to TCAD work, numerous experi-
mental studies were conducted these four last years to characterize the different 
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NMOS2

NMOS1
PMOS1

Y
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X

5.3E+20
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–1.3E+17
–5.3E+20

Figure 9.5  Full 3-D structure of the bulk 65 nm SP SRAM (six transistors, bit cell area 
of 0.525 µm2). Shallow trench isolation (STI) structures have been removed to better show 
silicon regions below the transistor active area. The TCAD simulation domain contains more 
than 300,000 mesh elements. (Reprinted with permission from Autran, J.L., Roche, P., Sauze, 
S., Gasiot, G., Munteanu, D., Loaiza, P., Zampaolo, M., Borel, J., “Altitude and underground 
real-time SER characterization of CMOS 65 nm SRAM.” IEEE Transactions on Nuclear 
Science, Volume: 56 Issue: 4, 2258–2266.)
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test chips from an accelerated-test point of view with neutrons at the Los Alamos 
Neutron Science Center (LANSCE), as well as with an intense Am241 alpha source at 
STMicroelectronics. This point is detailed in [14,17].

9.3.2 H ardware Setups

Two different types of SER test equipment, specially designed for the study, were 
developed and assembled by Bertin Technologies (Aix-en-Provence, France) for the 
130 nm devices [14-16] and by iRoC Technologies (Grenoble, France) for the 65 nm 
ones [17], respectively. Figure 9.6 shows a general view of the test equipment currently 
deployed at LSM. The 130 nm setup was successively installed on ASTEP during the 

6 Boards (64 devices each)

130 nm SRAM
SER setup

Power supplies
Tester hardware

Control PC

Motherboard (×32) Rack (×4)

DUTs

Buffers

65 nm SRAM
SER setup

Control PCs

Figure 9.6  General view of the automatic test equipment installed in the microelectronics 
experimental room at LSM. The two insets show detailed views at the motherboard level for 
the two setups. (Reprinted with permission from Autran, J.L., Roche, P., Sauze, S.,Gasiot, G., 
Munteanu, D., Loaiza, P., Zampaolo, M., Borel, J., “Altitude and underground real-time SER 
characterization of CMOS 65 nm SRAM.” IEEE Transactions on Nuclear Science, Volume: 
56 Issue: 4, 2258–2266.)
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period March 31, 2006 to November 6, 2006, and then was transported to the LSM 
and installed on October 16, 2007. For the 65 nm experiment, two identical setups 
were constructed and were installed at ASTEP on January 21, 2008 and at LSM on 
April 11, 2008. The three setups have been working since these respective dates.

In the present configuration, each system is capable of monitoring several hun-
dred of chips (1,280 chips for the 130 nm setup and 384 chips for the 65 nm one) 
and performing all requested operations such as writing/reading data to the chips, 
comparing the output data to the written data, and recording details on the different 
detected errors in SRAM chips. The different hardware and software components 
have been designed to strictly follow all the specifications of the JEDEC Standard 
JESD89A [18]. In particular, the design of the setup ensures that all detected errors 
come from the devices under test, not from external or system noise, by respecting 
the following guidelines [18,31]:

	 1.	The test operation is such that once failing data is detected, the data is 
read again a given number of times before data is rewritten. Consistency of 
failed data over these read cycles ensures that the failure is a soft error in 
the device under test (DUT).

	 2.	The tester implements high reliability system techniques: redundancy in the 
logic interface with the DUT and watchdog for periodic reinitialization of 
the tester.

	 3.	The power supplies are designed for uninterruptible operation and very low 
noise. The power supply voltages are permanently monitored. The voltage and 
current drawn by the DUT during the standby mode are logged periodically.

	 4.	The DUT boards are properly designed for very low internal noise. The 
boards are multilayered with alternated signal and ground planes for high 
immunity to electromagnetic interference (EMI). They are also designed 
with controlled impedance for maintaining signal integrity with a relatively 
high number of circuits in a bus.

	 5.	Finally, the tester and array of DUT boards are properly shielded against 
EMI.

9.3.3 T est Procedure

The test algorithm used for SRAM testing is schematically shown in Figure 9.7. It 
allows detection of SBU, MCU, single-event functional interrupt (SEFI), or single-
event latchup (SEL) events. Current consumption of all power lines provided by the 
tester is monitored and logged during the test. The user can see in real time the errors 
on the monitor of the tester. This test algorithm has dead time, but with the consid-
ered conditions of real-time SER (very low error rate) it is negligible.

9.4 E xperimental Results

This section summarizes our most recent results obtained for the 65 nm technology 
from real-time (i.e., life-testing) and accelerated tests (for both neutrons and alphas). 
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Comparison with real-time data obtained for the 130 nm technology (SP SRAM) 
is also reported. In the following, all numerical results have been normalized by a 
common arbitrary scaling factor, set lower than 3×. The real order of magnitude for 
the reported data is thus not significantly altered.

9.4.1 R eal-Time Measurements

Figure 9.8 shows the cumulative number of fails detected in SP SRAMs versus test 
duration (expressed in MBit × h) for both altitude and cave experiments. Because the 
two experiments started at different dates, the number of MBit × h accumulated in 
altitude (2.42 × 107 MBit × h) is higher than the value reached in the cave experiment 
(1.78 × 107 MBit × h).

A data analysis summarized in Table 9.2 shows that for the altitude experiment 
a total of 44 events (involving a total of 71 bitflips) was detected for SP SRAM, 
including 33 SBU and 11 MCU. These MCUs involve a total of 38 bitflips, which are 

SRAM Test Algorithm Check Error Procedure

SRAM Test

Check Proc

read(pattern)

read(pattern)

Write
(complementary pattern)

write(pattern)

read(pattern)

Read
(complementary pattern)

power on

write(pattern)

read(pattern)

ERROR?

ERROR? power off

SRAM Test

Check Proc

No

No

Yes

Yes

Figure 9.7  Flowchart of the test procedure implemented in the automatic test equipment 
for real-time SER testing both 130 and 65 nm SRAM technologies. (Reprinted with permis-
sion from Autran, J. L., Roche, P. Sauze, S. Gassiot, G., Munteanu, D., Loaiza, P., Zampaolo, 
M. Borel, J., “Altitude and underground real-time SER characterization of CMOS 65 nm 
SRAM.” IEEE Transactions on Nuclear Science, Volume: 56 Issue: 4, 2258-2266.)
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236	 Radiation Effects in Semiconductors

physical adjacent bit cells in all cases with a multiplicity ranging from 2 to 7. The 
distribution of these MCUs is given in Figure 9.9. Note that this MCU contribution 
represents 11/44 = 25% of the detected events and 38/71 = 53.5% of the total number 
of detected bitflips, confirming via a real-time experiment the importance of MCU 
mechanisms in such a deep submicron technology. For the cave experiment, only 12 
fails were recorded, corresponding to 10 SBU and 1 MCU (involving two adjacent 
cells). The fraction of MCU is reduced in this case to 16.7% of the total number of 
detected bitflips. Experimental data consistency (i.e., compliant with a “random pro-
cess”) was checked for the altitude experiment (the number of bitflips is statistically 
representative) in terms of statistical distribution of 0→1 and 1→0 bitflips and error 
bitmap: the frequency of bitflips is found close to 50% for each transition, which is 
randomly distributed in the memory plan.

From the data in Figure 9.8 for both experiments, we estimated the real-time SER 
at the test location, reported in Table 9.2, using the following expression:

	 SER  (FIT/MBit)= ×Nr

rΣ
109 	 (9.1)

where Nr is the number of bitflips (for flip SER), SBU (for SBU SER), or MCU events 
(for MCU SER) observed at time Tr, and Σr is the number of MBit × h cumulated at 
time Tr.
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Figure 9.8  Cumulative total fails, SBU and MCU flips versus test duration for the 65 nm 
SP SRAM during both altitude and underground experiments. Tests were conducted under 
nominal conditions: VDD = 1.2 V, room temperature, standard checkerboard test pattern. 
(Reprinted with permission from Autran, J. L., Roche, P. Gasiot, G., Munteanu, D. Loaiza, P., 
Zampaolo, M., Borel, J., “Altitude and underground real-time SER characterization of CMOS 
65 nm SRAM.” IEEE Transactions on Nuclear Science, Volume: 56 Issue: 4, 2258–2266.)
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Table 9.2
Summary and Key Values for the Real-Time 65 
nm Experiment

SP SRAM DP SRAM

Altitude Experiment
Starting date 01/21/08 14:54

Reporting date 12/01/08 11:00

Cumulative number of Mbit.h 2.42 × 107 2.84 × 106

Total number of events/bitflips 44/71 8/10

Number of SBU 33 6

Number of MCU/MCU flips 11/38 2/2

SBU SER on ASTEP (FIT/Mbit) 1,364 2,113

MCU SER on ASTEP (FIT/Mbit) 455 704

Total flip SER on ASTEP (FIT/MBit) 2,934 3,521

Lower and upper confidence limits for 
the total flip SER (FIT/Mbit)

2,423
3,574

2,172
5,973

Underground Experiment
Starting date 04/11/08 12:00

Reporting date 12/01/08 11:00

Cumulated number of Mbit.h 1.78 × 107 2.10 × 106

Total number of events/bitflips 11/12 2/2

Number of SBU 10 2

Number of MCU/MCU flips 1/2 0/0

SBU SER (FIT/Mbit) 562 952

MCU SER (FIT/Mbit) 56 0

Total flip SER (FIT/Mbit) 674 952

Lower and upper confidence limits for 
the total flip SER (FIT/Mbit)

432
1,092

389
2,998
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238	 Radiation Effects in Semiconductors

We also reported in Table 9.2 the upper and lower confidence intervals at the 90% 
level based on the χ2 distribution to estimate the experimental error margins [18]. 
We verified that the convergence of SER versus test hours is asymptotically reached 
within ~3,000 h of experiment (which corresponds to ~107 Mbit × h). Beyond this 
duration, the total flip SER remains constant around 2,934 FIT/Mbit for the altitude 
experiment and around 674 FIT/Mbit for the underground test.

The calculation of the normalized neutron real-time SER at the reference loca-
tion of New York City (NYC) is obtained from the following expression, assuming 
that the fail rate due to alpha particles is identical to the alpha SER experimentally 
deduced from the underground experiment:

	
neutron SER

SER SER
AF

alpha SER
NYC

ASTEP LSM

NY

-

-

=
−

CC LSMSER=






	 (9.2)

In Equation (9.2), the value of the acceleration factor of the ASTEP site is taken 
equal to AF = 6.3, the experimental value determined from data collected using 
the Plateau de Bure neutron monitor. The normalized neutron SER is then equal to 
(2934 – 674)/6.3 = 359 FIT/MBit and the total flip SER for both alpha and neutron 
contributions is equal to 359 + 674 = 1,033 FIT/MBit for the 65 nm SP SRAM.

For DP SRAM and because the test circuit contains only 1 MBit per chip (against 
8.5 Mbit for SP SRAM), the statistics are not yet totally satisfactory, as illustrated 
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Figure 9.9  Distribution of the MCU multiplicity (i.e., number of bitflips per MCU event) 
for the 11 MCU events detected during the altitude test (SP SRAM). These MCUs involve 
a total of 38 bitflips that correspond to physical adjacent bit cells (in the memory plan) in 
all cases. (Reprinted with permission from Autran, J. L., Roche, P., Sauze, S., Gasiot, G., 
Munteanu, D. iza, P., Zampaolo, M., Borel, J., “Altitude and underground real-time SER 
characterization of CMOS 65 nm SRAM.” IEEE Transactions on Nuclear Science, Volume: 
56 Issue: 4, 2258–2266.)
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by the very large confidence interval reported in Table 9.1. Therefore, a first estima-
tion gives for the altitude test a value of ~3,521 FIT/Mbit and ~952 FIT/Mbit for 
the cave experiments, resulting in normalized (NYC) neutron SER = 407 FIT/MBit. 
SER values for DP SRAM will be consolidated in a future work. In the following, 
we will consider only results related to SP SRAM for comparison with 130 nm and 
discussion.

9.4.2 A ccelerated Tests

Table 9.3 reports the results of neutron and alpha accelerated test results performed 
on 65 nm chips. The test procedures were fully compliant with the JEDEC test 
standard JESD89A [18]. Alpha SER was evaluated from accelerated measurements 
using an intense Am241 alpha source. The tests were performed in a character-
ization lab at STMicroelectronics. The alpha source is a thin foil of Am241 with 
an active diameter of 1.1 cm. The source activity was 3.7 MBq, as measured on 
February 1, 2002. The alpha particle flux was precisely measured in March 2003 
with an Si detector that was placed at 1 mm from the source surface. This calibra-
tion measurement gave an alpha flux of 1.05 × 106 alpha/cm²/s. Since the atomic 
half-life of Am241 is 432 years, the activity and flux values recalculated for each 
experimental session are still very accurate. The reported SER values have been 
extrapolated to a nominal alpha flux of 0.001 alpha/cm²/h. This value emulates 
the alpha emissivity rate for the semiconductor processing and packaging materi-
als with an “ultra low alpha” grade. During the SER experiments, the Americium 
source lies above the chip package. Therefore, the distance source-die is minimum 
and approximately equal to 1 mm (same distance as for the calibration). All experi-
ments were performed at room temperature (25°C). Experimental measurements 
(Table 9.3) led to an accelerated alpha SER = 605 FIT/Mbit for SP SRAM and 790 
FIT/Mbit for DP SRAM.

Accelerated neutron SER evaluation was conducted at the LANSCE WNR facil-
ity at Los Alamos in August 2006. The neutron flux available at LANSCE during 
the experiment was 1.6 × 105 n/cm2/sec, which is 40% of the LANSCE maximum 
flux (this is a limitation at the LANSCE facility for the whole year 2006). The beam 

Table 9.3
Summary of Flip SER Value

SP SRAM DP SRAM

Alpha SER (FIT/Mbit) Total flip SER 605 798

Neutron SER (FIT/MBit) SBU SER 353 461

MCU (event) SER   38   21

Total flip SER 470 535

Note:	 Normalized, that is, extrapolated to 0.001 alpha/cm2/h and 13 neu-
trons/cm²/h. Obtained from accelerated tests (VDD = 1.2 V, room tem-
perature, standard checkerboard test pattern).
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240	 Radiation Effects in Semiconductors

is collimated and uniform over an ~8 cm diameter. The neutron fluence was mea-
sured by the LANSCE uranium fission chamber. The total number of produced neu-
trons is obtained by counting fissions and applying a proportionality coefficient. The 
reported SER values, shown in Table 9.3, have been extrapolated to the reference 
(NYC) neutron integrated flux of 13 neutrons/cm²/h: we obtained 470 FIT/Mbit and 
535 FIT/Mbit for SP SRAM and DP-SRAM, respectively. The MCU contribution 
represents ~31% of the total detected events in these accelerated tests.

9.5 Da ta Analysis and Discussion

In this last section, we analyze and discuss real-time data reported in Section 9.4. We 
also report comparison experimental data related to the 130 nm STMicroelectronics 
technology previously characterized [14,15]. Additional results deduced from accel-
erated SER tests and from wafer-level measurements are presented.

9.5.1 R eal-Time versus Accelerated Tests for 65 nm

The direct comparison of real-time and accelerated SER values, reported in Section 
9.4.2 for 65 nm SP SRAMs, shows a very reasonable agreement between the two sets 
of data, especially for alpha SER. We measured 674 FIT/MBit (real-time) and 605 
(accelerated) FIT/MBit for alpha SER, resulting in a difference of only 11%, typically 
within the experimental error margins; we also measured 359 FIT/Mbit (real-time) 
and 470 FIT/Mbit (accelerated) for neutron SER, showing in this case an agreement 
within 30% margins. This very good agreement observed for the alpha SER tests 
first suggests that the accelerated alpha emission setup was properly designed and 
the test operation accurately conducted. In addition, the real-time SER value sug-
gests that the alpha emission rate for the semiconductor processing and packaging 
materials is very close to the value of 0.001 alpha/cm2/h initially assumed to calcu-
late the accelerated SER value reported in Table 9.3.

For neutron SER, a discrepancy of 30% between the two approaches remains very 
acceptable with respect to dosimetry errors or statistical dispersions from sample-to-
sample, lot-to-lot and error intervals on the knowledge of some physical, technological, 
and electrical key parameters (manufacturing variability) [1,32]. Moreover, this result 
could be explained by possible differences between the neutron beam and the real 
atmospheric neutron spectra, largely introduced by the cut-off energy of the accelera-
tor that is always well below cosmic ray energies. This could also be confirmed by the 
relatively important difference in the percentages of bitflips involved in MCU events 
for the two experiments: 53.5% for real-time and 31% for accelerated tests.

Our recent results concerning heavy-ion testing and 3-D simulations of MCU 
occurrence in 65nm SRAMs [13] are consistent with this observation: the contribu-
tion of MCU to the total number of upsets strongly increases with the linear energy 
transfer (LET) of the incident ion, suggesting that high-energy neutrons (indirectly 
inducing a nonnegligible fraction of high LET ions) play a major role in the occur-
rence of large size MCUs effectively observed in real-time experiments. This MCU 
aspect will be consolidated in the future by increasing the experiment duration to 
significantly improve the statistics on MCUs (Figure 9.9).
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9.5.2  65 nm versus 130 nm Technologies

Figure 9.10 shows a direct comparison of the total bitflip distributions versus test 
duration for the two technologies. For the 130 nm, a total of 72 bitflips was detected 
after 1.55 × 107 MBit × h in altitude, 35 fails after 1.9 × 107 MBit × h during the 
underground test. The analysis of Figure 9.10 indicates that, for both test locations, 
the 130 nm technology exhibits a higher soft error rate (directly linked to the slope 
of the curves) than the 65 nm one.

In addition, for the altitude test, five MCU events, each involving two physical 
adjacent bit cells, were recorded; no MCU event was detected for the cave experi-
ment. This difference in MCU occurrence for the two technologies is clearly high-
lighted by the “staircase shape” of the curves: the 130 nm distribution has very 
regular stairs (each stair corresponding to a single bitflip); on the other hand, the 65 
nm curve (especially for the altitude test) exhibits irregular and marked stairs, which 
corresponds to a kind of “visual signature” of MCU events.

These SER values related to the 130 nm technology are reported in Figure 9.11. 
We used Equation (9.2) to separate alpha from neutron contributions to the total 
normalized SER value. Figure 9.11 also summarizes the key values of experimental 
real-time SER for both 130 and 65 nm technologies (SP SRAM). Alpha SER is found 
to decrease by a factor of 2.3 for the 65 nm technology with respect to the 130 nm 
one and neutron SER by a factor of 1.4, resulting in a net improvement of the total 
SER by a factor of ~2.
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Figure 9.10  Cumulative total fails versus test duration for both 130 nm and 65 nm SP 
SRAMs detected in altitude and underground. The test was conducted under nominal condi-
tions for both technologies: VDD = 1.2 V, room temperature, standard checkerboard test pat-
tern. For 130 nm data, experiment periods are March 31, 2006 to November 6, 2006 for the 
altitude test and October 16, 2007 to November 24, 2008 for the underground test. (Reprinted 
with permission from Autran, J. L., Roche, P., Sauze, S., Gasiot, G., Munteanu, D., Loiaza, P., 
Zampaolo, M., Borel, J., “Altitude and underground real-time SER characterization of CMOS 
65 nm SRAM.” IEEE Transactions on Nuclear Science, Volume: 56 Issue: 4: 2258–2266.)
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242	 Radiation Effects in Semiconductors

9.5.3 �E stimation of the Alpha Particle Emission Rates 
for 65 nm and 130 nm Technologies

Combining real-time and accelerated alpha SER values, for a given technology, 
allows us to estimate the alpha particle emission rate for the semiconductor process-
ing and packaging materials. Because accelerated values are extrapolated (i.e., nor-
malized) to the reference value of 0.001 alpha/cm2/h (which corresponds to an “ultra 
low alpha” grade [5]), the real alpha particle emission rate is simply given by this 
value multiplied by a factor corresponding to the ratio of the real-time SER by the 
accelerated SER. We thus obtain for the 65 nm technology 0.001 × (674/605) ≈ 1.1 
× 10–3 alpha/cm2/h. For the 130 nm technology, a similar calculation from real-time 
SER values given in Figure 9.11 and considering the accelerated value of 380 FIT/
Mbit reported in [16] gives 0.001 × (380/1530) ≈ 4.0 × 10–3 alpha/cm2/h.

In addition to this indirect extraction of the alpha particle emissivity via SER 
tests, the alpha emission rates for both the tested wafers and packages (mold com-
pound) were accurately characterized using an ultra low alpha background coun-
ter (gas flow type). The tests were performed in a dedicated characterization lab at 
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Figure 9.11  Synthesis of experimental real-time SER values obtained for both 130 nm 
and 65 nm SP SRAM from altitude and underground experiments and normalization of the 
SER at the reference flux of New York City (sea level) taking into account (i) the alpha con-
tribution for the altitude test (fixed to the value measured at LSM) and (ii) the ASTEP accel-
eration factor AF = 6.3 for the neutron flux in altitude (experimentally measured using the 
Plateau de Bure Neutron Monitor). (Reprinted with permission from Autran, J. L., Roche, 
P., Sauze, S., Gasiot, G., Munteanu, D., Loaiza, P., Zampaolo,M., Borel, J., “Altitude and 
underground real-time SER characterization of CMOS 65 nm SRAM.” IEEE Transactions 
on Nuclear Science, Volume: 56 Issue: 4, 2258–2266.)
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STMicroelectronics. A high purity in terms of radioactive contaminants was con-
firmed, around (0.9 ± 0.3) × 10–3 alpha/cm2/h for the 65 nm technology. In parallel, 
the same measurement procedure was applied for the characterization of wafers and 
packages of the 130 nm technology. A value of (2.3 ± 0.2) × 10–3 alpha/cm2/h was 
obtained, confirming with the same order of magnitude the reduction of the alpha 
emitter contamination for the 65 nm technology with respect to the 130 nm one. The 
discrepancy between SER-based and direct counting measurements is small and very 
acceptable with respect to the experimental uncertainties for the alpha counting, the 
SER testing, and the sample-to-sample/lot-to-lot variations for the trace amounts of 
alpha contaminants.

9.5.4  Synthesis and SER Trends

In this last section, we would like to summarize in Table 9.4 all the values related 
to the two technologies characterized in the framework of this study. We also indi-
cate in the last column of the table the evolution factor between the 130 nm and 65 
nm technologies. On one hand, a simple scaling of the sensitive area of the 130 nm 
SRAM versus the 65 nm SRAM should produce approximately a ÷4 reduction fac-
tor in the FIT/Mbit rates. On the other hand, as the cell size decreases, it holds less 
charge, causing the critical charge to decrease, typically by a factor of ~3 [33]. This 

Table 9.4
65 nm versus 130 nm Technologies (Single-Port SRAM): Synthesis of 
Key Values for Real-Time and Accelerated Tests

130 nm (SP) 65 nm (SP)
130→65 nm 

Variation

Bit cell area (µm2) 2.50 0.525 ÷4.76

Sensitive volume (µm3) [28] 0.025 0.0035 ÷7.14

Critical charge (fC) [28] 2.5 0.8 ÷3.13

Nominal VDD (V) 1.2 1.2 unchanged

Experimental Results
Accelerated SER (FIT/Mbit) Alphas 380* 605* ×1.6

Neutrons 665* 470* ÷1.4

Total 1045 1075 ~unchanged

Real-time SER (FIT/Mbit) Alphas 1530 674 ÷2.27

Neutrons 504 359 ÷1.4

Total 2034 1033 ÷ ~2

Alpha particle emission level measured at 
wafer level (alphas/cm²/h)

(2.3±0.2) ×10–3 (0.9±0.3) ×10–3 ÷2.5

Alpha particle emission level deduced 
by combining accelerated and real-time 
data (alphas/cm²/h)

4×10–3 1.1×10–3 ÷3.6

*	 Extrapolated to 0.001 alpha/cm2/h and 13 neutrons/cm²/h.
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244	 Radiation Effects in Semiconductors

makes it easier for the cell to be upset due a neutron-induced or an alpha particle 
strike. Since we only observe (from real-time data) a global ÷2 reduction factor, one 
could attribute this reduction to a combination of these two opposite trends, resulting 
in the sensitive area change with a small increase in the sensitivity of the basic cell 
[34]. The fact that the reduction factor is experimentally found (life-testing) more 
important for alpha SER (÷2.27) than for neutrons (÷1.4) could be explained by the 
additional impact of the alpha particle emission rate (decreasing by a factor of at least 
> 2.5) on this scaling factor. Because such an impact is relatively complex to quan-
tify on the final SER value characterizing a given technology, the in-depth analysis 
of the SER evolution from the 130 nm to the 65 nm technologies would require a 
specific dedicated work (including material-level and technological options, memory 
cell, and circuits layout considerations [35]) that goes far beyond the present study.

9.6 C onclusion

In summary, this chapter presents a complete study dedicated to the real-time SER 
characterization of CMOS SRAM memories in both altitude and underground envi-
ronments. Neutron and alpha particle SERs have been compared with data obtained 
from accelerated tests for two different technology nodes (i.e., 130 nm and 65 nm). 
By comparing accelerated and real-time measurements, it is noteworthy that for 
alpha particles both measurements are extremely close. This confirms that the alpha 
emission rate from the dice (wafer + package) is extremely close to the “ultra low 
alpha” extrapolated level, corresponding to the value of 0.001 alpha/cm²/h. For neu-
trons, accelerated and real-time measurements are also in good agreement (~30%) 
with respect to error margins in such experimental approaches. Data also show and 
quantify via a real-time experiment in a natural environment the importance of MCU 
mechanisms in such a deep submicron technology. Direct comparison with real-time 
measurements in 130 nm technology, tested in the same locations with a similar 
setup, clearly shows that the reduction of the neutron SER is related to the technolo-
gies (same trend as that of accelerated measurements), while for alpha it is related to 
a more complex evolution, combining the two opposite trends given by the technol-
ogy (sensitive area, critical charge) with the observed decrease in the alpha emission 
rate for the semiconductor processing and packaging materials (trend opposite to that 
of accelerated measurements extrapolated to a given emission rate value).

In parallel with this characterization work, the installation of a neutron monitor 
on the altitude site (ASTEP) allowed us to precisely determine the acceleration factor 
related to the neutron flux and to validate previous results obtained for the 130 nm 
technology. This neutron monitor will be used in future work to follow in parallel 
the time evolution of the neutron flux and the time distribution of fails observed in 
microelectronic circuits.
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10.1  Introduction

Static random access memory (SRAM)-based field-programmable gate arrays 
(FPGAs) offer a lower cost alternative to application-specific integrated circuit 
(ASIC) technologies for custom hardware. Although FPGAs cannot provide the same 
level of performance as an ASIC, they boast at least an order of magnitude compu-
tational efficiency benefits over general-purpose processors and in many cases much 
higher performance. FPGAs also offer on-demand reconfiguration useful for in-field 
bug fixes, upgrades, or entirely new applications.

There is growing interest in using FPGAs for the data-intensive signal processing 
applications often used in space-based systems. In addition to their low nonrecurring 
engineering (NRE) costs and flexibility, the programmable logic and on-chip memo-
ries are well suited to complex high-throughput applications, particularly those used 
in signal processing. Furthermore, their on-demand reconfiguration capability sup-
ports the use of multiple applications on the same chip through time multiplexing. In 
addition, new applications can be “uploaded” on mission, and existing applications 
can be fixed if bugs are found or modifications are desired.

A variety of projects have demonstrated the benefits of using FPGAs in spacecraft 
[1,2]. Specific examples include the Mars rovers, which use FPGAs for motor control 
and landing pyrotechnics [3], and the Los Alamos National Laboratory satellite CFESat, 
which uses nine FPGAs as part of its high-performance computing payload [4,5].

SRAM-based FPGAs, however, are very sensitive to the space radiation envi-
ronment—particularly radiation-induced single-event upsets (SEUs). SEUs are 
particularly detrimental to FPGAs because they can change not only the state of 
user flip-flops and internal block memory but also the contents of the configuration 
memory, which can alter the behavior of the user circuit. This is much different from 
ASICs. In an ASIC, the routing and logic are considered insensitive to SEUs, so only 
the latches need to be protected. In an FPGA, on the other hand, the latches, logic, 
and routing must all be protected. As a result, the safe use of FPGAs in space requires 
careful design considerations and the use of well-proven SEU mitigation techniques.

10.1.1 O rganization

Section 10.2 of this chapter contains a brief introduction to radiation effects rel-
evant to SRAM-based FPGAs, particularly the nondestructive single-event radiation 
effects. In Section 10.3, two techniques are introduced for detecting and correcting 
single-event effects in an SRAM-based FPGA. Section 10.4 introduces a laundry 
list of techniques for mitigating the errors induced by single-event effects. In most 
systems, complementary techniques are used for (1) detecting and correcting single-
event effects and (2) mitigating their effects. Finally, in Section 10.5 a reliability 
model is introduced for estimating mean time to failure (MTTF) for an SRAM-
based FPGA. Section 10.5 concludes with a case study for a hypothetical scenario.

10.6	 Conclusion..................................................................................................... 270
Acknowledgments................................................................................................... 270
References............................................................................................................... 271
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10.2 FPG A Radiation Effects

Energetic particles, for example, protons trapped in the Van Allen radiation belts, 
can deposit unwanted charge in a microelectronic device. Excess charge can cause 
transient faults or even permanent damage. Figure 10.1 lists the different types of 
transient and permanent faults, commonly called soft and hard errors, respectively. 
The set of all soft and hard errors collectively is known as single-event effects (SEEs). 
Note that the name single-event effect implies that typically a single particle causes 
an effect at a specific instant in time. Other time-integrated effects also occur as the 
result of exposure to energetic particles over longer periods. This chapter focuses 
exclusively on single-event effects.

10.2.1  Destructive Single-Event Effects

The most common destructive single-event effect is single-event latchup (SEL). 
SEL is an unwanted short circuit caused by ionizing radiation that can destroy a 
device from the resulting overcurrent situation if the device is not power cycled. 
Other destructive SEEs include single-event gate rupture (SEGR) and single-event 
burnout (SEB).

10.2.2 N ondestructive Single-Event Effects

10.2.2.1 S ingle-Event Upsets
A single-event upset occurs when deposited charge directly causes a change of state 
in dynamic circuit memory elements (e.g., flip-flop, latch). In other words, an SEU 
occurs when a charged particle changes the stored value in a memory element from 
logic “1” to logic “0”, or vice versa.

The change in state of one element is a single-bit upset (SBU). The change in state 
of more than one element is a multiple-bit upset (MBU) [6]. Both SBUs and MBUs 
are caused by a single particle. Coincident SEUs (either SBU or MBU) that occur in 

Soft Error

Hard ErrorSEB
Single Event Burnout/Gate Rupture

SEL
Single Event Latch-up

SEFI
Single Event Functional Interrupt

SBU
Single Bit Upset SEU

Single Event
Upset

SET
Single Event

Transient

SEE
Single Event

Effects

MBU
Multiple Bit Upset

Figure 10.1  The different classes of soft and hard errors collectively known as single-
event effects. (From K. Morgan, “SEU-induced persistent error propagation in SRAM-based 
FPGAs.” Brigham Young University Masters Thesis, 2006). Cross-reference: R. Baumann, 
Single-event effects in advanced CMOS technology, in 2005 IEEE NSREC Short Course, 
Seattle, WA, July 2005, pp. II–1– II–59.)
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the same device within a relatively short amount of time are sometimes referred to 
as multiple independent upsets (MIUs) [7].

10.2.2.2 S ingle-Event Transients
A single-event transient (SET) occurs when deposited charge causes a dynamic cir-
cuit memory element (e.g., flip-flop, latch) to latch an incorrect value. For example, 
charge deposited by a particle into a combinational circuit can cause an undesired 
transient pulse that, if registered by a flip-flop, results in an incorrect value stored 
by the flip-flop.

SETs cause a problem only if the resulting pulse is latched by a memory element. 
In a flip-flop, for example, this occurs only if the pulse coincides with the clock edge 
that registers a new value. Consequently, the rate of faults caused by SETs typically 
varies with clock frequency. As clock frequency increases, the period decreases, and 
the likelihood of a pulse coinciding with a clock edge goes up.

10.2.2.3 S ingle-Event Functional Interrupts
Single-event functional interrupts (SEFIs) are a special class of SEUs. Electronic 
devices often contain system control circuitry that, if upset, causes system-wide fail-
ure of the device. In an FPGA, there can be several SEFI mechanisms. For example, 
an SEU in the power-on-reset (POR) control circuitry causes the entire FPGA to 
reset, including its configuration storage. Since SEFIs are a nondestructive effect a 
hard reset or power cycle typically can restore a device after an SEFI.

10.2.3  SEEs in FPGAs

Devices that contain dense arrays of memory cells are especially sensitive to SETs 
and SEUs due to the large amount of memory state within a relatively small amount 
of circuit area. Much like SRAM and DRAM, SRAM-based FPGAs contain large 
amounts of memory cells within a device and are especially sensitive to radiation-
induced single-event effects. Most modern FPGAs contain tens of millions of bits 
for device configuration, internal block memory, user flip-flops, and so forth. For 
example, the newest Xilinx Virtex-6 LX760 FPGA contains over 176 million con-
figuration bits.

In an FPGA the bits that define the operation of the user-designed circuit are the 
largest component of the configuration memory. These configuration memory cells 
define the operation of the configurable logic blocks, routing resources, input/output 
(I/O) blocks, and other programmable FPGA resources. Like all other (nonradiation-
hardened) memory, the configuration memory is susceptible to SEUs. Upsets within 
the configuration memory are especially troublesome as they may change the opera-
tion of the look-up tables, routing, I/O, and other device resources.

The susceptibility of an FPGA’s configuration memory to SEUs means that 
design reliability techniques for FPGAs must mitigate upsets in the configuration 
(e.g., logic, routing, I/O) in addition to the user circuit flip-flops. This is much differ-
ent than soft error mitigation approaches for ASICs and other custom technologies. 
In these technologies, the routing and logic are usually considered insensitive to soft 
errors. As a result, soft error mitigation techniques usually address only the latches 
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within the circuit.* Consequently, the overhead for constructing fault-tolerant latches 
within custom circuits is much lower than the overhead required to mitigate failures 
in the logic, routing, and I/O of FPGAs.

10.3 SEU  Detection and Correction Techniques

A fault-tolerant device, by definition, tolerates occasional faults. A commercial 
SRAM-based FPGA cannot prevent faults so it must tolerate faults and, depending 
on the desired reliability, possibly mitigate the effects of the faults. In most practical 
SRAM-based FPGA systems the faults are repaired as quickly as possible to limit 
their effects. Two methods for detecting faults are discussed in this section. Methods 
for mitigating the effects of faults are discussed in Section 10.4.

10.3.1  Scrubbing

Memory scrubbing has been used for many years to increase the reliability of mem-
ory within radiation environments [8]. Memory scrubbing requires the ability to 
detect upsets within a memory and to use this information to repair the memory. 
Although there are many variations of memory scrubbing, most memory scrubbing 
systems use a simple single-error correction, double-error detection (SECDED) code 
embedded within the data to detect and correct upsets [8,9]. A memory scrubber 
begins by reading an error correction code (ECC) encoded codeword from the mem-
ory, determines if any errors exist in that codeword, and then repairs the codeword 
in memory if an error was found. Most memory scrubbers operate by continuously 
sequencing through the memory array, checking for and fixing SEUs.

The process of memory scrubbing can be applied to SRAM-based FPGAs to 
improve FPGA reliability in the presence of configuration SEUs. Like memory 
scrubbing, FPGA configuration scrubbing requires the ability to detect configuration 
upsets through readback as well as the ability to repair SEUs through reconfiguration. 
Most FPGA scrubbing techniques require some external hardware including external 
memory for configuration data storage. Like memory scrubbing, there are a variety 
of ways to implement configuration scrubbing in FPGAs [10,11]. One popular method 
speeds up the check-for-upsets step by using a checksum or CRC on each frame.

Configuration memory scrubbing is the most popular SEU detection and correc-
tion technique for SRAM FPGAs for several reasons. First, it is relatively straight-
forward to implement. Second, it guarantees that SEUs will be corrected within 
some bound. Third, and most important, it can run in the background without inter-
rupting operation of the user circuit.

Configuration memory scrubbing also has several drawbacks. First, it is unable to 
detect errors that occur in dynamic user-defined memories (i.e., flip-flops or RAMs); 
only errors in the configuration bitstream are corrected. Second, there is a delay from 
the time an upset occurs to the time when it is detected by readback. The worst-case 
delay is the time it takes for a full readback cycle to occur (this can be over hundreds 

*	This is not always true as upsets within logic and routing may generate transient errors that are latched 
within the sequential circuitry.
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of milliseconds). Third, systems that implement scrubbing require additional exter-
nal circuitry that is generally implemented in dedicated hardware.

10.3.2  Duplication with Comparison

Duplication with comparison (DWC) is an alternative error detection technique 
for SRAM-based FPGAs. DWC is a simple hardware redundancy technique that 
detects errors in a circuit caused by an SEU rather than directly detecting the SEU 
itself. DWC is implemented within the user circuit rather external hardware. It uses 
two identical copies of a circuit and compares the outputs of these circuit copies to 
determine if an SEU has occurred. The comparator circuit detects differences in the 
operation of the two circuits and signals the system with an SEU flag [12].

Although DWC is not often used, it has many attractive benefits. First, it is rela-
tively easy to apply to any circuit. Automated design tools exist for applying DWC to 
an arbitrary circuit. Second, it can be used to detect more than just SEUs, including 
transient errors and upsets within user flip-flops. Third, it can detect errors immedi-
ately and potentially allow the system to respond more quickly to SEUs. Fourth, it 
requires limited external hardware support.

DWC has one primary drawback that keeps it from being used in practice. DWC 
requires at least 50% of the FPGA’s resources to be kept in reserve for the duplicate 
copy. Those resources could have been used for other functions or more process-
ing power. Since application designers typically try to squeeze every last ounce of 
performance out of an FPGA, they are typically loath to give up resources if not 
absolutely necessary. However, DWC would be an excellent choice, for example, in a 
system in a benign low Earth orbit (LEO) that expects SEUs to rarely occur. System 
hardware complexity could be kept to a minimum by simply reconfiguring the entire 
device anytime the SEU flag was asserted.

10.4 SEU -Induced Error Mitigation Techniques

Several methods for mitigating the errors caused by SEUs in an SRAM-based FPGA 
are discussed in this section.

10.4.1 T riple Modular Redundancy

Triple modular redundancy (TMR) is a well-known fault mitigation technique that 
uses redundant hardware to tolerate faults. John von Neumann laid the groundwork 
for this concept in 1956 [13]. He proposed a technique of independently computing a 
signal and using “restoring organs” to repair defects in the defective logical “organs.” 
In this work, von Neumann proved mathematically that multiple-line redundancy 
can improve the reliability of a system composed of unreliable components. Since 
this seminal paper, numerous studies have introduced variations of this technique 
and proved various properties of redundant hardware systems [14].

As shown in Figure 10.2, a circuit protected by TMR has three redundant copies 
of the original circuit and a majority voter. Each copy of the circuit is often called a 
domain. A single fault in any of the domains will not produce an error at the output 
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because the majority voter will select the correct result from the two other working 
modules. TMR has been used in many systems as a straightforward way to mitigate 
single faults within a system.

TMR is used extensively in SRAM-based FPGAs to mitigate SEUs. Although 
TMR is conceptually simple to implement, there are several caveats with respect to 
implementation in an SRAM-based FPGA. First, TMR must be combined with some 
form of configuration scrubbing. TMR guarantees uninterrupted operation of the 
system only as long as two of the three domains are error-free. Without scrubbing, 
the accumulation of SEUs would eventually cause errors in multiple domains and 
break the redundancy. Second, circuits with feedback (i.e., state) must have voters 
inserted somewhere in the feedback loop to restore the state of a corrupted domain. 
Otherwise, once SEUs corrupted the state of two domains the redundancy would 
fail. Third, since the voters are implemented with normal FPGA resources suscep-
tible to SEUs, the voters are points of failure. To remove these points of failure, the 
voters themselves must also be triplicated, as shown in Figure 10.3.

Numerous radiation and fault-injection experiments have demonstrated the 
improvements in SRAM FPGA reliability using TMR combined with scrubbing 
[15]. Furthermore, design tools have been created for automating the application of 

Module A

Module A Voter
OutputsInputs

Module A

Figure 10.2  TMR fault masking. (From K. Morgan, “A comparison of TMR with alter-
native fault tolerant design techniques for FPGAs.” IEEE Transactions on Nuclear Science, 
Dec. 2007 Volume: 54 Issue: 6, 2065–2072.)

Circuit
Module
(copy 1)

Voter

Circuit
Module
(copy 2)

Circuit
Module
(copy 3)

Voter

Voter

Figure 10.3  TMR is implemented with triplicated voters in an SRAM-based FPGA 
to eliminate single points of failure. (From Morgan, K. et al., Comparison of Time with 
Alternative Fault Tolerant Design Techniques for FPGAs, Transactions on Nuclear Science, 
2007.)
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256	 Radiation Effects in Semiconductors

TMR on FPGAs to simplify the design process [16,17]. These design tools automati-
cally triplicate design resources, insert voters, and apply voting in circuit feedback 
paths to ensure sequential structures are resynchronized [18].

10.4.1.1 P artial TMR
Although TMR is straightforward and well accepted, unfortunately it comes at 
great cost. At a minimum, full TMR of a design requires three times the hardware 
to implement three identical copies of a given circuit. Additional hardware is also 
required to perform the majority voting on the three circuit modules. In the worst 
case, when voting after each look-up table (LUT) within a design, full TMR can 
require up to six times the area of the original circuit [19].

In some cases it may not be possible to sacrifice the resources necessary to fully 
TMR a circuit. In other cases TMR may provide more reliability than the system’s 
reliability requirements dictate. In situations where full TMR is not possible or 
unnecessary, partial mitigation is an attractive alternative.

Partial mitigation can increase the overall reliability of the design at a lower cost 
than a comprehensive approach. Partial mitigation, of course, cannot provide the same 
level of reliability as full mitigation. A partial mitigation method, therefore, must 
focus on the components that will increase the reliability of the design the most.

The goal of using partial mitigation is to relax the amount of mitigation applied 
as compared to full TMR to reduce the area overhead cost with a minimal loss in 
reliability. Several methods have been proposed for selecting the most critical circuit 
structures, thus trading hardware cost for SEU immunity. Samudrala et al. proposed 
a method called selective triple modular redundancy (STMR), which uses signal 
probabilities to find the SEU sensitive subcircuits of a design [20]. Chandrasekhar 
et al. proposed a modified version of this method, which operates on LUTs rather 
than logic gates [21]. Pratt et al. proposed a partial mitigation method based on the 
concept of persistence [22] called partial TMR [17].

Partial TMR uses the concept of persistence, defined in detail in [22], as a first 
level of prioritization. A persistent error is caused by an SEU that corrupts the inter-
nal state of the circuit. While nonpersistent errors are corrected simply by repair-
ing the FPGA configuration after an SEU (i.e., scrubbing), persistent errors remain 
even after the configuration is repaired. Partial TMR gives priority to the circuit 
components which are susceptible to persistent errors and applies TMR to them 
first. A software tool is available that automatically implements this technique [17]. 
It applies TMR using this prioritization scheme until a desired reliability level is 
reached or a maximum resource count is reached.

10.4.2 T emporal Redundancy

Unlike TMR, which uses spatial redundancy, temporal redundancy, as its name 
implies, uses redundancy in time. A computation is repeated on the same hardware 
at three different times. Many studies have shown the utility of temporal redundancy 
in custom circuit technologies [23,24].

The simplest method to implement temporal redundancy is to repeat the exact 
same computation on the same hardware module three times. This method, however, 
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is inferior to TMR since it corrects only transient errors. A permanent fault in a 
module would produce incorrect results all three times (except when the fault first 
manifests itself, in which case one, two, or all three results would be incorrect).

Other forms of temporal redundancy correct both transient faults and perma-
nent faults (e.g., upsets in the FPGA’s configuration memory). Figure 10.4 shows 
the basic method. At time t0 the computation is performed. At time t1 the inputs 
are encoded, run through the same computation module, and then decoded. At 
time t2 the inputs are encoded with a different algorithm, run through the same 
computation module, and then decoded with a different algorithm. By uniquely 
encoding and decoding the inputs on the second and third pass, two of the three 
executions will correctly compute the output even if the computation module has 
a single permanent fault. Care has to be taken to ensure that the encoding scheme 
can handle permanent faults that manifest themselves during one of the three 
computations. With two correct executions a final majority voter can select the 
correct output.

Hsu and Swartzlander devised an alternative method of temporal redundancy for 
arithmetic computations they called time-shared TMR (TSTMR) [23]. For example, 
TSTMR splits up an addition module as well as the addition operation into three 
parts [23]. This way, each of the three partial sums is computed simultaneously on 
three separate hardware modules, as shown in Figure 10.5. The addition operation is 
performed in thirds, starting with the least significant bits and simultaneously per-
formed on three addition modules. This approach has a relatively low hardware cost 
since the three partitioned addition modules roughly equal the size of the original 
module. The only hardware overhead comes in the form of control logic and storage 
for intermediate results. This method has been demonstrated with both adders and 
multipliers.

Townsend et al. developed a slight variation of TSTMR they called quadruple 
time redundancy (QTR) [24]. This method has a slightly lower hardware cost than 
TSTMR but a greater cost in terms of latency.

One challenge with temporal redundancy is finding appropriate encoding and 
decoding blocks. A simple set of encoders and decoders has not been found even for 
all trivial arithmetic operations. A second challenge is that, in an FPGA, the overhead 
logic (e.g., encoders) is susceptible to SEUs and can potentially add more unreliability 

Computation
Module

Encoder
#2

Decoder
#2

Store
Output 2

Majority
Voter

Error-free
OutputDataTime t2

Computation
Module

Encoder
#1

Decoder
#1

Store
Output 1

DataTime t1

Computation
Module

Store
Output 0

DataTime t0

Figure 10.4  Each row represents the computations performed at time steps t0, t1, and t2, 
respectively, in temporal redundancy. (Reprinted with permission from (K. Morgan et al., 
“A comparison of TMR with alternative fault tolerant design techniques for FPGAs.” IEEE 
Transactions on Nuclear Science, Dec. 2007, Volume: 54 Issue: 6, 2065–2072.)
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258	 Radiation Effects in Semiconductors

than the reliability it adds to the original circuit. A third challenge is that tempo-
ral redundancy can alter the timing of the circuit. In addition, temporal redundancy 
requires three times or more clock cycles to complete as the original computation. 
Further, the clock period may be reduced, depending on the implementation used. 
Despite these challenges, temporal redundancy methods use fewer resources than 
TMR, which, in some situations, may be more important than timing considerations.

10.4.3  State Machine Encoding

State machine encoding is another SEU-induced error mitigation technique studied 
for SRAM-based FPGAS. The state machine encoding technique leverages ECC 
to protect finite state machines (FSMs). Protecting FSMs with an ECC is a well-
studied problem for custom circuit technologies. In independent efforts Rochet and 
Kumar compared single-error ECCs to TMR in custom ASIC architectures [25,26]. 
Although most circuits do not consist entirely of FSMs, this technique may be appli-
cable in situations where only the FSMs need to be protected to achieve the mini-
mum required reliability.

The following techniques were studied by Morgan et al. for protecting FSMs 
in SRAM-based FPGAs: explicit error correction (EEC) [27], implicit error 

SumRegM SumRegL [n/3] × 3

[n/3][n/3]
3:1 mux

H M
Input A Reg Input B Reg

L H M L

3:1 mux

Cin

Carry

1-bit reg

2:1 mux

Voter

S = A + B

DeMUX

[n/3]
Sum Voter

+ ++

SumRegH

Figure 10.5  Time-shared triple modular redundancy (TSTMR) error-correcting adder. 
(Reprinted with permission from (K. Morgan et al., “A comparison of TMR with alternative 
fault tolerant design techniques for FPGAs.” IEEE Transactions on Nuclear Science, Dec. 
2007, Volume: 54 Issue: 6, 2065–2072.) (Cross-reference: Time Redundant Error Correcting 
Adders and Multipliers, 1992).
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correction (IEC), [27], and a technique proposed by Armstrong [28]. Unlike TMR 
where an FSM is simply replicated entirely, ECCs redundantly encode the FSM’s 
state variable.

Explicit error correction: For explicit error correction the state variables are •	
encoded, and additional circuitry is added to detect and correct errors in the 
encoded state variable. Figure 10.6 shows a block diagram of an FSM pro-
tected with EEC. The error correction circuitry is placed between the state 
storage flip-flops and the next state and output forming logic. This circuitry 
detects and corrects errors in the state bits, providing a major advantage 
since the correct codeword is then available to the next state and output 
forming logic.
Implicit error correction: Unlike explicit error correction, IEC does not •	
use additional hardware as error correction circuitry. Instead the next state 
logic is expanded to include all the “erroneous” states that are a Hamming 
code distance of one away from valid states. The major advantage of this 
technique is there is no need for additional error correcting logic. However, 
with the added states, the next state forming logic is more obtuse than in 
its original unencoded form. “Don’t cares” in the state logic are reduced 
because the set of invalid and valid codewords must be handled instead of 
just the valid codewords. The same principles must be applied to the output 
forming logic to ensure the output is correct.
Armstrong’s error correction technique: Armstrong’s FSM encoding •	
method can be seen in Figure 10.7 [28]. The outputs of the excitation circuit 
(including the next state codeword and the system outputs) are divided into 
r subunits. Each subunit generates p-bits of the total set of outputs. The 
input to each subunit is the only actual state variable. Breaking the next 
state logic and output forming logic into subunits reduces the chance that an 
SEU will affect the logic that forms more than one output or next state bit.

Memory
ElementsCurrent State*

Output/Next State
Generation Logic

Output

Next State
Error

Correction
Circuit

Current State

Figure 10.6  Finite state machine implementation with explicit error correction. (Reprinted 
with permission from (From K. Morgan et al., “A comparison of TMR with alternative fault 
tolerant design techniques for FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007, 
Volume: 54 Issue: 6, 2065–2072.)
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260	 Radiation Effects in Semiconductors

Similar to the EEC technique, the inputs to the subunits must be correct to form 
the correct outputs and next state. Error correcting circuitry is placed before the 
inputs of the subunits. The advantage of this system is that the subunits function 
independently of one another. Only the actual state bits need to be corrected while 
errors in the check bits need not be corrected as the check bits are not used to gener-
ate the next state or output of the system. The check bits are used only to indicate 
which, if any, of the state bits is in error. This method has the same disadvantages of 
error correction circuitry that the EEC technique has.

A major advantage of ECCs is that the protected circuit is not 3× larger than the 
unmitigated circuit as with TMR. ECCs save resources by using minimal redun-
dancy and no voters, although some ECCs do require additional overhead for an 
error correction circuit. As is the case with temporal redundancy, in an FPGA the 
overhead logic can potentially add more unreliability than the reliability it adds to 
the original circuit. Furthermore, like voters, the overhead circuitry can negatively 
affect timing.

10.4.4  Quadded Logic

Quadded logic is another error mitigation technique studied by Morgan et al. for 
SRAM-based FPGAs. Tryon [29] and Pierce [30] independently developed quad-
ded logic in the early 1960s shortly after von Neumann [13] published his ground-
breaking work on reliable computing. Pierce actually called his more generic 
theory interwoven logic. Quadded logic is the minimally redundant version of 
interwoven logic.

Quadded logic is built on four main concepts [29]:

Subunit r

Subunit r – 1

Subunit 2

Subunit 1

Outputs +
next stateInputs + state

p

1

p

1

p

1

p

1

Figure 10.7  Armstrong’s proposed error correction method. (Reprinted with permission 
from K. Morgan et al., “A comparison of TMR with alternative fault tolerant design tech-
niques for FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007, Volume: 54 Issue: 6, 
2065–2072).
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	 1.	The network of logic gates is a plane of alternating AND and OR stages.
	 2.	Each logic gate is quadruplicated.
	 3.	An error is corrected within two levels of logic from the place of origin.
	 4.	The uncorrupted wires in the redundant digital signal mask the error.

In [29], Tryon outlined the steps required to apply these four principles to a cir-
cuit. First, the circuit must be specified as a network of alternating AND and OR 
stages. Second, each logic gate is replicated four times. Since each gate is quadrupli-
cated, there are also four copies all signals. Each gate takes two copies of every input 
signal in the original circuit. Tryon developed a regular pattern for selecting two of 
the four signals, which Pierce later generalized. Figure 10.8 illustrates how a section 
of a circuit is modified to be protected by quadded logic.

Unlike TMR, which masks errors with voters, quadded logic includes error cor-
rection in the same hardware that performs the intended function. Figure 10.9 illus-
trates how this works. In Figure 10.9, AND gate A4 erroneously outputs a logical 
one. This error spreads to OR gates C3 and C4 to which the output of AND gate A4 
is connected. This caused gates C3 and C4 to also erroneously output a logic one. 
However, these two errors were masked in the next level of logic. The zero output 
of gates C1 and C2 forced AND gates E1, E2, E3, and E4 to all output the correct 
value since the outputs of AND gates C3 and C4 do not combine anywhere in the 
next level of AND gates.

Since quadded logic has error correction embedded within the functional logic 
it does not incur the overhead of voters like TMR. Since voters require extra hard-
ware and negatively impact timing, quadded logic is a potentially attractive solu-
tion for FPGAs. However, quadded logic requires 4× more gates and 2× more 
inputs at each gate. This input count growth, in particular, does not scale well in 
an LUT-based FPGA because LUT memory size grows exponentially with the 
number of inputs.

8
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Figure 10.8  (a) An example network of two-input logic gates. (b) The resulting circuit after 
quadded logic is applied to the network in (a). (Reprinted with permission from K. Morgan 
et al., “A comparison of TMR with alternative fault tolerant design techniques for FPGAs.” 
IEEE Transactions on Nuclear Science, Dec. 2007, Volume: 54 Issue: 6, 2065–2072).
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262	 Radiation Effects in Semiconductors

10.5 R eliability Model

Ostler et al. introduced a reliability model that estimates the reliability of FPGA 
designs protected by TMR and configuration scrubbing [7]. This model is based on 
Rs, a design-specific parameter for the reliability of an FPGA design during a single 
configuration scrubbing period. A related parameter, Qs, is the unreliability of an 
FPGA design during a single configuration scrubbing period, where Qs = 1 − Rs = 
P(Fs). P(Fs) is the probability that the design will fail during a single scrub cycle.* 
These related parameters are design specific as each FPGA design uses different 
logic, routing, and other FPGA resources. These parameters may vary widely from 
design to design, as some designs are very dense and use most FPGA resources while 
others consume few FPGA resources. An essential part of this reliability model is 
accurately estimating the parameter Qs.

Qs is estimated by computing Qs,i for multiple values of i. Qs,i is the joint prob-
ability that the circuit fails during a single scrub cycle and i upsets occur. Qs,i is 
computed with the following equation:

	 Q P F A P F A P As i s i s i i, ( ) ( ) ( )= ∩ = 	 (10.1)

*	The model presented by Ostler et al. [7] is primarily based on the probability of failure rather than 
reliability. Therefore the design unreliability parameter, Qs, is used instead of Rs.

A1 A2 A3

0 0 0 0

0 0 1 1

0 0 0 0

1

0

1A4

E1 E2 E3 E4

C4C3C2C1

Figure 10.9  Erroneous logic “1” from an AND gate being corrected in the next level 
of AND gates. (Reprinted with permission from K. Morgan et al., “A comparison of TMR 
with alternative fault tolerant design techniques for FPGAs.” IEEE Transactions on Nuclear 
Science, Dec. 2007, Volume 54 Issue: 6, 2065–2072.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
33

 0
6 

M
ay

 2
01

6 



Fault Tolerance Techniques and Reliability Modeling	 263

where event Fs is a design failure during a single scrub cycle, and event Ai is i SEUs 
during a single scrub cycle. For example, the probability of both one SEU and design 
failure during a single scrub cycle can be computed as follows:

	 Q P F A P F A P As s s, ( ) ( ) ( )1 1 1 1= ∩ = 	 (10.2)

Computing Qs,i requires P(Fs|Ai), the conditional probability of failure given i 
upsets. This can be estimated for various values of i using fault injection or accelerator 
experiments (see Section 10.5.2). The equation for Qs,i also requires P(Ai), the prob-
ability of i SEUs within a scrubbing period. This probability is computed as a Poisson 
distribution of the upset rate of a specific orbit/condition (see Section 10.5.1).

To determine the unconditional probability of failure during a single scrub 
cycle, Qs, the joint probabilities of failure for all i are summed using the following 
equation:

	 Q Q Q P F A P F A Ps s i s i

i

s i

i

s i= = = ∩ =>

=

∞

=

∞

∑ ∑, , ( ) ( ) (0

0 0

AAi

i

)
=

∞

∑
0

	 (10.3)

Once the model parameter Qs is known, the failure rate λ (failures in time) of the 
circuit can be estimated as follows:

	 λ = Q
t

s

s
	 (10.4)

where ts is the period of a single scrub cycle. The mean time to failure, MTTF, is 
calculated from λ as follows:

	 MTTF t
Q

s

s
= =1

λ
	 (10.5)

Because an FPGA system will operate in a variety of orbit conditions, it is helpful 
to estimate a composite failure rate , λc, and composite mean time to failure, MTTFc, 
which incorporate the failure rate during each orbit condition and the probability of 
operating in that orbit condition. A composite, single-parameter failure rate, λc, can 
be calculated for an interval that spans multiple orbit conditions by obtaining the 
failure rate during each orbit condition, λi, and estimating the probability of being in 
that orbit condition, ρi:

	 λ ρ λ ρ λ ρ λc n n= + + +1 1 2 2 … 	 (10.6)

where

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
33

 0
6 

M
ay

 2
01

6 



264	 Radiation Effects in Semiconductors

	 ρi

i

n

=
∑ =

1

1

since the FPGA must always operate in one of the n orbit conditions (thus the sum of 
all ρi must be 1). A composite mean time to failure, MTTFc, can be obtained using 
the equation:

	 MTTFc
c n n

= =
+ + +

1 1
1 1 2 2λ ρ λ ρ λ ρ λ…

	 (10.7)

In Section 10.5.3 a case study is presented with proposed values for ρi for several 
orbit conditions during a solar cycle (e.g., solar min, solar max, worst week, worst 
day, and peak five minutes).

10.5.1 E stimating Upsets per Scrub Cycle, P(Ai)

The first parameter needed to determine Qs is P(Ai), the probability that i upsets will 
occur during a single scrub cycle. This can be modeled with a Poisson distribution:

	 P A e
ii

i

( )
!

= −ν ν 	 (10.8)

where ν is the average number of SEUs per scrub period. The parameter ν is calcu-
lated by multiplying the orbit-averaged upset rate (SEUs per time), μ, by the scrub 
period, ts, as follows:

	 ν µ= × ts 	 (10.9)

The parameter μ can be estimated using modeling tools such as Cosmic Ray 
Effects on Micro Electronics (CREME96) from the Naval Research Laboratory [31]. 
CREME96 requires static cross section data for a particular device. The reader is 
referred to the literature for cross section data for particular FPGAs or for more infor-
mation on how to collect cross section data. The Xilinx Radiation Test Consortium 
(XRTC) regularly publishes cross section data for Xilinx FPGAs [32].

10.5.2 E stimating Probability of Design Failure, P(Fs|Ai)

The second parameter needed to determine Qs is P(Fs|Ai), the conditional probability 
of design failure during one scrub cycle given i SEUs occurred during that scrub 
cycle. This parameter is design specific and must be estimated for each FPGA design 
that is to be considered. The parameter can be estimated using either fault injection 
experiments or accelerator testing.
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A generic algorithm for measuring P(Fs|Ai) using fault injection is as follows. 
Begin by selecting i random bits from the configuration bitstream of the design under 
test (DUT). Toggle each bit, and inject it back into the bitstream to emulate i SEUs in 
the bitstream. Compare the output signals of the DUT against a golden copy of the 
circuit to check for circuit errors. If a disparity exists between the output signals of 
the DUT and the output signals of the golden design, record a failure event. Repeat 
the process m times to estimate P(Fs|Ai) or the probability that i configuration upsets 
will cause a design to fail during a single scrub cycle. The following is psuedo code 
for this general fault-injection algorithm:

do {
generate ’i’ random bits to upset
inject ’i’ upsets into bitstream
check for output error
fix upset bits
reset device
record data to output file
} while number of trials < ’m’

A generic algorithm for measuring P(Fs|Ai) using accelerator testing is as follows. 
For each cycle of the loop pause for time t to allow upsets to accumulate on the DUT. 
Read back each frame and compare against a golden copy to count SEUs. Record 
and repair any SEUs. If SEUs were found, the device is checked for output errors, 
and the results are recorded. The algorithm continues until the trial length of time 
T is complete.

do {
sleep for time ’t’
get and fix upset frames
if upsets found
record upsets to file
check for output error
end if
reset DUT
} while time < ’T’

10.5.3 C ase Study

To illustrate how the reliability model is used, Ostler et al. performed a case study 
to demonstrate how to compute MTTFc for a hypothetical digital signal processing 
(DSP) circuit in a Xilinx Virtex-4 XQR4VSX55 SRAM FPGA on a satellite in geo-
synchronous orbit over an 11-year mission [7]. The DSP design is fully protected 
by TMR. The system detects and corrects SEUs with continuous event-driven 
scrubbing.

First the following data were collected:
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The proton and heavy-ion static cross section estimates, •	 σp and σh, respec-
tively, for the Xilinx Virtex-4 family of FPGAs. In this case the data were 
collected from a report published by the Xilinx Radiation Test Consortium 
(XRTC) [32].
The combined (proton and heavy-ion) SEU rate, μ, for the XQR4VSX55 •	
FPGA in geosynchronous (GEO) orbit. Since an 11-year mission will cover 
all orbit conditions, μ must be computed separately for all orbit conditions 
of interest. In this case estimates of μ were made for solar maximum, flare-
enhanced worst week, flare-enhanced worst day, and flare-enhanced peak 
five minutes. The conditions are described in more detail later in this sec-
tion. The four values of μ reported in Table 10.1 were estimated using the 
online CREME96 tool.
The scrubbing period, •	 ts, for the scrubbing hardware/software system. For 
this case study we assume a period of 15 milliseconds.
The probability of circuit failure given •	 i upsets, P(Fs|Ai), for the digital sig-
nal processing circuit implemented in the XQR4VSX55 FPGA. P(Fs|Ai) 
was measured using fault injection and validated with accelerator testing. 
The P(Fs|Ai) data are plotted in Figure 10.10.

Next, the collected data and Equation (10.8) were used to estimate the probability 
of i upsets during a single scrub period for each of the four orbit conditions. For 
example, the P(Ai) values for the normal solar max conditions in GEO are plotted in 
Figure 10.11.

With P(Ai) and P(Fs|Ai), Equation (10.1) was used to estimate the joint probability 
that during a single scrub cycle the circuit fails and i upsets occur. Qs,i values for the 
flare-enhanced peak five minute orbit conditions are plotted in Figure 10.12 for i = 
1 to i = 5.

The unconditional probability of failure during a single period was estimated 
using Equation (10.3). Qs is simply the inner product of P(Ai) and P(Fs|Ai), or in other 
words, the sum of Qs,i over all i. Values of Qs for each of the four orbit conditions are 
reported in Table 10.2. The values of Qs were used to compute λ for each of the four 
orbit conditions. The values are reported in Table 10.3. MTTF values for each orbit 
condition were computed from λ and are reported in Table 10.2.

Finally, the composite mean time to failure was computed using Equation (10.7). 
The values of ρi were obtained by estimating the amount of time spent in each of the 

Table 10.1
CREME96 Orbit-Averaged SEU Rates μ (SEUs/Devices)

Orbit
Altitude 

(km)
Inclination 

(deg.)
Solar 
Max

Worst 
Week

Worst 
Day

Peak
5 Min.

GEO 35,786 0 1.6E-5 1.7E-2 8.8E-2 3.3E-1

Source:	 Reprinted with permission from P. Ostler et al., “SRAM FPGA reli-
ability analysis for harsh radiation environments.” IEEE Transactions 
on Nuclear Science, Dec. 2009. Volume: 56 Issue: 6, 3519–3526.
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Figure 10.11  Probability of i upsets per scrub cycle for a Xilinx Virtex-4 XQR4VSX55 
FPGA in solar max conditions in GEO with a 15 ms scrub period. (Reprinted with permission 
from P. Ostler et al., “SRAM FPGA reliability analysis for harsh radiation environments”. 
IEEE Transactions on Nuclear Science, Dec. 2009 Volume 56 Issue: 6, 3519–3526.)
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Figure 10.10  P(Fs|Ai) measurement data from fault injection for the example DSP circuit 
protected by TMR. Accelerator validation data are overlaid with error bars. (From P. Ostler et 
al., “SRAM FPGA reliability analysis for harsh radiation environments.” IEEE Transactions 
on Nuclear Science, Dec. 2009, Volume: 56 Issue: 6, 3519–3526.)
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following four orbit conditions: solar max, worst week, worst day, and peak five min-
utes. The amount of time estimated in each orbit condition is summarized as follows:

	 1.	Peak five minutes: The CREME96 peak five minute flux model is based on 
the peak five-minute averaged fluxes observed on GOES in October 1989 
[36]. For this case study, Ostler et al. assume each SEP event results in one 
peak five-minute orbit condition (300 seconds).

	 2.	Worst day: The CREME96 worst-day model is based on SEP fluxes aver-
aged over 18 hours beginning at 1,300 UT on October 20, 1989. This period 
was the single largest flux enhancement in October 1989 [34]. For this case 
study, Ostler et al. assume that each SEP results in one worst-day orbit con-
dition for 18 hours minus the five minutes spent in a peak five-minute con-
dition (6.5E4 seconds).

1E–16
1 2 3 4

Os,iP(Fs|Ai)P(Ai)

5

1E–14

1E–12

1E–10

1E–8

1E–6

1E–4

1E–2

1E+0

i (Upsets per scrub cycle)

Figure 10.12  Plot of P(Ai), P(Fs|Ai), and Qs,i for the SSRA TMR design during peak five-
minute conditions in GEO. (Reprinted with permission from P. Ostler et al., “SRAM FPGA 
reliability analysis for harsh radiation environments.” IEEE Transactions on Nuclear Science, 
Dec. 2009, Volume: 56 Issue: 6, 3519–3526.)

Table 10.2
MTTF of the DSP Kernel Design for Orbit Conditions

Orbit

Solar Max Worst Week Worst Day Peak 5 Minutes

Qs MTTF (s) Qs MTTF (s) Qs MTTF (s) Qs MTTF (s)

GEO 1.7E-13 8.9E10 (2810 
years)

3.7E-10 4.1E7 (1.3 
years)

6.2E-9 2.4E6 (28 
days)

7.8E-8 1.9E5 (2.2 
days)

Source:	 Reprinted with permission from P. Ostler et al, “SRAM FPGA reliability analysis for harsh 
radiation environments.” IEEE Transactions on Nuclear Science, Dec. 2009. Volume: 56 
Issue: 6, 3519–3526.
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	 3.	Worst week: The CREME96 worst-week model is based on SEP fluxes 
averaged over 180 hours (7.5 days) beginning at 1,300 UT on October 19, 
1989. This week was the most severe SEP environment observed in the last 
two solar maxima [34]. For this case study, Ostler et al. assume that each 
SEP results in the worst-week orbit condition for 7.5 days minus the time 
spent in a worst day and peak five-minute condition (5.8E5 seconds).

	 4.	Solar max: For this case study, Ostler et al. [7] assume the remainder of 
the time is under normal, solar max conditions. For the purpose of this 
model we do not distinguish between solar min and solar max conditions 
as their flux levels are orders of magnitude lower than the flare-enhanced 
conditions.

For the purposes of this case study Ostler et al. assume seven SEP events* per 
year regardless of position in the solar cycle for a total of 77 SEP events during an 
11-year solar cycle [7,36]. They also make the pessimistic assumption that each SEP 
event results in a worst week, worst day, and peak five-minute flux. In other words, 
they make the very pessimistic assumption that every SEP event is as bad as the 
October 1989 event.

The time spent in each orbit condition during an 11-year solar cycle is listed in 
Table 10.3. The total time is 3.5E8 seconds, the number of seconds in 11 years. The 
probability of operating in each of the four orbit conditions, ρi, is determined by 
dividing the amount of time spent in each orbit condition by the time in a full solar 
cycle. Assuming seven SEP events per year, 85.6% of the time involves normal con-
ditions, 12.9% of the time involves worst-week conditions, 1.4% of the time involves 
worst-day conditions, and a very small amount of time is spent in the worst five-
minute peak conditions.

*	Each SEP event is assumed to produce 106 protons with energy greater than 30 MeV [36].

Table 10.3
Probability of GEO Orbit Conditions within 
an 11-Year Solar Cycle and Composite Failure 
Rate for the DSP Kernel Design

Condition Time (s) ρ λ ρλ

Solar max 2.97E8 .856 1.1E-11 9.7E-12

Worst week 4.49E7 .129 2.8E-8 3.7E-9

Worst day 4.97E6 .014 5.2E-7 7.5E-9

Peak 5 min 2.31E4 .000067 6.7E-6 4.4E-10

Composite 3.5E8 1.00 λc = 1.4E-8

Source:	 Reprinted with permission from P. Ostler et al., 
“SRAM FPGA reliability analysis for harsh radiation 
environments.” IEEE Transactions on Nuclear 
Science, Dec. 2009, Volume: 56 Issue: 6, 3519–3526.
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The values in Table 10.3 were applied to the equation for λc to estimate a com-
posite failure rate, also reported in Table 10.3. The composite failure rate is used to 
compute a composite MTTF for the design over all orbit conditions. For example, 
using the results in Table 10.3, MTTFc of the digital signal processing circuit in GEO 
orbit is 1.1E8 seconds. In other words, the mean time to failure of this circuit in GEO 
orbit, protected by TMR and scrubbing, is 3.4 years.

10.6 C onclusion

SRAM-based FPGAs provide much higher performance than general-purpose pro-
cessors, at a lower cost than ASIC technologies, plus on-demand reconfiguration. 
These benefits make FPGAs an attractive alternative to radiation hardened processors 
for the signal processing applications often used in space-based systems. However, 
SRAM-based FPGAs are only fault tolerant. They are particularly radiation-induced 
SEUs. As a result, the safe use of FPGAs in space requires careful design consider-
ations and the use of well-proven SEU mitigation techniques.

Commercial SRAM-based FPGAs cannot prevent faults. Thus, to limit the 
effects of faults, they must be repaired as quickly as possible. Two methods were 
introduced for detecting and repairing SEUs: (1) configuration scrubbing; and (2) 
duplication with comparison. Configuration scrubbing uses external hardware to 
directly monitor and refresh the FPGA’s configuration memory. DWC uses FPGA 
logic to indirectly monitor the FPGA’s configuration memory by detecting errors 
induced by upsets. The configuration memory is optionally refreshed when an error 
is detected.

Since commercial SRAM-based FPGA systems can only limit the effects of 
SEUs with scrubbing or DWC, they must also use some form of SEU mitigation if it 
is desired to mask those effects. Several mitigation methods were introduced includ-
ing triple modular redundancy, partial TMR, temporal redundancy, state machine 
encoding, and quadded logic. Each method has advantages and disadvantages. By 
far the most popular method is TMR since it is the easiest to implement and can pro-
vide excellent reliability. Partial TMR is also gaining traction since it can sometimes 
provide sufficient reliability at lower costs than full TMR.

Ostler et al.’s reliability model was also introduced for estimating the failure rate and 
MTTF of an SRAM-based FPGA design [7]. The model can be used to estimate a com-
posite failure rate or composite MTTF for missions that span several orbit conditions.
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11.1  Introduction

Field-programmable gate arrays (FPGAs) with volatile programming memory, 
such as the Xilinx Virtex families, have made inroads into space-based processing 
tasks [1]. These devices are attractive for a number of reasons. Static random access 
memory (SRAM)-based FPGAs can provide custom hardware implementations of 
applications that are often faster than traditional microprocessor implementations 
without the cost of manufacturing application-specific integrated circuits (ASICs). 
Furthermore, using commercial off-the-shelf (COTS) devices with available, mature 
design tools should reduce the cost of designing space-based systems. Finally, repro-
grammability also allows designers to reconfigure the device while deployed with 
either new applications or new implementations of existing applications, which 
should increase the usable lifetime of the entire system.

In this chapter, we will focus on only the Xilinx Virtex reconfigurable SRAM-
based FPGAs. Unlike most SRAM-based FPGAs, Xilinx has published several 
reports verifying latchup immunity [2,3], which have made them the preferred 
choice for space usage. This family of devices implements logic in look-up tables 
(LUTs), where logic is reduced from gates to a four input and one output equation 
that is stored in configuration memory. Furthermore, the wiring is programmable so 
that design flow tools can determine how best to optimize routing signals from one 
LUT to another LUT through routing switches. Therefore, unlike traditional SRAM 
devices that store data, in an SRAM-based FPGA much of the stored data defines the 
user circuit, including whether particular routes or LUTs are used. In the more mod-
ern devices embedded cores, such as multipliers and microprocessors, have become 
more common. On-chip SRAM, called BlockRAM, for storing intermediate pro-
cessing values is increasing in size for each generation of device.

Single-event upsets (SEUs) caused by ionizing particles are a problem for these 
devices, as SEUs change values stored in SRAM. For an SRAM-based FPGA, 
SEUs could cause changes in the programmable logic and routing, which could 
potentially cause the user’s circuit to malfunction. To this end, most FPGA-based 
systems attempt to mask SEUs by protecting the user’s circuit with triple modular 
redundancy (TMR) [4-6]. The current suggestion for space-based FPGA designs 
is to triplicate all logic (modules and voters) and all signals (inputs, outputs, clock, 
and reset). The viability of TMR-protected circuits, particularly on a single chip, 
remains an open question. While our past research [6] on the Virtex-I has demon-
strated through fault injection and accelerated testing that logic-level TMR with 
programming data scrubbing effectively mitigates single-bit upsets (SBUs), other 
researchers have shown analytically that SBUs can defeat TMR on the Virtex-I [7]. 
Our later research on the Virtex-II has shown that when the aforementioned guide-
lines are followed it is possible to completely remove all unprotected cross section 
[8], and the design will be susceptible only to multiple-bit upsets (MBUs), multiple 
independent upsets, and single-event functional interrupts. As discussed later in 
this chapter, multiple-bit upsets can be problematic for mitigated circuits. As the 
occurrence of single-bit SEUs dominates events on these devices, we believe that 
most designs using these TMR criteria should be adequately protected on orbit, if 
implemented properly.
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Unfortunately, applying TMR techniques to users’ circuits can be error-prone, 
leading to unprotected cross section in the protected circuits. Designers are not nec-
essarily at fault in these scenarios. In particular, a number of problems can be tied 
to the design flow tools, which can be circumvented entirely only by avoiding many 
of the design automation tools—a choice most designers will not make. In other 
cases, designers are forced to apply TMR only partially to a design to meet device or 
resource constraints. In those scenarios, the unprotected cross section will be only 
partially removed.

In all of these scenarios, hardness assurance issues with TMR-protected cir-
cuits can be very difficult to ascertain, especially in complex systems. In the past, 
we have used fault injection [6] to estimate hardness assurance issues that might 
exist in FPGA designs. Unfortunately, designers cannot always perform fault injec-
tion effectively on their designs due to flight system limitations or the limitations 
of hardware prototypes amenable to fault injection. In these cases, a nonhardware 
method for estimating the unprotected cross section and for finding design flaws 
is necessary.

In this chapter, we will discuss the ability to use TMR to protect radiation-induced 
faults and the efficacy of modeling tools to determine design-level problems with the 
application of TMR. In Section 11.2 we will provide an overview of the sensitivity of 
Xilinx SRAM-based FPGAs to radiation-induced upsets. In Sections 11.3 and 11.4 
we will discuss the use of TMR to protect FPGA user circuits. Finally, in Section 
11.5 we will introduce modeling tools that might be helpful in determining problems 
with the application of TMR.

11.2 Ov erview of SEU and MBU Data for FPGAs

Before continuing our discussion, we would like to discuss static testing results that 
we have collected that show the sensitivity of the devices to ionizing radiation. We 
have performed accelerator tests on five generations of Xilinx Virtex devices. We 
have used a similar test fixture, as shown in Figure  11.1, for static testing of the 
Virtex-II, Virtex-4, and Virtex-5 devices. The fixture consists of both hardware and 
software components. The hardware test fixture provides support for reading (read-
back) and writing (programming) the configuration data in the SRAM-based FPGA. 
The software test fixture controls the programming and reading back the FPGA.

The hardware test fixture the authors used for the Virtex-5 results is shown in 
Figure 11.1. It uses two Xilinx AFX series development boards (one Virtex-II and 
one Virtex-5) biased nominally. A third, smaller board contains a USB connection to 
a host computer that allows the computer to control the operation of the test fixture. 
The hardware test fixture uses custom software that performs programming, differ-
encing, and readback, as well as keeping the Graphical User Interface (GUI) updated 
with minimal statistics to help the testers determine whether the test fixture remains 
operational. The FPGA is completely reprogrammed and error locations, called the 
differential bitstream, saved to the host computer’s hard drive every second in this 
scheme, which allows us to test continuously at high fluences without accumulating 
too many upsets per readback. With this scheme we can collect approximately 3,600 
differential readbacks per hour. Custom software is used to analyze the differential 
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276	 Radiation Effects in Semiconductors

readbacks for the device’s sensitivity to errors and to categorize the errors by size 
and location.

From testing the Xilinx Virtex devices, we have been able to observe several 
trends [9]. The devices’ bit cross sections (Figure 11.2)* have been within an order 
of magnitude over 10 years, but the percentage of MBUs for the entire device 
(Figure 11.3) has rapidly increased. Table 11.1 lists the frequency of MBUs in pro-
tons, and Figure 11.3 shows the frequency of MBUs for heavy ions for Virtex family 
devices. Both of the proton and heavy ion data sets have shown that MBUs have 
become more frequent in the newer devices. Figure 11.3 also shows how MBU fre-
quency increases with energy. At the highest tested LETs there are 21% MBUs on 

*	The Virtex-I device is a combination of normal incidence and angular data, but the rest of the curves 
are solely from normal incidence data.

Figure 11.1  Hardware test fixture for the Xilinx Virtex-5 device. (Reprinted with permis-
sion from Heather Quinn, Keith Morgan, Paul Graham, Jim Krone, Michael Caffrey, “Static 
proton and heavy ion testing of the Xilinx Virtex-5 device.” Nuclear Space Radiation Effects 
Conference’s Data Workshop July 17–20, 2007, Honululu HI.)
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Figure 11.2  Heavy-ion bit cross sections for Virtex family devices. (From: H. Quinn, P. 
Graham, J. Krone, M. Caffrey, and S. Rezgui, IEEE Transactions on Nuclear Science, Vol. 
52, No. 6, pp. 2455–2461, December 2005. With permission.)
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Figure 11.3  Percent of MBU events out of all events induced by heavy-ion radiation for 
four Xilinx FPGAs. (Reprinted with permission from Heather Quinn, Paul Graham, Keith 
Morgan, Jim Krone, Michael Caffrey, Michael Wirthlin, “An introduction to radiation-
induced failure modes and related mitigation methods for Xilinx SRAM FPGAs.” In the 
proceedings of the International Conference on Engineering of Reconfigurable Systems and 
Algorithms (ERSA) 2008.)
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278	 Radiation Effects in Semiconductors

Table 11.1
Frequency of Upset Events and Percent of Total Events Induced by Proton 
Radiation (63.3 and 65 MeV) for Five Xilinx FPGAs

Family
Total 

Events
One-Bit
Events

Two-Bit 
Events

Three-Bit 
Events

Four-Bit 
Events

Virtex 241,166 241,070 (99.96%) 96 (0.04%) 0 (0%) 0 (0%)

Virtex-II 541,823 523,280 (98.42%) 6,293 (1.16%) 56 (0.01%) 3 (0.001%)

Virtex-II Pro 10,430 10,292 (98.68%) 136 (1.30%) 2 (0.02%) 0 (0%)

Virtex-4 152,577 147,902 (96.44%) 4,567 (2.99%) 78 (0.05%) 8 (0.005%)

Virtex-5 (65 MeV) 2,963 2,792 (94.23%) 161 (5.43%) 9 (0.30%) 1 (0.03%)

Virtex-5 (200 MeV) 35,324 31,741 (89.86%) 3,105 (8.79%) 325 (0.92%) 110 (0.43%)

Source:	 Reprinted with permission from Heather Quinn, Paul Graham, Keith Morgan, Jim Krone, 
Michael Caffrey, Michael Wirthlin, “An introduction to radiation-induced failure modes and 
related mitigation methods for Xilinx SRAM FPGAs” in the proceedings of the International 
Conference on Engineering of Reconfigurable Systems and Algorithms (ERSA) 2008. 
Reprinted with permission from, Quinn, H., Graham, P,. Krone, J., Caffrey, M., Rezgui, S., 
“Radiation-induced multi-bit upsets in SRAM-based FPGAs,” IEEE Transactions on Nuclear 
Science, Dec. 2005 Volume: 52 Issue: 6, 2455–2461.

Table 11.2
Bit Cross Section for SEUs for Protons for 
Several Xilinx FPGAs

Device Energy (MeV) σbit(cm2/bit)

XCV1000 63.3 1.32 × 10–14 ± 2.69 × 10–17

XC2V1000 63.3 2.10 × 10–14 ± 4.64 × 10–17

XC4VLX25 63.3 1.08 × 10–14 ± 2.71 × 10–17

XC5VLX50 65.0 7.57 × 10–14 ± 1.35 × 10–15

XC5VLX50 200.0 1.07 × 10–13 ± 5.37 × 10–16

Source:	 Reprinted with permission from Heather Quinn, 
Paul Graham, Keith Morgan, Jim Krone, Michael 
Caffrey, Michael Wirthlin, “An introduction to radi-
ation-induced failure modes and related mitigation 
methods for Xilinx SRAM FPGAs” in the proceed-
ings of the International Conference on Engineering 
of Reconfigurable Systems and Algorithms (ERSA) 
2008. Reprinted with permission from, Quinn, H., 
Graham, P,. Krone, J., Caffrey, M., Rezgui, S., 
“Radiation-induced multi-bit upsets in SRAM-based 
FPGAs,” IEEE Transactions on Nuclear Science, 
Dec. 2005 Volume: 52 Issue: 6, 2455–2461.
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the Virtex-II (XC2V1000) at 58.7 MeV-cm2/mg, and there are 59% MBUs on the 
Virtex-5 (XC5VLX50) at 68.3 MeV-cm2/mg. While most of the events on both the 
Virtex-II and the Virtex-5 involve four or fewer bits, the distribution of event sizes 
changed. As shown in Figure 11.4, the dominant SEU sizes for the 150 nm Virtex-II 
are one-bit and two-bit events (Figure 11.4a), whereas three- and four-bit events total 
25% of all events (Figure 11.4b) for the Virtex-5. This phenomenon has caused the 
average SEU event size to increase from 1.3 bits in the Virtex-II at 58.7 MeV-cm2/mg 
to 2.6 bits in the Virtex-5 at 68.3 MeV-cm2/mg at normal incidence.

We have also been watching the trend for MBU shapes, since it indicates the 
amount of spacing that would be needed to correct TMR defeats. With the diver-
sity of possible MBU shapes, we report shapes as bounding boxes.* As shown in 
Figure 11.5, most of the events on the Virtex-II can be confined within two rows and 
two columns (Figure 11.5a), whereas most of the Virtex-5 events are confined by 
three rows and two columns (Figure 11.5b).

As shown in Figures 11.4c and 11.5c, both MBUs and bounding boxes worsen for 
nonnormal incidence radiation strikes. At an LET of 72.8 MeV-cm2/mg, striking the 
device with Kr at a 60 degree angle has a 72% probability of an MBU, and the average 
SEU size is 4.2. These figures show an increase in the percentage of larger MBUs, 
including a 13% probability of five- and six-bit events, and it is also visible from the 
figure that only 94% of MBUs are confined between four rows and two columns.

While much of these data might appear dire, SRAM-based FPGAs are less likely 
to experience MBUs than traditional SRAM devices. Gasiot [11] shows that multi-
ple-bit upsets could comprise 23–81% of all events that occur on the device in neu-
tron radiation, depending on the well design. Furthermore, Tosaka [12] reports that 
two-bit upsets occur at approximately 10% of the frequency of single-bit upsets in 
neutron radiation. Tosaka also noted that MBUs occurred more frequently in smaller 
feature-sized devices than larger feature-sized devices. As neutron and proton 

*	A bounding box is the number of rows and columns that completely cover an MBU. A discussion of 
bounding boxes can be found in [10].

(a) 2V1000, Normal Incidence,
     58.7 MeV-cm2/mg

Distribution of Event
Sizes (100%)

(b) 5VLX50, Normal Incidence,
     68.3 MeV-cm2/mg

(c) 5VLX50, 60-Degree Angle,
      72.8 MeV-cm2/mg

Distribution of Event
Sizes (99%)

Distribution of Event
Sizes (99%)

1-Bit
2-Bit
3-Bit
4-Bit
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Figure 11.4  Worst-case distribution of heavy-ion event sizes. Reprinted with permis-
sion from, Quinn, H., Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, K., 
“Domain crossing errors: Limitations on single device triple-modular redundancy circuits 
in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 
2037–2043.)
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280	 Radiation Effects in Semiconductors

radiation cause similar reactions in complementary metal-oxide semiconductor 
(CMOS) devices, these two articles indicate that that MBUs are 3 to 27 times more 
likely in traditional SRAM devices than SRAM-based FPGAs. As the structure of 
SRAM-based FPGAs is more heterogeneous in layout and the memory structures 
are not optimized for area like traditional SRAM devices, these devices are less 
likely to have MBUs than traditional SRAM devices.

11.3 T MR Protection of FPGA Circuits

While the device is inherently radiation-tolerant and, therefore, SEU-sensitive while 
on orbit, using TMR to protect the circuit should mask the effects of many SEUs as 
long as there is only one error in the system at a time. Even still, there are a number 
of ways either the design could be flawed or the design implementation toolset could 
render the final implementation of the design flawed. Furthermore, there might be 
design constraints placed on the circuit (e.g., not enough input/output pins for full 
triplication) that affect the reliability of the design. The potential reliability issues for 
TMR-protected designs for these devices are three-fold: (1) problems with the circuit 
design; (2) design constraints; and (3) architectural influences on the circuit design. 
These issues are presented in the following sections.

11.3.1 C ircuit Design Problems

The first issue is the design of the TMR-protected circuit. Many FPGA circuit design-
ers use a hardware description language (HDL), such as VHDL or Verilog, to describe 
the FPGA circuit. The circuit description is then optimized for area and translated 
to an industry standard circuit representation, called Electronic Design Interchange 
Format (EDIF), using circuit synthesis tools, such as Synplify or Synopsys. Even 
the most careful descriptions of TMR-protected circuits are often undermined by 
the synthesis tools. As FPGA synthesis and implementation tools are designed to 
remove redundant logic to optimize the circuit for area and speed, these tools usually 

1×1
1×2
2×1
2×2

1×2
2×1
2×2
3×2

1×1 1×2
2×1
2×2
3×2
4×2

1×1

(a) 2V1000, Normal Incidence,
      58.7 MeV-cm2/mg

(b) 5VLX50, Normal Incidence,
     68.3 MeV-cm2/mg

(c) 5VLX50, 60-Degree Angle,
     72.8 MeV-cm2/mg

Distribution of Bounding
Boxes (100%)

Distribution of Bounding
Boxes (99%)

Distribution of Bounding
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Figure 11.5  Worst-case distribution of heavy-ion bounding boxes. (Reprinted with per-
mission from Quinn, H., Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, K., 
“Domain crossing errors: Limitations on single device triple-modular redundancy circuits 
in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 
2037– 2043.)

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
36

 0
6 

M
ay

 2
01

6 



Assuring Robust Triple Modular Redundancy Protected Circuits	 281

recognize and remove the functional redundancy intended to improve reliability. 
More subtly, though, sometimes the redundant modules remain but are no longer 
functionally equivalent or independent. In this case, part of the redundant logic is 
reduced to a single implementation in one module that is shared by all three mod-
ules. This problem is shown in Figure 11.6. In this situation, the inverter that is used 
for the least significant bit in the counter has been removed from all three modules, 
and the inverted data are shared by all three counter modules. While the circuit is 
still functionally equivalent to a correctly TMR-protected design, untriplicated logic 
now exists in the circuit. In large circuit designs, detecting this issue is difficult.

Figure 11.6 also highlights a common problem in TMR-protected circuits with 
feedback loops. Feedback loops in TMR-protected systems are also sensitive to per-
sistent errors [13] and need to use triplication and voters to break the feedback loops. 
The counter in Figure 11.6 shows a feedback loop that has not been cut properly, 
and the counters will not be able to autonomously resynchronize after the SEU is 
removed. In this scenario, while the first SEU in one feedback loop will be masked 
by the voters, a second SEU in another feedback loop is not guaranteed to be masked. 
To fix the counter design, the output of the voters will need to be fed back to the input 
of counters to remove the persistent cross section.

To circumvent issues with the synthesis tools, the recommended approach for 
applying TMR is to apply TMR to the EDIF circuit descriptions. While this can 
be done in a text editor for small designs, the authors suggest using one of the two 
automated tools (BL-TMR [13] and TMRTool [14]). As these tools work with the 
postsynthesis circuit representation, the synthesis tools are able to optimize the basic 
circuit without affecting the application of TMR. The optimization of the circuit 
after synthesis is usually limited to removing signals that do not route to output pins. 
Therefore, optimization of the redundant modules is unlikely. Also, these tools have 

Voter3Voter1

Counter3Counter2Counter1

Voter 

Figure 11.6  An example of a TMR-protected counter design with a number of design 
flaws. (Reprinted with permission from Quinn, H., Graham, P., Pratt, B., “An automated 
approach to estimating hardness assurance issues in triple-modular redundancy circuits in 
Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Volume: 55 Issue:6, 3070–3076.)
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282	 Radiation Effects in Semiconductors

been built with an understanding of persistence issues so that feedback loops are 
properly protected by TMR.

11.3.2  Device Constraint Problems

The second issue regards design constraints. Since these devices can be pin- and 
area-constrained, designers are sometimes unable to implement a fully triplicated 
design. In particular, not being able to triplicate input, output, clock, or reset signals 
is common, and SEUs in the input/output blocks, routing, global clock network, and 
flip-flops could cause errors to manifest across all three logic modules. The counter 
in Figure 11.6 shows that the three counters are sharing the same inputs. While this 
design is not uncommon in cases where the data stream originates from a single 
sensor, unprotected cross section exists between the input pins and the inputs of 
the counters. Furthermore, we have found that, when not using automated tools to 
apply TMR to a design, the optimization by the synthesis tools of the TMR-protected 
circuit with shared inputs is more likely to remove most of the reliability-based 
redundancy. While it is possible to triplicate some of these signals internally on the 
device,* an unprotected cross section still exists in the system between the input pins 
and the triplicated flip-flops responsible for splitting the signal.

Designers might also find themselves constrained by the device’s size and are 
unable to fully triplicate the circuit logic. The BL-TMR tool addresses this problem 
by balancing the need to protect the most essential parts of the design and meeting 
area constraints by applying TMR partially to the circuit. BL-TMR gives highest 
priority to subcircuits that may reach a persistent error state due to feedback, since 
error recovery may require external intervention. In cases where TMR has been only 
partially applied to the circuit, there exists an unprotected cross section. The effect 
of this unprotected cross section can be hard to quantify.

11.3.3 C ircuit Implementation and Architectural Problems

The third issue is the implementation of the circuit on the architecture. Several prob-
lems are directly tied to the placement of the circuit onto the device, such as domain 
crossing errors and logical constants. These devices are very complex and have a 
number of architectural components (e.g., the resources for fast carry-chains, shift 
registers, and embedded arithmetic functions) to improve the speed, power, and sili-
con use of user circuits. As an artifact of translating a design to the specific resources 
available on the FPGA, sometimes the inputs to carry-chains and multipliers need 
to be tied to a ground, as when the multiplication is using fewer inputs than the 
embedded multipliers have. These grounds are tied to a logical constant on the power 
network, called the global logic network. The power network for the Virtex-I and 
Virtex-II is a virtual network of grounds and VCCs that use constant LUTs. Since the 
power network is load balanced by the design flow tools, redundant logic could share 
the same power network, introducing potential single points of failure into the design. 

*	Clocks should only be triplicated using the global clock buffers, and skew should be carefully 
monitored.
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Further complicating the issue, the power network is implemented in SEU-sensitive 
logic, which could translate to unprotected cross section in the design. Since the load 
balancing affects the number of constant LUTs that are used, the exact quantity of 
single points of failure caused by them cannot be determined until after the design 
is placed. Much of this problem is minimized in the later devices, as the architecture 
has been modified to include ties to the ground plane throughout the device.

Both BL-TMR and TMRTool tools address this issue by extracting the half-latches 
and the constant LUTs to input/output pins to provide these constant logic values in 
a TMR domain-aware manner. Since this solution elevates logical constants to a 
global signal, like the clock tree, the input/output pins used for the logical constants 
will need to be triplicated.

The final reliability problem involves the placement of the design on the device. 
Since many of the tools involved in converting a designer’s circuit description to a 
bitstream are attempting to minimize the implemented circuit’s area and maximize 
the clock speed, redundant logic can be placed in proximity. We have shown in 
the Virtex-II that, when area and timing constraints cause the device to be highly 
used, there is a chance an MBU can defeat TMR by introducing errors into multiple 
redundant modules, a situation referred to as a domain crossing error (DCE) [8]. 
Given the complexity of DCEs, we will discuss them in greater detail in the follow-
ing section.

11.4 D omain Crossing Errors

A DCE occurs when two or more redundant copies (domains) of the TMR circuit 
are corrupted such that the voter selects the wrong value. As shown in Figure 11.7c, 
the ionized particle would need to change at least two TMR domains to the same 
wrong value to cause a DCE. Since two domains have matching answers, the system 
does not detect the incorrect operation. Therefore, unless erroneous output data can 
be detected or locations on the device that have known DCE issues are accounted 
for, these errors could remain undetected. As MBUs can manifest in the system as 
independent errors, it is more likely that an MBU could trigger this condition than 
a single-bit SEU.

(a) Correct Operation (b) Masking Vote (c) Domain Crossing Error

Voter

+ +

00

00 00 00
+

Voter

+ +

00

00 01 10
+

Voter

+ +

01

00 01 01
+

Figure 11.7  An example of a domain crossing error in a two-bit adder with TMR and 
bit-wise voting. (Reprinted with permission from Quinn, H., Morgan, K., Graham, P., Krone, 
J., Caffrey, M., Lundgreen, K,. “Domain crossing errors: Limitations on single device triple-
modular redundancy circuits in Xilinx FPGAs.” IEEE Transactions on Nuclear Science. 
Dec. 2007 Volume: 54 Issue: 6, 2037–2043.)
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284	 Radiation Effects in Semiconductors

Many factors can make systems both more or less vulnerable to DCEs, such as 
the robustness of the design, voter design, device use, and sensitivity of the system to 
errors. The most robust implementation of TMR has triplicated voters, data signals, 
and control signals, since untriplicated they would become single points of failure. 
When properly triplicated, identical failures in two domains are needed to propagate 
the error. Likewise, bitwise voting can mask many potential TMR vulnerabilities, as 
shown in Figure 11.7b, since failures affecting different bits would vote out. Designs 
that use most of the device could potentially heighten the risk of a DCE since there 
appears to be a correlation between high device use and DCEs. Finally, the sensi-
tivity of the circuit to errors can be a factor in whether errors can propagate in a 
system. For example, logic masking lowers the probability that a DCE manifests as 
an observable output error. All of these situations will be discussed in greater detail 
in the results section.

The rest of this section focuses on our test methodology, the test results, analysis of 
results, and a simple probability model for determining the likelihood of occurrence.

11.4.1 T est Methodology and Setup

In this section, we present our test methodology for both our fault injection test fix-
ture and our accelerator test fixture, as well as an overview of the test circuits used 
for this study. While the hardware aspect of the test fixtures is the same, the experi-
mental approach and the software test fixtures are different.

11.4.1.1 T est Circuits
The test circuits implemented are listed in Table  11.3. All of these circuits were 
designed for the Virtex-II XC2V1000 device. These designs intentionally represent 
the worst-case scenarios for TMR limitations. While synthetic in nature, these cir-
cuits are representative of “corner cases” for circuits that can be used as part of a 
larger design. As noted in Table 11.3, there is a mixture of feed forward and feedback 
circuits within the complete set of circuits.

Each circuit has two TMR implementations, except the linear feedback shift reg-
ister (LFSR). One TMR version has triplicated voters interspersed frequently in the 
design under test (DUT) design, and the other only votes once off-chip. The LFSR 
test circuit was made from an intellectual property module made available by Xilinx, 
and the TMR implementation only votes off-chip. The TMR implementations were 
designed with the accepted best practices for creating FPGA TMR circuits with 
triplicated data, control signals, and voters.

Each circuit was designed such that most of the device is used. In the case of the 
off-chip voting circuits, the design is functionally the same as the frequent voting cir-
cuits, so the device use is lower for these designs. We also explicitly created designs 
that used the special features of the Virtex-II device, such as the fast carry-chains and 
the embedded multipliers. The OR tree and AND tree circuits exclusively use LUTs 
to implement logic. While the Virtex-II device has BlockRAM resources for on-
device temporary data storage, the cross section and the mitigation methods for the 
BlockRAM are substantially different from the reconfigurable fabric. Given space 
limitations, circuits using BlockRAM resources are not highlighted in this study.
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11.4.1.2 F ault Inject Test Methodology
The test circuits were fault injected using a Virtex-II SEU emulator we have used for 
previous studies [15]. Figure 11.8 shows a picture of the hardware test fixture. The 
SEU emulator operates two Xilinx Virtex-II AFX demonstration boards in lock step 
with a USB interface to a host computer. One AFX board has the “golden” device 
and the other has the DUT. While both devices have a copy of the same circuit that is 
being tested, the golden board has additional compution. This computation supplies 
the input vectors to both test circuits, receives the output vectors from both test cir-
cuits, and determines if there is mismatch between both sets of output vectors. Any 
mismatches are relayed to the host PC for logging.

The SEU emulator software test fixture is designed to inject faults across the entire 
device with user-specified patterns (e.g., one-bit upsets, two-bit vertical upsets). In 
this manner, it is easier with fault injection to gain complete coverage of the entire 
device than with accelerator testing. Still, since logic masking can play a strong 
role in whether errors propagate to outputs, it is necessary to run the SEU emulator 
multiple times for each test circuit and each test pattern to get a representative set 
of DCEs.

The software aspect of the SEU emulator injects faults in the following manner. 
First, a fault (or faults in the case of an MBU) is injected into the DUT at a speci-
fied location through programming data (i.e., bitstream) manipulation and partial 

Table 11.3
Circuit Resource Use

Circuit Type Voting
Flip-Flop 

(%)
LUT 
(%)

Slice 
(%)

Shift register Feed Forward Frequent 96 97 97

Off-Chip 96   0 96

Adder tree Feed Forward Frequent 44 48 71

Off-Chip 44 22 46

Divider tree Feedback Frequent 81 33 98

Off-Chip 81 27 97

AND tree Feed Forward Frequent 45 90 100

Off-Chip 45 45 45

OR tree Feed Forward Frequent 45 90 100

Off-Chip 45 45 45

LFSR Feedback Off-Chip 89 2 100

Pseudo LFSR Feedback Frequent 50 99 99

Off-Chip 50 49 50

Source:	 Reprinted with permission from Quinn, H., Morgan, K., Graham, P., 
Krone, J., Caffrey, M., Lundgreen, K., “Domain crossing errors: 
Limitations on single device triple-modular redundancy circuits in 
Xilinx FPGAs .” IEEE Transactions on Nuclear Science, Dec. 2007 
Volume: 54 Issue: 6, 2037–2043.
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286	 Radiation Effects in Semiconductors

reconfiguration, which simulates the most common SEU on FPGAs. Once a fault is 
injected, the two boards are reset to synchronize the design and to clear the state of 
the device so that each fault injection trial is independent from previous trials. The 
designs operate in lockstep for many cycles to allow errors to propagate to the out-
puts. During this time period approximately 250,000 randomly generated test vec-
tors are sent through both boards. Next, the software test fixture checks the golden 
board to determine if a miscompare has occurred and records the result. The soft-
ware test fixture then removes the fault from the programming data through partial 
reconfiguration, and the boards are resynchronized to make certain the DUT returns 
to normal operation. Once this process is completed, the next fault can be injected.

To constrain the fault injection tests we injected the patterns that occurred most 
frequently in accelerator testing. Our Virtex-II heavy-ion accelerator data indicate 
that 99% of SEUs at 58.7 MeV-cm2/mg can be classified as follows: one-bit upsets 
(79%), two-bit vertical events (6%), two-bit horizontal events (6%), three-bit corner 
events (4%), and four-bit squares (5%). As this data point is the highest tested heavy-

Figure 11.8  Fault injection and accelerator hardware test fixture for the Virtex-II. 
(Reprinted with permission from Quinn, H., Morgan, K., Graham, P., Krone, J., Caffrey, M., 
Lundgreen, K., “Domain crossing errors: Limitations on single device triple-modular redun-
dancy circuits in Xilinx FPGAs.” IEEE Transactions on Nuclear Science Dec. 2007 Volume: 
54 Issue: 6, 2037–2043.)
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ion LET, these percentages indicate a worst-case scenario for MBUs. While lower 
heavy-ion LETs or protons have fewer MBUs in frequency, the MBUs can be still be 
classified as one of the shapes from the previous list. Since these shapes represent 
most of the events that will occur on the Virtex-II device, simulating these patterns 
across the entire device will provide good coverage of Virtex-II DCEs.

11.4.1.3  Accelerator Test Methodology
The same hardware test fixture is used at the accelerator to validate the fault injection 
results. The software aspect of the test fixture is different, though. At the accelera-
tor, the software test fixture performs a readback of the device’s bitstream, compares 
the readback with a reference bitstream to determine the upset locations, records the 
upset locations, records the result of polling the golden for miscompares, performs 
a partial reconfiguration of the device to remove the faults in the upset locations, 
and resynchronizes the two boards through a design reset. All of these actions are 
performed while the part is being irradiated to simulate what would be done on orbit. 
Flux is deliberately kept low to minimize the number of DCEs due to uncorrelated 
upsets. We were recently able to conduct some preliminary accelerator testing at 
Indiana University Cyclotron Facility. We tested for a total fluence of 6.6 × 1011 pro-
tons/cm2 in a little over two hours with two XC2V1000 parts. We also rotated the test 
fixture to a 45˚ angle to increase the MBU cross section. With this setup we average 
1–3 upsets/readback cycle.

11.4.2 F ault Injection and Accelerator Test Results

The fault injection results can be found in Table 11.4. The number of DCEs are listed 
in two forms: (1) the raw number from fault injection; and (2) the analyzed version 
that represents only DCEs created by that shape. The analyzed data are in parenthe-
ses. The voting circuit column indicates whether the design votes frequently (Freq) 
or once off-chip (OC).

We were able to gather some preliminary accelerator data on DCEs using one 
design (adder tree, frequent voter) at IUCF using 200 MeV protons and the device 
angled at 45 .̊ The intent of this test was to prove that DCEs would occur with both 
radiation-induced and fault injection methods. During a two-hour test we were able 
to observe 31 DCEs for a cross section of 6.6#10–11 ± 3.8#10–13 cm2/device. With 
limited analysis we have been able to correlate 42% of these DCEs to known fault 
injection DCEs. In the future, we hope to correlate more of the DCEs to the fault 
injection data.

In comparison, during the same test we also observed 19 SEFIs for a cross section 
of 4.1#10–11 ± 4.9#10–13 cm2/device. While the MBU cross section is several orders 
of magnitude larger than the SEFI cross section in the Virtex-II, the DCE cross sec-
tion may be on the same order of magnitude of the SEFI cross section for this design 
due to the fraction of MBUs that cause DCEs. In fact, 1% of the device is affected 
by DCEs, and the DCE cross section is approximately 15 times smaller than the 
MBU cross section. Finally, the analogy to SEFIs is a useful one in how to approach 
DCEs. SEFIs, while possible, are not the first-order effect for these devices and can 
be approached as a manageable problem.
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288	 Radiation Effects in Semiconductors

11.4.3  Discussion of Results

While we have both fault injector and accelerator results, complete test coverage is 
easier with fault injection. Therefore, much of our focus in this section will be on 
the fault injection results. Our most important result from our testing is that we were 
able to observe DCEs in both fault injection and accelerator testing. The discussion 
in this remaining section will cover circuit design and architectural characteristics 
that might be causing DCEs to manifest in the Virtex-II designs we tested.

11.4.3.1 DCE  Characteristics
While Sterpone and Violante [7] analytically showed that SBU DCEs existed, no 
SBU DCEs occurred in our Virtex-I fault injection and accelerator testing. However, 
in the Virtex-II SBU DCEs manifested only for the adder tree and multiplier tree cir-
cuits. All of the SBU DCEs were tied to the global logic network that was providing 
constant zeros to the designs. Most of these SBU DCEs had similar characteristics, 
where a multiplexor that routes data internally in a slice from a LUT to the slice’s 
output signal was altered by the SEU. In these cases, further analysis showed that 
the slice’s output was receiving signals from the wrong multiplexor input. There was 
one case, though, where the multiplexor that is attached to the slice’s output signal 
was corrupted by an SEU. In this singular case, analysis indicated that SEU caused 
the output multiplexor to use a different slice’s output signal. This one case indicates 

Table 11.4
Fault Injection Results

Circuit Voting
All Pairs

(without Overlap)

One Three-Bit 
Corner

(without Overlap)

Four-Bit 2#2 
Square

(without Overlap)

Shift register Freq 6355 (6355) 4545 (539) 9186 (489)

OC 2185 (2185) 1364 (253) 2352 (489)

Adder tree Freq 18733 (16843) 11264 (1116) 19464 (1783)

OC 1166 (1104) 715 (101) 1310 (213)

Divider tree Freq 1556 (1556) 1056 (259) 1966 (0)

OC 1276 (1226) 767 (169) 1335 (274)

AND tree Freq 0 (0) 2 (2) 0 (0)

OC 0 (0) 0 (0) 0 (0)

OR tree Freq 1784 (1784) 1645 (202) 3333 (814)

OC 5 (5) 2 (0) 5 (1)

LFSR Freq 4966 (4966) 2711 (297) 4709 (803)

Pseudo LFSR Freq 26105 (26105) 18023 (2194) 31606 (4092)

OC 44 (44) 28 (6) 58 (7)

Source:	 Reprinted with permission from Quinn, H., Morgan, K., Graham, P., Krone, J,. Caffrey, 
M, Lundgreen, K., “Domain crossing errors: Limitations on single device triple-mod-
ular redundancy circuits in Xilinx FPGAs “. IEEE Transactions on Nuclear Science, 
Dec. 2007 Volume: 54 Issue: 6, 2037– 2043.
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a possibility that a single-bit SEU could cause similar DCE corruption, but so far it 
appears to be rare.

Most of our test circuits were vulnerable to a number of MBU-induced DCEs, 
except in the case of the two AND tree implementations. We believe, as discussed later 
in this section, that the AND tree is particularly insensitive to errors, which caused the 
minimal response from the circuit implementations. As shown in Figure 11.9, of the 
circuits that exhibited DCEs between 0.0001% and 2.6% of the device is affected by 
DCEs. On average, only 0.9% of the bitstream was involved in MBU-induced DCEs for 
the frequent voting circuits compared with only 0.1% for the off-chip voting circuits.

11.4.3.2  Architectural Concerns
Approximately 99% of the MBU DCEs happened in the configurable logic blocks 
(CLBs). The remaining DCEs occurred in the input/output blocks, the global clock, 
and the BlockRAM interconnect (used for routing). On average 75% of CLB DCEs 
occurred in the CLB routing network, 22% spanned the routing network and the 
LUT region, and 2% occurred in the LUT region. Of the ones that occur solely in the 
LUT region, 80% span multiple frames, CLBs, or slices.

The CLB routing network is a concern, since it is the single largest resource type 
for the entire device with 53% of the configuration data in the XC2V1000. In accel-
erator testing, 95% of CLB SEUs and 48% of all SEUs involve the routing network. 
A schematic of one routing switch with its attached CLB for the Virtex-II is shown 
in Figure 11.10. Each CLB in the Virtex-II consists of four slices. Each slice has two 
LUTs, two flip-flops, and a number of bits that define the mode of the slice. Every 
routing switch has two main functions: (1) routing data and control signals to the 
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Figure 11.9  Percentage of the entire device affected by domain crossing errors. (Reprinted 
with permission from Quinn, H., Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, 
K., “Domain crossing errors: Limitations on single device triple-modular redundancy circuits 
in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 
2037–2043.)
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290	 Radiation Effects in Semiconductors

attached CLB; and (2) routing data and control signals to other routing switches. 
Even with multiple options for switch-to-switch communication, with a four-to-one 
ratio of slices to routing switches, routing can become congested. Furthermore, each 
of the four slices attached to a single switch can have four separate sets of data and 
control signals. Therefore, in the case of TMR circuits, it is possible that all three 
domains are placed in one CLB and routed through one routing switch matrix. In 
this scheme, routing switches becomes single points of failure.

In further analysis, we looked at what was being corrupted by the MBUs that 
caused DCEs. Many of the DCEs were caused by changes in global signals. We 
found many instances where the clocks for two different domains were switched, 
which could introduce subtle timing problems in the affected domains. We also 
found many instances where one domain’s clock signal and another domain’s reset 
signal would be switched, causing one domain’s flip-flops to not be clocked and the 
other domain’s flip-flops to be reset every clock cycle.

To reduce the impact of MBUs on the circuit, the placement and routing tools 
need to place the three separate domains far enough apart to not be affected by 
MBUs. Even simple changes, such as not allowing domains to share a CLB, could 
decrease the number of DCEs but might lead to poor device use.

11.4.3.3  Voting and Device Use
Our first attempt to analyze the fault injection results was to correlate the data to 
the device use statistics for each circuit. This analysis was fruitless, though. The 

Routing
Switch

Slice
1

Slice
2

Slice
3

Slice
4

Figure 11.10  Routing switch and attached CLB. (Reprinted with permission from Quinn, 
H., Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, K “Domain crossing errors: 
Limitations on single device triple-modular redundancy circuits in Xilinx FPGAs.” IEEE 
Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 2037–2043.)
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worst design for DCEs, pseudo-LFSR, used approximately the same number of 
LUTs, slices, and PIPs as the shift register design that had 73% fewer DCEs. While 
the design with the smallest device use has one of the lowest numbers of DCEs, 
the design with no DCEs, the AND tree, uses nearly all of the slices and LUTs. 
Furthermore, AND tree’s twin, OR tree, has all of the same use statistics with differ-
ent LUT functionality and has DCEs. Therefore, the obvious device use statistics do 
not play a clear role in the number of DCEs.

We found increasing voting increased the number of DCEs, but a simple correla-
tion cannot be made. Many circuits saw a large drop in DCEs in the off-chip voter 
implementations, such as the pseudo-LFSR circuit where the off-chip voting imple-
mentation had 1% as many DCEs as the frequent voter implementation. On the other 
hand, there were a few circuits that saw only a limited improvement in DCEs by vot-
ing off-chip, such as divider tree where the off-chip voting version of the circuit had 
68% of the DCEs as the frequent voter implementation. Apparently, many factors 
influence the role of voters in these results.

The most obvious cause would be spacing, since MBUs are problematic only to 
closely spaced logic. The off-chip implementations all have lower device uses, which 
would allow the design tools to place the domains farther apart or keep large blocks 
of the domain together while still meeting timing requirements. Voting also causes 
the three domains to converge at LUTs to be voted, forcing the synthesis tool to place 
the domains closer together to meet timing requirements. Therefore, the voters force 
the domains to be proximately located. Since single-bit voters can be implemented in 
one LUT and each slice has two LUTs, it is possible that up to eight different voters 
are attached to one single routing switch. Therefore, voting frequently not only uses 
more resources but also causes the placement of the circuit on the device to become 
congested and entangled.

11.4.3.4 D esign Sensitivity
The OR tree and AND tree circuits were designed to closely mimic each other in 
terms of layout and device use. The only difference is the logic realized in the LUTs. 
While they are essentially the same circuit, their DCE characteristics are different. 
In fact, the OR tree circuit differed from most of the other designs, as only 44% of 
DCEs are solely in the routing network and 53% are spanning LUTs and routing 
switches. Therefore, while the routing network is more suspect in most circuits, the 
OR tree circuit is more vulnerable to SEUs changing the routing switch and the LUT 
simultaneously. Likely, these errors are manifesting as multiple independent errors 
in the system. There are also many potential scenarios, such as the inputs to two 
LUTs getting stuck at zero, that would cause the OR tree to have many observable 
errors, while the AND tree could logically mask most of the same errors. Therefore, 
the OR tree is possibly more sensitive to how the LUT/routing network MBUs mani-
fest, but the AND tree is not.

11.4.3.5 P robability of DCEs
We found that the number of DCEs increases with SEU size. The DCE space for 
each SEU size is composed of two parts: (1) DCEs caused by smaller events; and (2) 
DCEs unique to the event shape. For example, in Figure 11.11, the two-bit vertical 
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292	 Radiation Effects in Semiconductors

DCE is overlapped with a three-bit vertical MBU. Therefore, the event space for 
three-bit vertical MBU DCEs can be partitioned into DCEs caused by overlapping 
the two-bit vertical DCE locations and DCEs uniquely triggered by the three-bit ver-
tical. Furthermore, the two-bit vertical DCE event space occurs twice in the three-bit 
vertical event space since each two-bit vertical DCE is triggered by two three-bit 
vertical MBUs. Therefore, the number of DCEs for a given SEU size is larger than 
or equal to the number of DCEs for all of the smaller SEU sizes that it overlaps. 
Table 11.4 indicates the number of unique DCEs for each shape in parenthesis. For 
three-bit and larger DCEs the event space is dominated by the smaller-sized DCEs.

As the SEU size increases the probability that a DCE is triggered goes to 1. 
Fortunately, while the probability of a DCE approaches 1, the probability that the 
event occurs goes to 0. Since the probability of a five-bit or larger MBU for the 
Virtex-II device is small, the probability of a DCE is dominated by the probability 
of one- to four-bit MBUs.

We have created a simple model for estimating the probability of a DCE occur-
ring. The model is based on this reasoning:

	

P DCE P upset P DCE upset
i

max

i i

i

max

( ) ( ) ( )=

=

=

=

∑

∑
1

1

PP upset N DCE
Ci

i

i
( ) ( )

	 (11.1)

where P(upseti) is the probability that an upset of i bits occurs based on accelera-
tor data, N(DCEi) is the number of DCEs triggered by an SEU of size i, and Ci is 
the number of combinations for an SEU of size i. We used this model to determine 
the probability of a Virtex-II DCE from our results by using our normal incident 

P
A
I
R

3-bit
SEU

Figure 11.11  A three-bit MBU that overlaps with a two-bit DCE. (Reprinted with per-
mission from Quinn, H., Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, K., 
“Domain crossing errors: Limitations on single device triple-modular redundancy circuits 
in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 
2037–2043.)
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heavy-ion static test data collected at Lawrence Berkeley National Laboratory for 
the P(upseti) values and the fault injection data for the N(DCEi) values. As shown 
in Figure  11.12a, the probability of a DCE in one of the Virtex-II test designs 
is still fairly low with a worst-case probability of 0.36%. We then extended our 
model to include the Virtex-5 using the Virtex-II fault injection DCE data for the 
N(DCEi) data and the Virtex-5 accelerator data collected at Lawrence Berkeley 
National Laboratory for Kr at five different angles. These projections, shown in 
Figure 11.12b, are for a range of angles based on data taken using Kr from LBNL’s 
10 MeV/nucleon cocktail with an LET of 36.4 MeV-cm2/mg at normal incidence. 
This model predicts that DCEs could be up to 1.2% of all one- to four-bit events. 
Since we cannot account for the larger MBUs that occur on the Virtex-5 device, 
the real probability of a DCE is likely higher. Given these probabilities we deter-
mined the space rate for TMR defeats for a global positioning system (GPS) orbit 
of 20,200 km and 55 degrees. In the best-case scenario (solar maximum) only 0.6 
upsets will happen per device/day, and in the worst-case scenario (peak) 3,700 
upsets will occur per device/day. For the Virtex-II this translates to between 0.003 
and 19 DCEs per device/day.

11.5 �D etection of Single-Bit Upsets, Multiple-
Bit Upsets, and Design Problems

As many organizations would like to use these devices in critical space applica-
tions, methods for easily determining whether designs have been mitigated prop-
erly are necessary. Reliability modeling tools are attractive under these scenarios, 
because they are not hardware-dependent like fault injection. The Scalable Tool 
for the Analysis of Reliable Circuits (STARC) was designed to address not only 
the limitations of traditional reliability modeling tools in modeling user circuits for 

(a) 2V1000 Fault Injection (b) 5VLX50 for a Range of Incident Angles
(Projected based on data using Kr from LBNL’s
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Figure 11.12  Probability of DCEs from a heavy-ion event, where each line represents 
a tested design (FV = frequent voter and NV = no voter). (Reprinted with permission from 
Quinn, H, Morgan, K., Graham, P., Krone, J., Caffrey, M., Lundgreen, K., “Domain crossing 
errors: Limitations on single device triple-modular redundancy circuits in Xilinx FPGAs.” 
IEEE Transactions on Nuclear Science, Dec. 2007 Volume: 54 Issue: 6, 2037–2043.)
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FPGAs but also domain-specific issues with implementing TMR in FPGA circuits. 
In the past, this tool has been used to model both the reliability of supercomputers 
in the presence of neutron radiation [16] and nanoscale electronics in the presence 
of permanent yielding defects [17]. The main drivers for STARC are usability, com-
putational complexity, scalability, and modularity. STARC addresses these limita-
tions with these solutions:

Usability: the industry-standard EDIF circuit representation is used for the •	
input model, and input vector sets are not used. STARC was also designed 
to assess domain-specific problems of applying TMR to FPGA user circuits 
and can detect imbalances between the modules, find untriplicated logic, 
estimate unprotected cross section, and detect logical constant usage.
Computational complexity: memoization of reliability values reduces •	
recomputation of similar components, and the use of combinatorial reason-
ings simplifies the reliability calculation.
Scalability: without input vectors the state space scales linearly with the •	
circuit size.
Modularity: the architectural and fault models that provide the basis of the •	
reliability calculation are inputs to STARC and can be replaced with user-
specified architectures and fault models.

By using the EDIF circuit representation, the designer can assess the reliability 
of a circuit during the design process, even if the design is not complete, the design 
does not work, or the hardware is not available. Without the use of input vector sets 
reliability is determined through the probability of device or input failure and is not 
dependent on specific input data sets. Without input data sets, the reliability of compo-
nents is determined by type, such as a two-bit adder, and can be memoized for reuse. 
In this manner, large-scale circuits are analyzed in a fraction of the time and memory 
required by traditional approaches, making design exploration more worthwhile.

As STARC can estimate the hardness assurance of FPGA user circuits within 
minutes, STARC can also be used for designers facing area and resource constraints. 
Under these circumstances, it is possible to generate a range of designs in BL-TMR 
with different balances of unprotected cross sections and resource use. In this man-
ner, STARC can help designers choose among a range of possible design choices by 
quantifying the remaining unprotected cross section for each.

There are a few disadvantages to this approach. First, since EDIF does not con-
tain information about the routing, information regarding placement and routing is 
absent from the calculation. As routing can have a large impact on the protected and 
unprotected cross sections, the routing cross section is estimated statistically based 
on an analysis we did of several designs using JBits [18]. The point of the statistical 
model is to provide a good estimate of the single-bit cross section, as the only way to 
fix unprotected configuration bits in the routing is to mitigate the unprotected logic. 
Furthermore, currently there is no way to assess placement-related issues, such as 
MBU-induced TMR defeats. We are currently working on a solution for this limita-
tion for designs that have completed the design flow. Second, without input vector 
sets, logic masking cannot be taken into account, and STARC estimates the worst-

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
36

 0
6 

M
ay

 2
01

6 



Assuring Robust Triple Modular Redundancy Protected Circuits	 295

case failure rate. While this value may be lower than the value determined by other 
tools [19], STARC provides a useful lower bound on the circuit’s reliability.

11.5.1 R elated Work

Traditionally, circuit reliability has been determined using purely analytical 
approaches [20,21] or techniques that model Boolean networks as probabilis-
tic systems [22-25]. These modeling techniques represent circuits as probabilistic 
transfer matrices, stochastic Petri-nets, Markov chains, or Bayesian networks. The 
combinatorics-based analytical approaches have been found to be error-prone and 
computationally complex for the analysis of large designs. Similarly, a number of 
limitations have been identified for many modeling-based approaches. First of all, 
model creation and input data sets greatly increase the time commitment of using 
these tools. Transforming circuits into intermediate probabilistic system models is 
an additional, computationally complex task. Within an analytical tool a state space 
is generated from the input model and input data vector set. The state space encodes 
all of the possible failure states in the circuit and grows exponentially with circuit 
size. The exception to these problems is the SETRA tool [26] that directly addresses 
the state space issues as well as automated model generation. Attempts at reducing 
computational complexity through circuit partitioning and hierarchical modeling 
of large circuits requires additional modeling effort. These limitations lead to the 
STARC tool, which uses EDIF circuit representations, no input data vectors, and 
simpler combinatorial reasoning to decrease the time commitment for the designer 
and reduce computational complexity in the tool.

Besides these differences between STARC and traditional reliability analy-
sis tools, the tool methodologies differ greatly. Two distinct methods [27] can be 
used to analyze the reliability of circuits: (1) generalized; or (2) instance-based. 
The generalized approach entails the combinatorial modeling of circuits without 
considering specific failure distributions of the inputs, gates, and interconnects. A 
circuit’s output’s probability distribution is computed through combinatorics under 
the assumption that each gate can fail independently. Thus, the reliability is evalu-
ated in stages using conditional probabilities. Generalized techniques to compute 
the reliability of large circuits require complex combinatorial reasonings. Reusing 
subcircuit analysis to reduce the combinatorial complexity in the analysis of a larger 
circuit is difficult. Since specific input probability distributions are not considered 
during analysis, the generalized approach determines either the circuit’s lower or 
upper bound on reliability.

Several instance-based methodologies have been proposed recently [19,24,25]. 
Instance-based reliability circuit analysis uses probability distributions on the pri-
mary inputs as well as gate and interconnect failure probabilities to develop an 
instance of the circuit. Each instance is then transformed into probabilistic circuit 
models. This method computes the exact reliability of the circuit for the input distri-
bution. The main drawback of these tools is that several instances of the circuit need 
to be analyzed to predict performance trends, which can be computationally expen-
sive. Therefore, the input vector set needs to be limited to bound the computational 
cost yet to provide enough intuition on the circuit’s reliability.
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The STARC methodology is a hybrid of the two approaches. STARC, as with 
other generalized approaches, is independent of specific input vectors and their prob-
ability distributions yet uses specific gate distribution instances. Hence, this approach 
avoids the complex combinatorial reasonings that cause bottlenecks in generalized 
approaches and also bounds the computational complexity that affects instance-
based methods. STARC computes a lower bound on reliability. When we compared 
STARC with a purely instance-based approach based on PRISM [25,28], the results 
of our comparison of STARC and PRISM were favorable. We tested four different 
designs with two probability-of-failure models based on estimated yield defects on 
a Dell Linux machine with 4 GB of RAM and dual 3.4 GHz Xeon microprocessors. 
We then compared the calculated reliability values and execution times. The ratio of 
the two calculated reliability values indicated that STARC was within three to seven 
digits of significance to PRISM. STARC also executes faster that PRISM and for 
several designs was more than nine times faster.

It should be noted that a reliability analysis tool, called SEUper_fast [29], designed 
by Boeing in the 1990s, uses many of the same reasonings as probability transfer 
matrix tools. This tool approached the problem far more generally than STARC and 
was hindered by solving a much more complex reliability equation than STARC 
uses. While currently not as generally applicable as SEUper_fast, we believe we will 
be able to generalize this technique to different problems without having to employ 
the more complex reliability analysis technique.

11.5.2  STARC Overview

In this section, we will provide an overview of STARC. The reliability of the cir-
cuit is determined from dependency graphs of the circuit that are created during a 
hierarchical exploration of the circuit. By using the EDIF circuit representation, the 
hierarchy in the circuit should be preserved. Since designers tend to create complex 
circuits by creating less complex components or subcircuits, maintaining this struc-
ture can be very useful in calculating the reliability. In particular, STARC can deter-
mine the reliability of a circuit hierarchically. STARC navigates through the layers of 
the circuit hierarchy to determine the smallest circuit component that needs to have 
its reliability calculated. Once an entire layer of the circuit hierarchy is completed, 
these values can be used to determine the reliability of the next higher layer. This 
hierarchical nature allows circuits to be examined at the highest level of abstraction 
or the most minute level of detail. STARC automatically determines the appropriate 
level of the hierarchy that needs to be explored.

Since input vectors are not used in the reliability calculation, the reliability is 
determined by component type. For example, one component type might be a two-
bit adder. The first time a two-bit adder is found during hierarchical exploration these 
three steps are executed:

	 1.	A dependency graph is determined.
	 2.	The reliability of the dependency graph is calculated.
	 3.	The reliability value of the dependency graph is memoized.
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The next time another two-bit adder is found in a design, the memoized value is 
used, and the first two steps of the process are eliminated. It is in this way the state 
space of the circuit grows with circuit size, since the state space is limited to the 
unique number of components in the circuit. Even if a circuit has very little com-
ponent reuse, the state space will never grow larger than the number of components 
in the circuit. Since the size of the state space has a first-order effect on the speed 
of computation, STARC is able to analyze the reliability of a circuit in polynomial 
time instead of the exponential time necessary for most traditional reliability tools. 
Therefore, STARC should be able to compute the reliability of circuits with thou-
sands of components in the design in a matter of minutes.

As stated already, during hierarchical exploration dependency graphs are deter-
mined for each unique component. For maximum reuse, dependency graphs for each 
primary output at each level of the hierarchy are determined. These dependency 
graphs indicate all of the components that exist in the path between a particular 
output and the reachable inputs. Since not all logic or inputs are reachable from 
every output, this technique removes unrelated logic from the dependency graph 
and, hence, the reliability calculation.

Once the dependency graph for an output is determined, the reliability can be 
calculated. In unmitigated designs, the cross section is the total area of the depen-
dency graph:

	 A O A C
i

m

i( ) ( )=
=
∑

0

	 (11.2)

where A(X) is the sensitive area of X (where X is either a wire or a component), and 
C = {C0, …, Cm} is the set of components that can be reached from output wire O. 
STARC also applies a modular approach to the fault model and the architectural 
model. Since reliability is determined hierarchically in STARC, the only devices that 
need to be precalculated are the primitives for the given architecture. Figure 11.13 
shows our methodology for library characterization. The primitives for a hardware 
platform are defined in an architectural model. Fault models for transient and perma-
nent defects are combined with the architectural models to create the characterized 
primitive library. Traditional probability of failure equations are also available to 
calculate the reliability of defect-based architecture models. Our automation frame-
work is designed so that users can define primitive libraries for their own architec-
tural models or use our models for basic logic and the Xilinx architecture. To be used 
in our methodology, user-defined libraries have to be characterized for specific fault 
models to define their reliability.

In this manner, STARC was designed to be architecturally independent. While 
this chapter focuses on reliability as it relates to Xilinx FPGAs, STARC is modular 
in nature and the Xilinx cross section model is an input to this system. The tool has 
also been used for probability of failure calculations for nanoscale electronics based 
on yield estimates. In the future, we would like to expand into models for probability 
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298	 Radiation Effects in Semiconductors

of failure and cross section models for structured ASICs, as these devices are fre-
quently being used in space-based systems as well.

Finally, STARC was also designed to help designers find problems in the applica-
tion of TMR. For mitigated circuits, the sensitive area is confined to the part of the 
design that is not triplicated, as triplication will mask errors as long as there is one 
voter for each redundant module. STARC also checks to make certain the modules 
have equivalent components. Any logical elements that might be shared by two or 
more TMR domains are considered unprotected cross section, even if the elements 
reside within one of the modules. STARC also checks to make sure the feedback 
loops are properly triplicated and cut. If persistent cross section is found, a warning 
is displayed to inform the designer that a particular component has not had TMR 
applied correctly.

Recently, we have been adding support for placement-related information in 
STARC to provide DCE predictions. For designers who are further along in the 
design process, it is possible to get placement-related information from the Xilinx 
Design Language (XDL) representation of the circuit. Like EDIF, XDL provides a 
human-readable circuit representation. Unlike EDIF, the component names from the 
circuit are slightly obscured. In our initial attempts, though, we have been able to 
map the XDL circuit representation onto the EDIF circuit representation. Because 
our analysis showed that the most common problems with DCEs were caused by 
domains sharing the same CLB, our initial attempt also includes the ability to gauge 
how many CLBs are populated with more than one domain.

In all of these cases, STARC provides warnings and information about the design 
to the designer. The output of the tool provides the designer a list of subcircuits that are 
untriplicated, a quantity for the unprotected cross section, and warnings about poten-
tial single points of failures from functionally nonequivalent modules and logical con-
stants. Since EDIF is tightly coupled to the circuit design, the designer should be able 
to directly use STARC’s output to find and fix the design flaws in the user circuit.

Characterized
Primitive Library

Fault ModelArchitectural Model

Basic Logic
Primitive
Library

Xilinx
Primitive
Library

User-
Defined

Environment User-Defined Yield

Defect
Model

Transient Error
Model

Figure 11.13  Library characterization. (Reprinted with permission from Quinn, H., 
Graham, P., Pratt, B., “An automated approach to estimating hardness assurance issues in tri-
ple-modular redundancy circuits in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, 
Volume: 55 Issue:6, 3070–3076.)
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11.5.3 �C ase Study: Tradespace of Reliability 
Issues under Area Constraints

In this section we present a case study of two image processing algorithms that 
use STARC to explore the tradespace of reliability issues under an area-constrained 
design process. The two image processing algorithms we examined are an edge 
detection algorithm and a noise filtering algorithm. The edge detection algorithm 
uses the Sobel convolution masks [30] as the computational basis. These convolu-
tion masks are well matched to FPGA implementation, since the multiplication can 
be reduced to shifts. The noise filtering algorithm breaks the image into a series of 
small windows. The pixel in the center of the window is replaced with the minimum 
pixel value in the window. Both of these circuits are feed forward and, therefore, do 
not have error persistence issues. Since both algorithms use nine eight-bit pixels as 
input, the algorithms both use the same data input circuit.

Several implementations of these circuits were developed: without TMR, with 
full TMR, and two partial TMR approaches. To avoid design issues with applying 
TMR, BL-TMR was used. It should be noted that STARC has been modified to 
automatically recognize designs that have been mitigated through BL-TMR and the 
Xilinx TMRTool. Logical constants were also extracted to input pins. For the partial 
TMR approaches, we had BL-TMR triplicate the logic in both implementations for 
both algorithms and varied how the input and output signals were handled. In the 
partial TMR 1 implementations we had BL-TMR not triplicate any input or output 
signals, and in the partial TMR 2 implementations we had BL-TMR triplicate only 
the reset, logical constant, and clock input signals.

STARC was used to determine the unprotected cross section of all of the imple-
mentations, as shown in Table 11.5. The first thing to note from these values is that 
applying TMR to just the design’s logic (partial TMR 1) provided little improvement 
for the noise filter and actually increased the cross section for the edge detection algo-
rithm. When we looked through the STARC results we found the large unprotected 
cross section in the partial TMR 1 versions were due to the unmitigated signals. As 
Table 11.5 shows, all of the unprotected cross sections for these implementations are 
in the routing network, indicating that the logic was properly triplicated. Since the 
triplicated logic has three times as many flip-flops, the untriplicated clock, reset, and 
logical constant trees now have to route to three times as many locations. In a heav-
ily pipelined design, like the edge detection algorithm, this decision was disastrous. 
When we went back to BL-TMR and chose to triplicate the logic and the global 
signals, the unprotected cross section for both designs was 99.8% smaller than the 
unprotected cross section in the unmitigated design. When full TMR is applied to 
both algorithms, there was no unprotected cross section.

Finally, STARC was able to find the hardness assurance issues that existed in 
the implementations without TMR and with partial TMR. In both algorithms the 
implementations without TMR used the device-provided logical zeros and STARC 
correctly identified this as a potential problem. Also, the implementation of the two 
algorithms with partial TMR had input signals, a voter, and input/output registers 
that were not triplicated. STARC was able to find these untriplicated signals and 
logic, to report them, and to properly calculate the cross section for them.
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Table 11.5
STARC Results for Two Image Processing Algorithms

Design Implementation
Total Unprotected 
Cross Section (Bits)

Unprotected 
Logic (Bits)

Unprotected 
Routing (Bits)

Number of 
Components

Time to 
Calculate 

(sec)

Edge detection No TMR 15,418 3,641 11,777 1,356   56

Partial TMR (1) 21,800 19 21,781 3,787 426

Partial TMR (2) 24 16 8 3,793 401

Full TMR 0 0 0 3,799 230

Noise filter No TMR 14,914 4,522 10,392 1,603   95

Partial TMR (1) 14,332 19 14,313 4,273 785

Partial TMR (2) 24 16 8 4,279 565

Full TMR 0 0 0 4,285 309

Source:	 Reprinted with permission from Quinn, H. Graham, P., Pratt, B., “An automated approach to estimating hardness assur-
ance issues in triple-modular redundancy circuits in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, Volume: 55 
Issue: 6, 3070 – 3076.
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We have recently begun validation of the STARC tool. Table 11.6 shows some 
results from fault injection of the unmitigated implementations of the two image 
processing algorithms. While the edge detection algorithm is within 93.8% of the 
STARC-predicted cross section, the noise filtering algorithm is not as close at 63.8%. 
When looking at the numbers more closely, for both designs the routing estimates 
look reasonable, but the logic is overestimated in both cases. We believe that the 
reason there is such a gap in the logic values is due to logical masking on the fault 
injection hardware. In particular, we found that the outputs of the edge detection 
algorithm are much more sensitive to data changes than the noise filter. In exam-
ining the execution times we found that the tool was able to complete on average 
12 components/second. Note that the execution time tripled from the unmitigated 
implementations to the mitigated implementations. As BL-TMR flattens the circuit 
hierarchy while applying TMR, the entire circuit’s state space must be analyzed to 
determine the reliability of the circuit.

11.6 C onclusions

In this chapter, we provided an overview of a number of topics regarding assuring 
the robustness of TMR-protected user circuits in Xilinx FPGAs. We have presented 
a number of hardness assurance, including redundant modules that share logic, the 
inability to fully triplicate designs, device-provided logical constants, and domain 
crossing errors. Our studies into domain crossing errors show that the CLB rout-
ing network has proven to be fragile in TMR applications with highly used and 
congested routing scenarios. We also introduced a tool called the Scalable Tool for 
the Analysis of Reliable Circuits that automates the process for identifying hardness 
assurance issues with TMR-protected circuits for Xilinx FPGAs as well as estimat-
ing their unprotected SEU cross-sections. As an illustration, we used STARC to 
analyze four implementations of two different image processing algorithms with dif-
ferent approaches to TMR. These results showed that full TMR provided a 100% 
reduction in cross section, and that triplicating just the logic, clock, and reset could 
reduce the unprotected cross section by 99.8%.

Table 11.6
STARC Validation Results for the Unmitigated Implementation of 
Two Image Processing Algorithms

Design
Total Unprotected 
Cross Section (Bits)

Unprotected Logic 
(Bits)

Unprotected Routing 
(Bits)

Edge detection 14,461 2,291 12,170

Noise filter   9,507 1,462   8,045

Source:	 Reprinted with permission from Quinn, H., Graham, P., Pratt, B., “An auto-
mated approach to astimating hardness assurance issues in triple-modular 
redundancy circuits in Xilinx FPGAs.” IEEE Transactions on Nuclear Science, 
Volume: 55 Issue: 6, 3070–3076.
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12 SEU/SET Tolerant 
Phase-Locked Loops

Robert L. Shuler, Jr.

12.1  Introduction

The phase-locked loop (PLL) is an old and widely used circuit for frequency and 
phase demodulation, carrier and clock recovery, and frequency synthesis [1]. Its 
implementations range from discrete components to fully integrated circuits and 
even to firmware or software. Often the PLL is a highly critical component of a 
system, as for example when it is used to derive the on-chip clock, but as of this 
writing no definitive single-event upset (SET)/single-event transient (SET) tolerant 
PLL circuit has been described. This chapter hopes to rectify that situation, at least 
in regard to PLLs that are used to generate clocks.

Older literature on fault-tolerant PLLs deals with detection of a hard failure, which 
is recovered by replacement, repair, or manual restart of discrete component systems 
[2,3]. Several patents exist along these lines (6349391, 6272647, and 7089442). A 
newer approach is to harden the parts of a PLL system, to one degree or another, such 
as by using a voltage-based charge pump [4,5] or a voted triple modular redundant 
(TMR) voltage-controlled oscillator (VCO) [6]. A more comprehensive approach 
is to harden by triplication and voting (TMR) all the digital pieces (primarily the 
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divider) of a frequency synthesis PLL [7], but this still leaves room for errors in the 
VCO and the loop filter.

Instead of hardening or voting pieces of a system, such as a frequency synthesis 
system (i.e., clock multiplier), we will show how the entire system can be voted. 
There are two main ways of doing this, each with advantages and drawbacks. We 
will show how each has advantages in certain areas, depending on the lock acquisi-
tion and tracking characteristics of the PLL. Because of this dependency on PLL 
characteristics, we will briefly revisit the theory of PLLs. But first we will describe 
the characteristics of voters and their correct application, as some literature does not 
follow the voting procedure that guarantees elimination of errors. Additionally, we 
will find that voting clocks is a bit trickier than voting data where an infallible clock 
is assumed. It is our job here to produce (or recover) that assumed infallible clock!

12.2  Voting Asynchronous Signals

When voting synchronous signals, data are latched according to a clock edge and 
can be unambiguously voted either before or after the clock edge. There are two 
common ways of doing this, according to what is to be protected. Figure 12.1 shows 
the two methods.

On the left we have a triplicated functional unit (usually memory, but could be 
anything). A single voter removes errors introduced within any one of the units but 
does not protect against errors in the voter itself or in anything prior to the triplicated 
units. On the right everything is triplicated, including the voters, so all errors are 
removed. As long as two of the three strings have a correct result, processing will 
continue correctly.

When voting asynchronous signals, those such as clocks that are not synchro-
nized by some other signal, it is possible to have two correct signals and still get 
an incorrect result. Suppose, for example, that “correct” means a signal of a given 
frequency, such as the output of a clock multiplier. In Figure 12.2, signals X and Y 
are correct, and signal Z is in error. But because X and Y are not perfectly in phase, 
Z is able to influence the vote this way and that, producing anomalous results for the 
voting result (maj – top signal), which is of incorrect frequency and has some transi-
tions that are much too fast. These extra transitions will violate timing constraints 
and produce unpredictable errors if they occur on a clock signal.

OutOut InIn

Figure 12.1  Single versus triple voters.
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While this example has been exaggerated for illustration, such an error can occur 
even for a small phase difference between the two correct signals. To guarantee that 
extra-transition errors (phase-induced voting error) will not occur, the phase dif-
ference between the two correct signals has to be smaller than the minimum pulse 
width to which the voters will respond!

The voting guidelines we have so far may be summarized as (1) use a triple voter 
configuration to protect against errors even in the voters, and (2) design your PLL so 
that redundant units will operate closely enough in phase that phase-induced voting 
errors will be avoided, as for example during the period when one unit is recovering 
from an SEU/SET and running temporarily at a different frequency or with glitches 
in its output. One more guideline is needed. What do you do if ultimately you wish to 
get one reliable output, such as one system master clock? In this case you must eventu-
ally rely on a single voter (though you can still use triple voters internal to your PLL 
system). The only type of voter that does not have a single SEU/SET susceptible point 
of failure is a heavily overdriven force voter, or conflict voter, that uses many gates to 
drive a single node. These gates should be spread out so that one single event will not 
strike several of them, and they should be driven from independent sources, such as a 
triple of prevoters. A rather elaborate example I have used is shown in Figure 12.3.

10 15 20

v(x)

v(y)

v(z)

v(maj)

Time (ns)
50

Figure 12.2  Phase-induced voting error.
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Figure 12.3  Force voter for consolidating triple to single string.
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308	 Radiation Effects in Semiconductors

The special symbol in Figure 12.3 is not a NAND gate. It is a transition nAnd 
gate (TAG) [8,9], also sometimes called a guard gate [10,11], broadly useful in 
radiation-hardening-by-design (RHBD) technology. The circuit for it is shown in 
Figure 12.4.

12.3 �S table PLLs that Minimize 
Phase-Induced Voting Error

A PLL is a feedback circuit that measures the phase of a signal compared with some 
reference and attempts to correct the phase of a local oscillator to match the reference. 
The local oscillator is frequently a VCO but may also be a numerically controlled 
oscillator, and in signal processing applications the whole PLL may be implemented 
mathematically in firmware rather than using actual components. But when a PLL 
must operate very fast and produce the clock on which digital logic depends, there is 
no alternative but to implement it directly in hardware.

An analysis of charge-pump PLLs by Gardner [12] points out several stability 
issues. First, the continuous-time approximation used for the analysis is not valid 
if the PLL loop bandwidth is high, and this introduces stability problems. For 
the fastest recovery from SEU/SET tolerance we will want the highest bandwidth 
practical. For clock generator PLL applications, it turns out it is very practical 
to increase loop bandwidth. For frequency synthesizer PLL applications, used to 
generate channel frequencies for communications systems, higher loop bandwidth 

2-Input Transition Nand Gate

Symbol (A designates input to central pair)

A

0

B

A
0QBlow

A

B

QBHigh

Figure 12.4  Transition nAnd gate.
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is not so practical. We will examine redundant PLL architectures appropriate to 
both situations.

Second, frequency synthesis PLLs need to have second- or third- or higher-order 
loop filters to reduce ripple on the VCO control voltage, Vctl, caused by charge-pump 
operation and by the workings of fractional-N and sigma-delta frequency divid-
ers and associated compensation systems. Whereas second-order analog PLLs are 
unconditionally stable, a second-order charge-pump-based PLL is a sampled data 
system and is unstable with high loop gain. The characteristics of VCOs currently 
preferred for high speed PLLs, which will be described in the next section, virtually 
guarantee excessively high gain unless the designer takes careful steps to ensure 
otherwise. With a third-order loop the situation is even worse. We will consider the 
most effective ways to manage loop gain.

Because of the additional pressure toward instability due to the requirements of 
an SEU/SET tolerant PLL, we will briefly review PLL stability and introduce non-
linear circuit considerations.

For any feedback loop to be stable and not oscillate, the feedback must be negative 
at all frequencies for which the feedback loop gain is equal to or greater than unity. 
PLLs are rarely completely stable. Their residual instability, the reasons for which 
we will explore herein, shows up as continual oscillation in frequency, or phase, of 
the local oscillator. This residual instability is a source of excess phase jitter and can 
impair the ability to synchronize redundant PLLs in a fault tolerant circuit, and the 
design techniques often used to combat it (lower bandwidth loop filters) can slow and 
interfere with recovery from an SET or SEU.

Stability of a feedback circuit is often understood by means of a Bode plot, such 
as in Figure 12.5. Loop gain is asymptotically plotted as a function of frequency. 
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310	 Radiation Effects in Semiconductors

In the case of the PLL, this is the frequency with which the loop control voltage 
varies, not the frequency of oscillation of the VCO. The two are related of course 
by the transfer function of the VCO, which in the circuits we will be using is highly 
nonlinear.

First consider a normal operational amp (op amp) feedback loop, with loop gain 
represented by the dashed line. It is shown with two example poles in the loop 
response, N1 and N2. A 90 degree phase shift is associated with each pole. As long 
as no more than one pole is above the unity gain line, the circuit should be stable. If 
not naturally the case, this is often arranged by use of a Miller effect equalization 
capacitor to move one pole lower in frequency than any others.

A PLL, on the other hand, does not control the same thing it measures. It mea-
sures phase, but through the VCO it controls frequency. Phase is the integral of fre-
quency. Therefore, every PLL has an unavoidable pole at zero frequency. You cannot 
move any other pole below it! This is illustrated by the dotted line, with poles P1 
(infinitely off to the left on this logarithmic frequency scale plot) and P2. We have 
optimistically shown P2 below unity gain, but that is often difficult to arrange.

Unfortunately, determining gain for a highly nonlinear circuit is problematic. 
The best way is usually to run a transient simulation in Spice to see if the loop is 
stable. The point of this discussion is that one must be careful in designing the loop 
filter in a PLL. Figure 12.6 shows a high-level block diagram level view of a PLL 
clock multiplier.

Phase or phase-frequency detectors usually output a series of pulses, not a nicely 
behaved analog signal, so the loop filter must be introduced to smooth this signal. 
Otherwise, the VCO would vary between some very high and very low frequency, 
and its output would be unusable. The loop filter determines the bandwidth of the 
PLL [1]. Here we get conflicting requirements. For recovery from SETs and SEUs, 
the loop filter should have a high bandwidth so that the PLL performs like a tracking 
PLL and rapidly resynchronizes after an upset. But in clock or synthesis applica-
tions, a narrow frequency range is desired, meaning a low filter bandwidth. This is so 
that the VCO deviation over the counter cycle of the frequency divider will be small. 
In a fractional-N or sigma-delta PLL, the VCO deviation over several counter cycles 
must be small. A low filter bandwidth slows acquisition, either initially or after an 
upset. Additionally, the loop filter forms a second pole in the loop gain, and a low 
bandwidth loop filter moves that pole to the left on a Bode plot, toward a position of 
higher gain on the PLL’s unavoidable pole-at-zero loop response characteristic.

Sometimes PLLs are designed with a tight (low bandwidth) loop for normal oper-
ation, and a separate means for initial “acquisition” of the target signal (the master 

Control

In

VctlVout

Out
Phase
Det.

Master (clock in)

Loop
FilterRing VCO

Figure 12.6  PLL block diagram with divider for frequency synthesis.
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clock, in the case of Figure 12.6). We do not recommend this for SEU/SET tolerant 
PLLs, because an SET or SEU can cause an unplanned reacquisition at any time. 
Having a separate means for acquisition might be possible but is difficult to verify 
for every case.

The requirement for unplanned reacquisition at any time implies that we should 
use a phase-frequency detector (PFD), not a pure phase detector (e.g., XOR gate, 
traditional frequency multiplier). Phase-only detectors often are tricky to design 
for initial or reacquisition, especially when using tight loop filters. The reason is 
that without intrinsic frequency information, the phase-only detector can slip phase 
repeatedly, and a tight loop filter will average the varying output of the phase-only 
detector and produce false lock. The tighter the loop filter, the closer the false lock 
frequency can be to the desired frequency. It does not have to be at a harmonic of the 
desired frequency.

A frequency synthesis or clock generator PLL can easily find itself operating 
in the unstable region. The tight loop filter needed to control the frequency of the 
synthesized signal, coupled with the inherently high gain of some high-speed VCOs 
(which we will describe in the next section), places their loop filter pole above unity 
gain. If the instability is small, they work anyway. A PFD is not a pure phase detec-
tor, so to some extent the unfortunate pole-at-zero is eliminated, but not completely. 
But over the region where the PFD functions as a phase detector, basically when the 
PLL is “locked” and tracking its input, the PLL control loop oscillates, producing 
unwanted phase jitter. If this source of jitter can be reduced below the cycle driven 
jitter (from alternating pulses out of the charge pump), it is no longer a concern. But 
changing the loop parameters to make a PLL more SEU/SET tolerant can increase 
instability. Figure 12.7 shows a plot of this instability in an original case and with 
some modifications that a designer might use to minimize the jitter.

A quick way to understand what is going on in a PLL is to examine the loop 
control voltage (Vctl in Figure 12.6), that is, the input to the VCO. In Figure 12.7 this 
is the dark wavy line. Ideally the line would be flat, indicating no variation in the 
frequency the VCO is requested to produce. A common type of VCO used in high-
speed complementary metal-oxide semiconductor (CMOS) PLLs is the current-
starved inverter loop, such as shown in Figure 12.8.

The transfer characteristic of this type of VCO is such that when Vctl is near the 
threshold voltage, a very wide variation in frequency occurs for tiny changes in Vctl. 
In other words, the voltage-to-frequency gain (often denoted Kvco) is very high near 
Vthreshold. A small Kvco is beneficial in achieving low phase noise [15].

Kvco is not only high near Vthreshold; it is rapidly varying (i.e., highly nonlinear), 
which in itself can cause stability problems [14]. The plots of Figures 12.7a, 12.7b, 
and 12.7c were obtained using the schematic of a well-designed PLL, but operating 
it at a lower than designed master input clock frequency so that Vctl would be too low 
and the loop gain very high. The result is Figure 12.7a, in which a steady oscillation 
in Vctl produces a frequency instability that is unacceptable.

An alternative to the current-starved inverter VCO is a tank circuit. These typically 
have smaller Kvco but also more narrow tuning ranges. And the necessity of having an 
inductor makes them less desirable for fully integrated or redundant applications.
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312	 Radiation Effects in Semiconductors

Figure 12.7b shows what happens if one uses the instinctive solution feedback 
circuit designers would apply, that is, to “compensate” or dramatically lower the pole 
that the designer can control, the loop filter cutoff frequency. This is lowered by a 
factor of 25 in the middle figure. It appears to help slightly, perhaps by a factor of 
two, but the acquisition and tracking characteristics are dramatically reduced, in fact 
by a factor of 25! So while this sort of works, it might conflict with SEU/SET recov-
ery performance requirements. Why doesn’t this technique work better? It is because 
the PFD is highly nonlinear. A large frequency deviation can have approximately the 
same PFD output as a modest deviation. This makes the loop less sensitive than it 
should be to changes in the loop bandwidth.

Figure 12.7b shows what happens if, instead of tampering with the loop filter, we 
lower the VCO gain. Since the gain, if we are using a current-starved inverter VCO, 
is determined by the bias of Vctl, we must figure how to raise Vctl. This can be done by 

Original Loop Filter 25x Lower Loop Filter Lower Gain via Higher Vctl
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Figure 12.7  PLL instability management, comparing approaches.
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making the VCO slower, so a higher Vctl is needed to operate at the desired frequency. 
To achieve this, 2.5 pF of capacitance was added to nodes O2 and O3. Modifying at 
least two nodes, and an even number of them, assures a symmetric waveform within 
the VCO, and that one node is not operated far beyond its cutoff frequency. One 
could modify all nodes if one wished. Adding stages to the VCO is not a particularly 
effective alternative for raising Vctl, because very many stages are required. Making 
the circuit larger also would increase its SEU/SET error cross section.

Adding capacitance raised Vctl from around 0.46 V to 0.8 V, and the output fre-
quency stability was vastly improved. This was accomplished without significant 
degradation of the acquisition and tracking characteristics of the PLL! It might seem 
to an experienced feedback loop designer that changing the loop filter or loop gain 
to have a given stability effect should be more equivalent. But due to the nonlinear 
nature of the PFD, changes to the VCO predominantly affect stability, not acquisi-
tion. When there is a frequency mismatch between the VCO and the reference input, 
the PFD outputs either low or high, with no indication of how low or how high. So, 
excess gain in the VCO increases the frequency error without increasing the track-
ing “force.”

Figure 12.7d shows a charge-pump PLL in acquisition mode. Notice that Vctl jogs 
around in an irregular way, due to the nonlinear interactions among the VCO, PFD, 
and loop filter. It may take a long time for this to stabilize. During acquisition, a 
frequency deviation is produced by the PLL to bring phase into a matching condi-
tion. At match, the PFD produces no output. The phase momentarily matches. But 
the frequency deviation persists until enough phase error accumulates to drive the 
loop back the other way. For stability, one must guarantee this process eventually 

Vctl

Vout0504030201

(oscillator feedback)

Figure 12.8  Current-starved inverter loop VCO.
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damps out, which may require a very slow (low bandwidth) loop, not what we’d like 
for fast SEU/SET recovery. There are four parameters by which such a “slow” PLL 
might be judged: acquisition time, jitter, spectral purity, and phase error (with regard 
to the input reference). In the slow design, both acquisition time and phase error are 
traded for jitter and spectral purity. A small and varying phase error would be of no 
consequence in clock generator applications of a PLL. But in a redundant voted PLL, 
if the three component PLLs have independent phase errors, then phase-induced vot-
ing error can result.

Figure 12.7e shows a PLL in which the PFD is modified to always produce an 
output. This is done by presuming that if the phase is not ahead, it is behind, so the 
PFD is always outputting a signal, or “always on.” Such an architecture reintroduces 
the drawbacks of older more linear PLLs (the phase error bias), but notice that it also 
has a more linear behavior without the chaotic jogs of the classic three-state PFD. It 
is also free of dead-zone nonlinearity near-zero phase error and is easier to analyze. 
Figure 12.7f combines VCO gain reduction with the always-on PFD to produce a 
very well-behaved loop. A clever designer could match the Vctl of the desired operat-
ing frequency of the VCO to the 50% duty cycle of the always-on PFD to create a 
PLL that would have no static phase error, low jitter, and also quick recovery from 
SEU/SET.

The faster a PLL acquires, the faster it will recover from an SEU/SET. Recovery 
time is important in a voting arrangement, because while one module is recovering, a 
second SEU/SET will cause an output error. Tight phase tracking is important to pre-
vent phase-induced voting error. The key to making a good redundant fault-tolerant 
PLL is to start with a fast acquisition, low phase error, and single-string PLL design.

12.4 SEU /SET Characteristics of PLL Building Blocks

Figure 12.6 shows five building blocks in a basic PLL for frequency synthesis. We 
describe the ring VCO in connection with Figure 12.8. The other four blocks can in 
principle be anything the designer chooses, but we discuss a representative design 
of each block here for purposes of understanding how their SEU/SET characteristics 
might affect our overall design.

12.4.1 R ing VCO

The SEU/SET characteristic of the ring VCO is straightforward and somewhat 
unfortunate. It comes to an erroneous phase, from which it does not return on its 
own. Each stage of the VCO has four transistors, about as many as a typical digital 
logic gate. There are usually at least 5 stages, and sometimes 10 or more, so the cross 
section of the VCO rivals that of any other part of the PLL, such as the frequency 
divider. To make matters worse, the VCO is operated in current starved mode, which 
means that less current is available for charge clearing after an ion strike than would 
be the case in a high drive digital circuit.

Furthermore, an SET in any part of the VCO causes a phase displacement, 
whereas in a digital circuit only half the circuit is susceptible most of the time. This 
at least doubles the error cross section of the VCO. There are three effects in play. In 
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a digital circuit with multiple input gates, the state of the logic ignores many of the 
inputs. For example, a NAND gate with one input low effectively ignores the second 
input and any error on the second input. The VCO stages do have multiple inputs (the 
signal and the control voltage), but neither of them is ever ignored.

Second, digital logic transistors that are in the ON or conducting state do not 
experience a state change when an ion strikes, because ion strikes only increase con-
duction and do not decrease it. If the excess charge is cleared by the time the state 
changes, no effect is noticed. Timing of the digital logic is important only insofar 
as it meets minimum timing requirements. However in the VCO timing of the delay 
through each stage is always critical. Even a slight change in timing due to extra time 
required to clear charge from an ion strike will result in clock jitter and possible tim-
ing violations in the target circuit served by the clock.

Third, digital logic is sampled by the clock, and errors are counted only if they 
persist through a clock edge. But the clock, and thus the VCO, is not sampled by 
anything, and errors occurring at any time may result in system errors.

The first goal of an SEU/SET tolerant design is to quickly return the VCO to a 
correct state. This should be done regardless of the method of eliminating errors. If, 
for example, one of three VCOs lingers in an incorrect state, the chances it will cause 
phase-induced voting error increase. If it lingers long enough, there may even be a 
second SEU/SET in another part of the circuit, causing an error.

There are several ways of quickly returning a VCO to a correct state, and in later 
sections we will explore two of them in detail. One method is to use PLL parameters 
that produce fast acquisition and tracking. Presumably this will also result in fast 
correction. Fast correction will not prevent an error on the output and so must be 
used in combination with some other scheme for eliminating errors. But it will pre-
vent the VCO from lingering in an incorrect state and thus minimize the probability 
of phase-induced voting error, or accumulation of a second error. The problem with 
fast acquisition and tracking is that, as described already, it is often at odds with 
frequency and phase stability, or tightness of tracking.

Another method of quickly returning a VCO to a correct state is to have three 
VCOs and vote them [13]. This works so quickly that it also eliminates errors. 
However, it eliminates only errors from the output of the VCO, if taken from the 
voter output, not from other parts of the PLL. Still another method is to vote only the 
output of the entire PLL (with two other identical PLLs) and to allow the feedback 
loop to resynchronize any PLL that experiences an SEU/SET induced error. We will 
explore both of these in a subsequent section.

12.4.2  Frequency Divider

The frequency divider, needed when the PLL is to provide frequency synthesis, is a 
digital state machine, and an SEU putting it in a different state is probably the most 
disruptive of any SEU/SET effect in a PLL. It is possible of course to vote every bit 
in the state machine [7]. Or one can allow the feedback loop of the PLL to eventually 
resynchronize the divider by reacquiring lock on the master clock input. In either 
case, a divider that minimizes SEU susceptibility is a good idea, such as a fully 
synchronous design.
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316	 Radiation Effects in Semiconductors

It is very important to note that if the frequency divider is protected by voting, 
this cannot be done using the same components that otherwise participate in some 
other PLL voting scheme. For example, if three complete PLLs are voted, differ-
ences in the frequency dividers are essential to allow a failed PLL to resynchronize 
itself with the others.

12.4.3  Sigma-Delta Fractional-N Frequency Dividers

Sigma-delta or fractional-N frequency dividers use a dithering scheme to divide the 
VCO frequency by a sequence of integers that averages to a noninteger value. This 
creates two problems for the designer of a fault tolerant PLL. First, there is a lot 
more logic in the frequency divider, which must be protected from SEU/SET. This is 
inconvenient but not conceptually difficult. If voting is used, care must be taken that 
no internal state is left unprotected and allows an error to persist.

Second, either the variability of the output of the dithered frequency divider must 
be averaged over a longer period, implying a lower bandwidth loop filter and leading 
to problems we have already discussed, or compensation circuitry must be used to 
tune out the expected variations. Compensation circuitry can be analog in nature, 
getting involved with the charge pump, and can be both more susceptible to SET and 
more difficult to protect. A strategy of protecting an entire PLL is advantageous for 
such a situation. In the case where this circuit is protected by voting, care must be 
taken to vote every internal state variable so that there are no persistent errors.

12.4.4 P hase-Frequency Detector

There are many types of phase detectors and phase-frequency detectors [1,14]. For 
clock recovery PLLs, which examine data transitions and synthesize the implied 
clock, a PFD that tolerates missing transitions is required. For frequency synthesis, 
we are already in the position that the PLL is generating many more transitions than 
are in the master clock and, so for synthesis, PFDs are desired that use every clock 
edge, both leading and trailing, and produce immediate correction signals if the edge 
is leading or lagging. In the interest of setting a manageable scope for the current 
discussion, we limit ourselves to the second type. These are usually three-state or 
higher-logic circuits. While better acquisition performance can be obtained with 
complex higher-state PFDs, the additional states also increase SEU susceptibility and 
increase the difficulty of resynchronization. An ordinary three-state PFD, as shown 
in Figure 12.9, always resets itself when a clock edge has occurred on both inputs.

For most radiation-tolerant applications, we would use fully synchronous flip-
flops. However, this PFD circuit works only with an asynchronous reset. The circuit 
of Figure 12.9 updates on leading edges of master and slave signals. One source 
of phase jitter in a frequency synthesizer is the PFD update cycle, because Vctl will 
typically vary from some minimum to maximum value between PFD updates. The 
update cycle can be cut in half, reducing phase jitter, by using two PFD circuits and 
negating the inputs to the second one so that it updates on trailing (falling) edges.

As soon as both flip-flops have triggered (i.e., an edge is detected on both input 
signals) the flip-flops are reset, clearing any SEU condition.
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12.4.5 C harge Pumps

There is a bit of an overlap when both the signals “fast” and “slow” are high, because 
of the time it takes the reset to operate. In a high-speed PLL this can be a signifi-
cant error factor. If perfect charge pumps are used, in theory the “fast” and “slow” 
signals each results in a fixed current pulse into the loop filter and cancel out. But 
current-oriented charge pumps are relatively more susceptible to SEU/SET than a 
voltage-oriented charge pump (voltage with a high impedance switch) [4]. The larger 
number of transistors in a near-ideal current pump, and their lower drive strengths, 
increase both the exposure to SETs and the time required for recovery from SETs.

In the case of the voltage-oriented charge pump, the overlapping “fast” and “slow” 
signals do not exactly cancel, and phase error is produced. This can be eliminated by 
using pulse trimmers to reduce the length of these two signals by exactly the amount 
of the reset delay. Figure 12.10 shows a trimmer circuit that uses the same flip-flop 
reset to time the amount of trimming. Figure 12.11 shows the complete dual-edge 
PFD with trimmers and voltage-oriented charge pumps (switches are minimum-size 
pass gates).

Slave

Master

Slow

Fast

(from frequency divider)
resetb

Clb

DFFC
D Q

QB

Clb

DFFC
D Q

QB

Figure 12.9  Single-edge three-state PFD.

A

0

Clb

DFFC
D Q

QB

Figure 12.10  Reset pulse trimming circuit.
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A good bit of the literature on precision PLL design, such as frequency synthe-
sizers for communication circuits, depends on a sophisticated current-based charge 
pump with precisely matched currents. There are a couple of approaches for dealing 
with this situation. One is to simply use the strategy of protecting the entire PLL, 
as we have been advocating, rather than its parts. SET recovery time will not be 
fast, but there will be errors only if a second SET occurs before the recovery from 
the first is complete. While this would be disastrous in a clock circuit, it is probably 
acceptable in a communication circuit where the communication protocol provides 
other means of handling errors. In other words, SEU/SET performance of frequency 
synthesizers is less critical than for clock generator circuits.

A second strategy is to address issues with the voltage-based charge pump. 
Unbalanced charge injection can be addressed by Vctl tuning as already described, 
although this might be hard to make process-independent. Power supply noise is 
also a commonly voiced concern for voltage-based charge pumps (though also for 
current-based pumps). Lee and Wang [16] have shown significant benefits from using 
separate regulators for the VCO and the charge pump.

12.4.6 L oop Filter

The last block of the PLL is the loop filter. As emphasized, the ideal loop filter would 
not be anything more than a single-pole RC filter. Second- and third-order loop 

Slave

Master
(clock)

(from frequency divider) Resetb

Resetb2

Clb

DFFC
D Q

QB

Clb

DFFC
D Q

QB

Clb

DFFC
D Q

QB

Clb

DFFC
D Q

QB
Slow2     Strim2

Ftrim2

Ftrim

Fast2

Fast

Slow Strim

PFD CP

Figure 12.11  Dual-edge PFD with voltage-based charge pump.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
37

 0
6 

M
ay

 2
01

6 



SEU/SET Tolerant Phase-Locked Loops	 319

filters will lead to longer acquisition time and also longer recovery times from SET/
SET errors. With the description in Section 12.3 of how PLLs can be stabilized, one 
may be able to solve phase jitter problems by modifying the VCO gain. If necessary, 
the always-on PFD technique could be used. However, as with the charge pump, a 
large amount of technical literature would have to be disregarded to follow our most 
aggressive recommendation. We caution only that, when using a higher-order filter, 
make sure to examine the SET recovery time. If an SET disturbance causes millisec-
onds of thrashing around, consider reducing the VCO gain.

Another consideration is simulation time. If you are designing a nonredundant 
PLL, it is sufficient to get one correct simulation for each frequency of operation, and 
you are done. But when designing a fault-tolerant PLL, it is necessary to consider 
the response to a variety of faults, increasing the number of simulations. In each 
simulation, one must wait for acquisition, inject a fault, and wait for it to settle, so 
each simulation is longer. It is tempting to incompletely verify the design in such a 
situation. The techniques we have outlined to reduce acquisition time will greatly 
speed up verification by allowing shorter simulations.

Ideally the RC loop filter would be just resistors and capacitors. In practice, in a 
CMOS circuit you can obtain an approximate RC filter by using resistor-connected 
field-effect transistors (FETs) for the resistor and the gates of FETs for the capacitor. 
This has the advantage of being process-independent and relatively scalable, pos-
sibly requiring no change when moving to new processes.

Figure 12.12 shows such a loop filter. It is important to use a symmetric pair 
of resistor connected FETs connected in opposite directions to avoid a nonlinear 
preference for charging the filter in one direction or another. This circuit uses a 
width/length (W/L) of 3/100, giving quite a high impedance. Because of threshold 
voltages, the circuit will not quite charge to either supply rail. For the capacitor, 

PFD_CP

(from charge pump) W = 3*1

(to VCO)

Vctl

5pF

Cap only

L = 100*1

Figure 12.12  Loop filter.
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320	 Radiation Effects in Semiconductors

enough FETs with large area gates are connected in parallel to make whatever value 
is needed.

It would seem that an SET in the loop filter might be significant, but in practice it 
might be of less consequence. If there is a lot of charge stored on the capacitor com-
pared with the charge generated by an ion strike, an SET has less effect. Any effect 
it does have will be eliminated by the redundant voting techniques that will be used 
to protect other parts of the circuit.

12.5  Applying Redundancy to PLLs

It is possible to improve or vote or otherwise mitigate SEU/SET for the individual 
components of PLLs. This usually leaves some component, such as the loop fil-
ter with an analog output, unprotected. It is the purpose of this chapter to pro-
pose comprehensive treatments. These can be simpler, since a good PLL design is 
merely repeated three times and voted, with a single voter instead of many voters. 
But there are tricks and considerations to such an arrangement that require a little 
more examination.

12.5.1 O utput-Only Voting Method

The first and simplest arrangement, shown in Figure 12.13, is to vote only the output. 
This arrangement relies on the individual PLLs to resynchronize themselves with 
the master input clock after an upset condition. This is a function they are already 
designed to do when they are turned on. No PLL ever looks at what is going on in 
another PLL, but only at the input signal. So if it works at power up, it will also 
work following an SEU/SET. The question with this design is whether it will work 
well enough to avoid phase-induced voting errors. And that will largely depend on 
whether you have designed a good PLL!

VOx

VOy

VOz vote

vote

vote

Control

In Out Phase
Det.

Phase
Det.

Phase
Det.

Loop
Filter

Loop
Filter

Loop
Filter

Master
(clock in)

Ring VCO

Control

In Out
Ring VCO

Control

In Out
Ring VCO

Figure 12.13  Output voted PLL.
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When you run a SPICE simulation on three identical PLLs with identical start-
ing conditions, the results will appear identical. But real PLLs will not be identical. 
However, when you disturb one of the PLLs by injecting a simulated SET, then as it 
recovers you will see what the relative tracking of your PLL design might be in the 
real circuit. Figure 12.14 shows a plot of two PLLs.

The light gray line is the master clock, and the darker highlighted waveforms at 
8× frequency are the two PLL outputs. The two lines at about 0.65 V are the two 
Vctl’s. Each horizontal axis tick mark is about 1 ns, so the difference in the two PLL 
outputs is a small fraction of a nanosecond, probably around 100–150 ps. A large 
voter such as shown in Figure 12.3 will be slow enough in this technology (90 nm) 
that voting these signals should not produce any phase-induced errors. However, if it 
gets any worse, it won’t work.

The thing that might make it get worse is trying to fix a stability problem by dra-
matically lowering the loop filter bandwidth. This makes the control loop very slow, 
and it could be a long time, if ever, before the outputs line up again. Whether you 
fix stability problems by lowering the VCO gain or with the loop filter, you should 
carefully check the worst-case disturbances to make sure your PLL outputs will line 
up again. You can also check for the effect of process variation by changing the W/L 
of a bias transistor in one of the ring VCOs by an amount of half a lambda, or half 
the minimum feature size of your process. This model approximates the worst-case 
process parameter variation that you would normally see.

12.5.2 T he VCO Voting Method

As mentioned earlier, the VCO itself can be voted, which guarantees that all three 
VCOs quickly return to lock step. So what do you then do about the rest of the PLL?

As far as the PFD, charge pumps, and loop filter are concerned, whether you have 
to do anything depends on the amount of jitter caused by an SEU/SET on these com-
ponents. The effect of an SEU/SET on any of these components is some delta to Vctl, 
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Figure 12.14  Comparing outputs of identical PLLs after disturbance.
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which will result in an erroneous delta to the VCO frequency, but not any disconti-
nuity in the output. It must be determined whether the worst case delta to VCO fre-
quency, and resultant phase deviation, is within desired operating limits of the PLL.

The PFD will be cleared out every master (input) clock cycle. The worst case 
is the delta frequency caused by one master clock cycle. Adjustments can be made 
by changing charge-pump current, loop filter time constant, or VCO gain. While 
the PFD could be protected by a complicated voting scheme, it is likely these other 
adjustments will suffice.

An SET in the charge pump could last longer than a master clock cycle, since 
tiny high impedance transistors are used. This is difficult to determine directly by 
heavy-ion testing. It can be estimated by using laser testing or SPICE analysis, but 
in either case a calibration based on the transistor sizes used is advisable. Once the 
longest error state is determined, analysis and adjustment proceed in the same man-
ner as for the PFD.

An SET in the loop filter makes a small change in the charge stored in the loop 
filter. Erroneous charge on the loop filter capacitor will eventually be eliminated by 
operation of the PLL control loop. It will produce a small change in Vctl and, in turn, 
a small change in VCO frequency. The problem is that it is difficult to quantify.

So with the PFD, the charge pump, and the loop filter we have three progressively 
more difficult to quantify effects on Vctl. Here is the dilemma. The voted VCO behaves 
like a single VCO, not three independent ones as in the voted output PLL. If we are to 
have a single Vctl to control it, this Vctl will either be subject to SET errors, or we will 
have to design a complex analog voter, which will itself be extremely challenging. If 
we replicate the PFD, charge pump, and loop filter and produce three Vctl signals and 
separately drive the three VCOs, then there is no independent correction of errors by 
loop action, because with the voted VCO it is just one loop. Errors in the PFD will clear 
in one cycle. SETs in the charge pump will be removed by charge collection processes. 
Errors in the three loop filters will eventually decay away if the filters are passive RC 
circuits. So replicating these components and producing three Vctl signals might be a 
feasible option. It seems to lack the positive assured error removal of the voted output 
PLL design, but it is not particularly susceptible to phase-induced voting error.

The problem with the frequency divider is different. An SEU on the frequency 
divider will never be cleared unless you do something special to clear it. Because the 
VCO is voted internally, the control loop of the affected PLL will never be allowed to 
correct the divider. The PLL control loop and the VCO voting will be fighting each 
other. This condition will persist, and the PFD of the failed PLL will constantly be 
trying to adjust its loop filter to “make up” the lost phase, stored in the divider, but it 
will never be able to. With only two good remaining PLLs, the next time one of them 
experiences an SET/SEU the circuit output will be in error.

So to make the VCO voting method work, you have to provide some means of 
correcting the dividers. The most obvious method is to replicate and vote the divid-
ers. The internal signals of the divider must be voted so that the voting corrects 
their internal state. If only the outputs are voted, an erroneous count will simply be 
perpetuated. It is possible to dream up other schemes, such as forcing the three divid-
ers to reset all at once, but these would become complicated. A simple scheme is to 
drive each divider with one of the three VCO outputs. The output of the dividers can 
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either be from a triple output voter (preferred), driving replicated PFDs and so forth 
as previously described, or a single output driving a single-string PFD, charge pump, 
and loop filter if it can be determined that an SET impact does not disturb the VCO 
frequency by more than the desired design specification.

The advantage of the VCO voting method is not having to worry about phase-
induced voting error. The VCO voting method can be used whenever it is too dif-
ficult to design robust PLLs that will remain in lock in spite of process parameter 
variations and will return to lock after a disturbance. The drawback of the VCO 
voting method is the difficulty of verifying that SETs in the PFD, charge pump, and 
loop filter are within tolerance, or the ambiguity of the lack of positive removal of 
errors if these components are replicated without independent feedback correction. 
Simulations suggest that errors in replicated charge pumps and loop filters decay 
rather quickly, in tens or at most hundreds of nanoseconds, but this has not been 
confirmed by heavy-ion testing.

12.6 C onclusions

We have seen that to design a fault-tolerant PLL, we must start with a good PLL 
design that will remain in tight lock to avoid phase-induced voting errors and will 
reacquire quickly so that the vulnerable time after one PLL has been upset is mini-
mized. To design a good PLL has required a revisit of PLL stability theory and 
consideration of nonlinear factors, such as the differing effects of stabilizing by 
changing VCO gain versus changing the loop bandwidth.

We then examined two redundancy topologies that produce an entirely redundant 
and fault-tolerant PLL. The simpler one votes only the output and relies on the PLL 
feedback to resynchronize the failed PLL but is subject to phase-induced voting 
errors if the PLLs do not sync up tightly.

The more complicated method keeps the VCOs in lock step but requires other 
mitigation, especially of the frequency divider, to avoid a fight over control of the 
loop, which would result in making a transient error permanent.

For frequency synthesizer applications, the required phase error is likely already 
so small that phase-induced voting errors will not be an issue. These applications 
also are more likely to require a complex frequency divider of the fractional-N or 
sigma-delta type, which is tedious to mitigate for SEU/SET. So for frequency synthe-
sizer applications, the output voted PLL is highly recommended.

For clock generator applications, the phase error should be carefully reviewed 
for potential voting problems. If there are any, they can probably be eliminated by 
the techniques we have given, such as VCO gain reduction. In that case, again the 
simpler output voted PLL is recommended.

If you have a PLL design that you simply must use but that does not control the 
phase tightly enough for the simpler output voting method or that is sensitive to 
device parameter or other variations, then the more complicated VCO voting method 
should work, provided all state variables in the frequency divider are voted, and the 
remaining components have no source of persistent error following an SET.

This analysis has been done for a frequency synthesis PLL of the sort needed for 
an on-chip clock multiplier. Similar principles can be applied to other types of PLLs. 
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The output voted PLL has been fabricated and tested by the author. Components of 
the VCO voted PLL have been investigated by Loveless at Vanderbilt [5,6,12], and a 
VCO voted PLL has been simulated by the author.
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13.1  Introduction

As the device dimensions and operating voltages of integrated circuits (ICs) are 
shrunk to satisfy an ever-increasing demand for lower power and higher speed, inte-
grated circuit sensitivity to radiation may increase significantly [1-3]. Deep submicron 
devices show increased susceptibility to single-event effects (SEEs), which constitute 
a particular category of radiation effects [2] compared with previous technology gen-
erations. A single event (SE) occurs when an energetic particle, such as a heavy ion or 
neutron, strikes a device and causes a change in the device’s normal operation.

The category of SEEs encompasses a multitude of phenomena that have, as a 
common cause, the passage of an energetic particle through the semiconducting or 
insulating materials used in the manufacture of integrated circuits. The common 
sources of SEEs are cosmic rays and heavy ions for space applications and neutrons 
(which produce SEEs indirectly through secondary particles emitted as a result of 
nuclear interactions) and alpha particles for terrestrial applications. As an energetic 
particle passes through the IC, it excites electrons from the valence band and leaves 
behind a track of electrons and holes (Figure 13.1). If the track passes through or near 
a reverse-biased semiconductor p-n junction, the high electric field present in the 
region can efficiently separate the particle-induced electrons and holes. Carriers thus 
separated may be collected by a circuit node due to the nodal voltages present in the 
circuit, generating a current at the terminals of the semiconductor device. Deposited 
carriers can also diffuse from the bulk or substrate of the semiconductor into the 
vicinity of the depletion-region field where they may be collected by the circuit node, 
adding to the total charge collected. Charge generated along the particle track can 
locally extend the junction electric field due to the highly conductive nature of the 
charge track, leading to a field funnel region [4]. This funneling effect can increase 
charge collection at the struck node by extending the junction electric field further 
into the substrate, allowing charges deposited away from the junction to be collected 
efficiently through drift. In advanced complementary metal-oxide-semiconductor 
(CMOS) processes when electrons or holes released by a particle strike are confined 
within the well region in which a transistor exists, charge collection may be enhanced 
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Figure 13.1  Generation of electron-hole pairs due to an energetic particle strike.
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by a parasitic bipolar effect [3]. For example, for a p-type metal-oxide semiconductor 
field-effect transistor (PMOSFET) in an n-well process, holes induced by the par-
ticle strike may be collected at the drain or substrate junctions. However, electrons 
left behind in the well region lower the well potential. This lowers the source-well 
potential barrier and may result in injection of holes into the well from the source, 
which can then be collected at the drain. This adds to the original particle-induced 
current, and the effect is described as parasitic-bipolar charge collection. In sub-100 
nanometer technologies the charge cloud from the ion strike can encompass multiple 
devices and well contacts and result in very complex charge collection behavior [5].

13.1.1  Soft Errors

Some types of SEEs are also referred to as soft errors in the commercial domain. 
Soft errors are the primary radiation concern for commercial terrestrial applica-
tions, as opposed to parametric degradation and hard errors, which are significant 
concerns in space and military environments [1]. A soft error occurs when a radia-
tion event deposits enough charge to reverse or flip the data state of a memory cell, 
register, latch, or flip-flop. The error is “soft” because the circuit/device itself is not 
permanently damaged by the radiation and the error can be corrected by writing new 
data [1]. In contrast, a “hard” error is manifested when the device is physically dam-
aged and the operation loss is permanent. Soft error rate (SER) is the rate at which 
a device encounters or is predicted to encounter soft errors. It is typically expressed 
as number of failures-in-time (FIT). One FIT equals one error per billion hours of 
device operation.

There are different types of effects that result in soft errors; the most important 
types are the single-event upset (SEU) and the single-event transient (SET). An SEU 
is a static upset in storage cells such as static random access memory (SRAM) cells, 
latches, and flip-flops. The upset rate due to such an event is independent of the clock 
frequency [1]. For sequential CMOS ICs, an energetic particle strike may cause a 
transient voltage perturbation, called an SET, which propagates through the circuit 
and may become stored as incorrect data, causing disruption of the circuit operation. 
An SET will result in an error if the SET pulse arrives at a storage node to get latched. 
For example, for a flip-flop, if an SET pulse arrives during the setup-and-hold time 
of the master latch, it will result in an error. Thus, upset rates due to SETs depend 
on the pulse width of the SET and the clock frequency [1,2]. With increasing clock 
frequency, there are more latching clock edges to capture an SET [1,2]. With decreas-
ing feature sizes, the charge required to represent a logic HIGH state decreases and 
hence may result in increased susceptibility to SETs [2]. The width of the SET is a 
function of a multitude of factors including the CMOS restoring device drive strength 
(drain current magnitude) as well as the charge collection kinematics [2].

For advanced technologies, a large fraction of observed soft failures are estimated 
to be related to latched SET events. Precise knowledge of the radiation-induced tran-
sient pulse widths is thus important for determining error rates and for the design of 
hardening techniques to mitigate the effect of these transients.

This chapter presents an autonomous pulse characterization circuit technique to 
measure the distribution of SET pulse widths for different radiation environments. 
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328	 Radiation Effects in Semiconductors

The pulse characterization technique has been implemented in a range of CMOS 
technologies, and test chips have been used to measure the distribution of SET pulse 
widths for heavy ions, neutrons, and alpha particles.

13.2 Si ngle-Event Transients and Logic Soft Errors

13.2.1  Single Events in Logic Circuits

In a combinational logic circuit, charge collection due to a single-event strike on 
a particular node will generate a low-to-high or high-to-low voltage transition or a 
transient. From a circuit analysis point of view, collection of charge induced by an 
ion first results in a current pulse on the node of interest. This current pulse is usu-
ally modeled using a double exponential current source in simulators or as a double 
exponential with a current plateau. This current pulse may momentarily flip the state 
of the output node of a logic cell, thus causing a “glitch” or transient to propagate 
along the combinational logic chain. The ability of this undesired pulse to propagate 
depends not only on its magnitude but also on the active logic paths from the struck 
node existing at that instant in time. An example of this is shown in Figure 13.2.

In Figure 13.2, a single-event strike generates a voltage transition on a node of this 
circuit. The possible propagation of this pulse to a latch (storage) element depends 
on several factors. First, the active combinational paths at that instant in time depend 
on the dynamic state of the logic. Second, assuming that an active path exists for the 
propagation of the pulse, the pulse will be shaped and phase delayed as it propagates 
through the intervening gates en route to a latch. Third, the temporal characteristics 
of the pulse as it arrives at a latch are important. The pulse must arrive within the 
setup-and-hold time of the latch element to be captured. The clocking characteristics 
of the latch and the previous state of the latch also affect the error rate. Depending on 
all three factors previously mentioned, the SE-generated noise pulse will be captured 
by the latch as erroneous information.

As long as an active path exists for the propagation of the single-event transient 
pulse, its capture as an error by a latch depends on the width of the transient, its arrival 
relative to the setup-and-hold time window of the clock, and on the clock frequency. 

1. Energetic
    particle strike

2. Collection of charge leading to
    current spike resulting in
    momentary flip of node voltage

2. Voltage transient
     propagation

1
DFF
CLK

D Q

t, ps

I, 
m

A

Figure 13.2  Single-event transient propagation through a combinational logic chain.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
40

 0
6 

M
ay

 2
01

6 



Radiation-Induced Transients	 329

An error in this context is defined as latching an incorrect logic value. Depending on 
the magnitude of charge collected, the width of this transient voltage pulse varies. 
Thus, once an IC is manufactured, the pulse width of the transient (along with clock 
frequency) determines the vulnerability of the circuit to SETs [3,6].

Single-event strikes on control logic circuitry have also been identified as a sig-
nificant contributor to the overall chip-level SER [7]. Specifically SETs created in 
the global and local clock buffers can result in clock jitter and race conditions.

For older technologies the SET could not propagate through a large number of 
logic gates since the ion strike and charge collection usually did not produce a full 
output swing (due to higher nodal capacitances) and was quickly attenuated due to 
large load capacitances and large propagation delays [1]. In advanced technologies 
with lower propagation delays and higher clock frequencies, the SET can more easily 
traverse many logic gates, and the probability that it is latched increases [1].

13.2.2 L ogic Soft Errors—Scaling Trends

Previous work has shown that combinational-logic soft errors caused by latching SETs 
increase with technology scaling [6,8]. Figure 13.3 shows the SER per logic gate for 
different types of circuits. For memory and latch circuits, the per-bit SER decreases 
slightly with technology scaling and can be attributed to the faster scaling in the device 
cross sectional area than the critical charge of the cell. However, for logic circuits, the 
SER is predicted to increase with technology scaling and can be attributed to the 
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Figure 13.3  Soft error rate per logic gate for SRAM, latch, and combinational logic cir-
cuits indicating an increase in the SER of logic circuits with technology scaling. (Reprinted 
with permission from Shivakumar, P., Kistler, M., Keckler, S.W., Burger, D., Alvisi, L., 
“Modeling the effect of technology trends on the soft error rate of combinational logic.” 
Dependable Systems and Networks, 2002. Proceedings of the International Conference on 
DSN: 2002: 389–398.)
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330	 Radiation Effects in Semiconductors

decrease in critical charge combined with an increase in the operating frequency with 
technology scaling. For technologies beyond 65 nm it is projected that combinational 
logic SER may dominate SER from memory and latch circuits [8].

Some researchers indicate that logic soft errors may not scale up as rapidly as 
expected for advanced technologies or may even decrease with scaling for sub-100 
nm technologies, due to a flattening of the scaling curve of supply voltage and clock 
frequencies [9]. While the per-gate logic SER may reduce slightly depending on fre-
quency and supply voltage scaling trends, the overall contribution to the chip-level 
SER may still be significant especially with higher packing densities. Moreover, as 
pointed out in [9], the alpha particle contribution to logic SER may increase sig-
nificantly with reduction in the critical charge with scaling; hence, it is important to 
understand and characterize scaling in SETs.

As stated earlier, the probability that a SET will result in an error depends on the 
propagation distance through the combinational logic circuit and the arrival time of 
the SET at the latch input [2,3,6,10-13]. Wider pulses have a greater probability of 
being present at the latching edge of the clock. Thus, characterizing transient pulse 
width is of paramount importance in both determining and mitigating single-event 
effects for advanced technologies.

Moreover, while error correction codes and latch-hardening designs have been 
developed to mitigate the effect of SEUs in memory elements, system-wide protection 
against SETs is quite difficult and involves considerable performance penalties [14]. 
A more manageable approach is to design limited protection against SETs through a 
targeted performance trade-off. Such trade-off decisions require detailed knowledge 
of the SET mechanisms and attributes, specifically SET pulse widths [14].

Transient pulse width is influenced by the nature of the ionizing particle, the 
technology used, location of the strike, and incident angle [2,15-18]. Modern sub-
micron ICs are vulnerable to ionizing alpha particle and heavy-ion strikes and also 
to terrestrial neutrons that deposit charge through indirect ionization. Different ion-
izing particles interact differently with the silicon to deposit charge. Alpha particles 
that come from the radioactive decay of packages used for ICs have been a source 
of SETs through direct ionization in silicon. Energetic neutrons and protons can 
produce SETs indirectly through elastic scattering or a nuclear reaction in silicon. 
Low-energy neutrons can also interact with the boron (specifically, boron-10) in a 
semiconductor device, producing reaction products that can cause an SET. Cosmic 
ray heavy ions are also a source of SETs. The charge deposited by the different ion-
izing particles varies greatly and may affect the transient pulse width. For example, 
the charge deposited by the products of neutron-induced reactions (25–150 fC/µm) is 
much greater in magnitude than that deposited by alpha particles (4–16 fC/µm) and 
hence may pose a greater threat [1]. Likewise, the angle of the incident ionizing par-
ticle also significantly affects the charge collected and hence the SE pulse width.

13.2.3 P revious SET Characterization

Through the use of mixed-mode simulations, Dodd et al. characterized scaling trends 
in SET pulse widths for bulk silicon and silicon-on-insulator (SOI) technologies for 
processes ranging from 0.25 µm to 0.1 µm [19]. Their results indicate transients 
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of the order of 1 ns for CMOS bulk technologies at linear energy transfers (LETs) 
greater than about 50 MeV-cm2/mg. The simulation results presented in [19] also 
suggest the presence of significant transients at LETs as low as 2 MeV-cm2/mg at the 
100 nm bulk process, and the authors predict an increase in susceptibility to alpha 
particles with technology scaling beyond 100 nm.

Researchers have also experimentally characterized transient pulse widths using 
multiple latches with delayed signal paths [20] or delayed clock signals (Figure 13.4a). 
Guard-gate-based techniques have also been used to measure SET pulse widths, as 
shown in Figure 13.4b [21]. In such techniques a delay element is tuned to a certain 
value, and the circuit measures all SETs longer than the delay. The techniques thus 
measure the event cross section for SETs greater than a certain threshold. Event cross 
section is defined as the ratio of number of SETs to the particle fluence used for the 
test. In such techniques the design of the delay element is critical, and any variations 
in the delay value can affect the measurement. Moreover, there has been little agree-
ment on the range of SET pulse widths measured using the different techniques. For 
example, at the 130 nm technology node, pulse widths from a few hundred picosec-
onds [21] to several nanoseconds [22] have been reported. Baze et al. concluded that 
the majority of transients are 500 ps or shorter (with very few transients greater than 
1 ns) in the 130 nm process based on SET measurements using the guard gate tech-
nique [21]. Benedetto et al. have observed transients greater than 2.5 ns long in the 
130 nm process based on measurements using the variable temporal-latch technique. 
Furthermore, Benedetto et al. have predicted an increase in transient pulse width 
with technology scaling [22].

Another approach for SET pulse width measurement that has been previously 
reported is the use of a chain of cell copies that are monitored by latches to char-
acterize the pulse width in terms of multiples of the individual cell delay, as shown 
in Figure 13.5 [14]. In this approach, the latches are clocked continuously to obtain 

SET SET

Out

(a)

2∆T

∆T

(b)

Variable
Delay

A

B

Figure 13.4  (a) Variable temporal latch technique. (b) Guard gate based technique for 
characterizing the width of SET pulses. In such techniques a delay element is tuned to match 
the width of the SET pulse. (Reprinted with permission from Eaton, P., Benedetto, J., Mavis, 
D., Avery, K., Sibley, M., Gadlage, M., Turflinger, T., “Single event transient pulse width 
measurements using a variable temporal latch technique.” IEEE Transactions on Nuclear 
Science, Volume: 51 Issue: 6, 3365–3368. Reprinted with permission from, Baze, M. P., Wert, 
J., Clement, J. W., Hubert, M. G., Witulski, A., Amusan, O. A., Massengill, L., McMorrow, D., 
“Propagating SET characterization technique for digital CMOS libraries.” IEEE Transactions 
on Nuclear Science, Volume: 53 Issue: 6, 3472–3478.)
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information about the state of the cells. Since there are limitations to the maximum 
clock frequency that can be applied, it can be difficult to capture a very fast SET pulse 
using this approach. Transient current pulses have also been measured directly using 
oscilloscopes [23,24]. Such direct measurements are difficult to perform because of 
pulse distortion due to the capacitance of the measurement equipment and require 
costly experimental setup. While such techniques are suitable for measurement of 
laser-induced pulses, they are much harder to use with heavy ions. This is because 
such measurements are made on single transistors and are best suited for measure-
ments where the ion-strike location is known a priori. It is difficult to make these 
measurements with heavy ions due to the random nature of the ion strikes.

The observable pulse width is a function not only of the base technology but also 
of the circuit topology through which it propagates [25] and the circuit operating 
parameters (e.g., supply voltage [22]). The measurement circuit used may even influ-
ence the measurement itself. Even if the influence of these parameters is eliminated, 
a fairly large statistical distribution of the collected charge has been observed based 
on the random nature of strike location relative to the affected node [26]. Previous 
SET pulse-width measurements, however, have not been able to capture the statisti-
cal distribution precisely.

The focus of this chapter is a test circuit that can characterize the width of SET 
pulses without the need for an external trigger or multiple laser strikes. The basic 
principle of operation of this circuit is similar to the one proposed in [14] but incor-
porates a self-triggering mechanism that does not require an outside signal to deter-
mine the presence of an SET pulse. This test circuit captures the SET pulse in a 
series of latches, which can be easily read out to determine the width of the pulse. 
This circuit technique can be used in CMOS and BiCMOS (integration of bipolar 
junction transistors and CMOS) processes (including SOI technologies) regardless of 
feature size or operating speed and can also be used for characterizing other spurious 
signals such as noise or cross talk pulses. This circuit has been implemented in 1.5 
μm, 0.35 μm, 180 nm, 130 nm, and 90 nm bulk CMOS processes and in a 180 nm 
SOI process and has been tested with different energetic particles.

13.3  Autonomous Pulse-Width Characterization

13.3.1 P ropagation of a Transient through a Series of Inverters

A common parameter for specifying the performance of a digital IC is the propa-
gation delay associated with an inverter, designated as one inverter delay. The test 

Cell Cell Cell

LatchLatch Latch Latch Latch Latch

Cell Cell Cell Cell Cell Cell Cell

Figure 13.5  Chain of cell copies monitored by latches that are clocked continuously to 
capture information on the width of an SET pulse. (Reprinted with permission from Nicolaidis, 
M. Perez, R., “Measuring the width of transient pulses induced by ionising radiation.” 
Reliability Physics Symposium Proceedings, 2003. 41st Annual. 2003 IEEE International 
Publication Date: 2003 On page(s): 56–59.)
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circuit described here characterizes the SET pulse width in units of inverter delays. 
Pulse width is defined as the width of the voltage pulse measured at the inverter 
threshold (Vdd/2). If an SET pulse of sufficient duration excites an inverter chain, it 
will propagate through each inverter after a specific time delay (e.g., it will reach the 
third inverter after two inverter delays, the fifth inverter after four inverter delays). 
This is shown in Figure 13.6 where the leading edge of the transient pulse is shown 
to reach the inputs of inverters in a chain at different instances of time. As time pro-
gresses, this transient propagates through a series of inverters. Thus, at any instant of 
time, a certain number of inverters have their outputs affected/switched. This num-
ber of affected inverters is proportional to the transient pulse width. For extremely 
short pulses, the pulse gets attenuated as it propagates through logic gates. As dis-
cussed in [27], pulses wider than the sum of the logic transition times (rise and fall) 
of a gate propagate through the gate without attenuation, while pulses shorter than 
this transition time propagate with varying attenuation. The minimum pulse width 
required for propagation through multiple levels of logic is discussed in more detail 
later in this chapter.

13.3.2  Self-Triggered Transient Capture

Figure 13.7 illustrates an example of pulse propagation through a series of inverters 
when the SET pulse is three inverter delays long. The pulse affects three inverter out-
puts as it propagates through the chain. If the number of such inverters whose outputs 

At t = t0

At t = t1

At t = t2

Figure 13.6  Pulse propagation through a series of inverters. Time instances t0, t1, and t2 
are two inverter delays apart.

Latch Latch Latch Latch Latch

Control
Signal

nth Stage
Trigger

Figure 13.7  The output of the n-th stage can be used to provide hold signal for latches to 
freeze the data and the SET pulse.
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334	 Radiation Effects in Semiconductors

are affected by the SET pulse can be determined at any instant, the pulse width can be 
estimated as a multiple of inverter delays. The number of inverters affected by the SET 
pulse is determined by the ratio of the SET pulse width to the individual stage delay. 
Simulations showed that for all pulse widths between [(n – 0.5) × stage delay] and [(n 
+ 0.5) × stage delay], the number of affected stages is n. Thus the pulse width deter-
mined will be accurate to within ±half the propagation delay of an individual stage.

To measure the SET pulse originating from, for example, a target combinational 
logic circuit, it should first be fed to the measurement circuit composed of a chain 
of inverters. Next, the number of inverter stages affected by this SET pulse at any 
given instant of time must be measured. This can be accomplished if the SET pulse 
is frozen when it is within the measurement chain of inverters. Latches can be used 
to freeze the state of the inverter outputs at any given instant. Thus, to capture the 
affected outputs from a chain of inverters, the output of every inverter is connected 
to an asynchronous latch, as shown in Figure  13.7. As the SET pulse propagates 
through an inverter, the data stored in its respective latch will change. However, 
once the SET pulse passes, the inverter output and latch data will revert to their 
original states. (Note that the additional loading due to the latch at the inverter out-
put will alter the pulse characteristics. Hence, capacitance at the latch input must be 
minimized and accounted for in the inverter delay for accurate measurement of pulse 
width.) If the latches are placed in a hold mode while the SET pulse is within the 
inverter chain, each latch will retain the logic state of its respective inverter.

For laser tests, the exact instant when the hit takes place is known, and the latches 
can be placed on hold after a certain delay, such that the SET pulse is guaranteed 
to be present within the inverter chain. However, for heavy-ion testing, information 
regarding the hit time and hit node are usually not available. To address autonomous 
operation in such cases, the output of an inverter stage in the measurement chain 
can be used as a trigger signal. This would cause additional loading at this inverter 
stage. However, as will be discussed later in this section, latches were used for both 
propagating the SET pulse and for its capture, and the trigger signal can be obtained 
from an inverter of the latch not directly in the path of the propagating SET pulse to 
minimize loading of the SET pulse. To make this circuit self-triggering, a transition 
at the output of the n-th stage (due to SET) can be used to trigger the latches to hold 
the states of the inverters, as shown in Figure 13.7. As the output of the n-th stage 
triggers the hold signal internally, precise information regarding the hit time (or 
location) is unnecessary. Any hit on stages beyond the trigger stage does not affect 
the trigger stage output. Thus, to latch an SET pulse, a hit must take place on a stage 
before the trigger stage.

The instant when the SET pulse is latched, the initial hit stage may or may not 
have recovered fully. If the initial stage has recovered fully when the pulse is latched, 
the pulse width measured is the actual pulse width (to within the accuracy of the 
measurement). However, if the initial stage has not recovered, it is possible that the 
charge collection is still continuing and the actual pulse width could be longer than 
the one measured. For heavy-ion tests, the hit stage is not identifiable, and hence 
it cannot be ascertained whether the hit stage has fully recovered. To address this 
uncertainty, a delay is introduced in the trigger signal. In addition, more inverter 
stages beyond the trigger stage are added to allow the SET pulse to propagate further. 
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Thus, the delay on the trigger signal allows the SET pulse to propagate beyond the 
trigger stage. When the delayed trigger signal latches the SET pulse, the SET pulse 
may have propagated beyond the trigger stage. How far the SET pulse travels along 
the inverter chain is determined by the delay in the trigger signal. The delay in the 
trigger signal should be equal to the maximum SET pulse width expected for mea-
surement. If the SET pulse has moved beyond the trigger stage, one can safely say 
that the estimated pulse width is the actual pulse width (within the accuracy of the 
measurement) irrespective of the hit node. This is because a hit on a stage beyond the 
trigger stage cannot initiate a latching process.

To increase the probability that an SET will be created in a given test environ-
ment, an array of target circuits, which functions as the source of SETs, precedes the 
measurement circuit, as shown in Figure 13.8. The target circuit also allows the trig-
ger signal for the latches to be taken from the first stage of the measurement circuit 
and delayed in time to allow the SET to propagate completely into the measurement 
chain of inverters. Depending on the designer’s requirement, the target circuit can 
be composed of any combinational logic network. However, the design of the target 
circuit should ensure that the target circuit does not affect the pulse shape or modify 
the generated SET pulse. Generally, a minimum drive-strength inverter chain should 
yield SETs similar to those in standard ICs and such a chain should propagate SETs 
with little attenuation.

13.3.3 P ulse Capture Circuit Design

A design of the complete test circuit (composed of the target circuit and the pulse 
measurement circuit) is shown in Figure 13.8. (To simplify the circuit and reduce 
loading effects, the individual inverter stages in the measurement circuit may be 

Stage 1

Reset

S

S

Q

Q’
2× 4× 8×

Stage 2 Stage 3 Final
Stage

Delay

Target
Circuit

Pass

Pass

Hold

Hold

Figure 13.8  Test structure showing individual stages along with the trigger/reset circuit. 
Highlighted region shows the internal circuit of individual stages. (Reprinted with permis-
sion from Narasimham, B., Bhuva, B.L., Schrimpf, R.D., Massengill, L.W., Gadlage, M.J., 
Amusan, O.A., Holman, W.T., Witulski, A.F., Robinson, W.H., Black, J.D., Benedetto, J.M., 
Eaton, P.H. Characterization of digital single event transient pulse-widths in 130-nm and 
90-nm CMOS technologies.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 
2506–2511.)
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336	 Radiation Effects in Semiconductors

implemented using conventional CMOS pass-gate latches.) The operation of the test 
circuit is straightforward. An energetic particle hit in the target circuit creates an SET 
pulse that propagates to the measurement circuit. The measurement circuit essentially 
forms a series of latches that freeze the SET pulse for measurement (Figure 13.8). 
The latches in the measurement circuit are initially in the SET-propagate phase. 
During the SET-propagate phase, the pass signal is ON and the hold signal is OFF, 
which allows a pulse to propagate through the measurement chain of inverters and 
pass-gates. When the leading edge of the SET pulse reaches the first stage of the 
measurement circuit, it creates a trigger signal that is delayed in time, and hence the 
SET pulse continues to propagate through the inverters and pass-gates. Note that the 
trigger signal is obtained from an inverter in the latch that is not directly in the SET 
propagation path to minimize loading of the SET pulse. When the trigger signal 
reaches the SR flip-flop, it turns off all pass-gates by inverting the pass signal and 
freezing the data in the latches by turning on the hold signal. The SET pulse width 
is directly proportional to the number of latches whose output is affected. Once the 
latch outputs have been read out, a reset signal may be used to initialize the pass and 
hold signals and make the circuit ready for measuring the next pulse.

13.3.4  Illustration of Pulse Capture

Figure 13.9 illustrates measurement of an SET pulse. The chain of inverters shown 
in Figure 13.9 represents the inverters in pulse capture latch stages that propagate the 
SET. An SET pulse that is about four times the propagation delay of an inverter stage 
is input to this circuit. As soon as the leading edge of the SET arrives at the output of 
the first stage, it triggers a control signal. Since the control signal is delayed in time, 
it allows the SET to propagate beyond the first stage. Finally when the control signal 
triggers the pulse capture latches, it causes the SET to freeze somewhere within 
the chain of inverters. The waveforms in Figure 13.9 indicate that the SET pulse is 
between stages 16 and 19, as their outputs have a flipped state. The output of stage 15 
returns back to its original state, and the SET pulse has not reached stage 20. In this 
case the SET pulse width would be estimated as four times the propagation delay of 
a single latch stage, which is the width of the input SET.

Latch upsets due to direct ion hits on the latches can corrupt the measurement. 
The total sensitive area of the target circuit is significantly larger than the total sen-
sitive area of the latches in the data path. This, along with the fact that only latch 
upsets occurring after a SET event gets captured but before the data are read out 
(and the circuit is reset) are a concern, implies that latch errors can be neglected. 
This is because the latches themselves act like a chain of inverters that propagate 
the SET pulse until a trigger signal causes it to latch the data. Once data are latched, 
they are immediately read out, and a reset pulse causes the latch to return to the 
pulse propagating phase during which time a latch upset would result in only an 
SET. Since the frequency of operation is much higher than the rate at which events 
are created in this process, the probability of a latch upset during the time interval 
when an SET is captured and before the circuit is reset is very low. Also, most of 
these latch upsets can be identified by looking at the data pattern and hence can be 
discarded. The data pattern without any SET will be a string of alternating 1’s and 
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0’s: “101010101010…”. If an SET pulse that is five stages wide is created, then the 
output looks like “101011010110…”. The start and end of an SET pulse is marked by 
two consecutive stages having the same value (except when the pulse is only a single 
stage wide). Latch upsets that cause the output data to read differently can easily be 
identified—for example, if the second latch is upset in the previous example during 
the data-read phase, then the data would read “111011010110…”—which does not 
correspond with a normal SET event, and hence such data can be discarded. For the 
experimental measurements, no erroneous data patterns of this type were observed 
for any of the multitude of experiments conducted for any of the technologies.

The latches in the data path are asynchronous and do not use a clock signal. 
Rather they are controlled or triggered by the SET pulse. The control logic consists 
of an SR flip-flop that provides the trigger signal to the latches and is also controlled 
by the SET pulse. A direct strike on this would result only in triggering a measure-
ment. However, if no SET event has occurred, this would result in measuring the 
standard sequence of alternate 1’s and 0’s corresponding to outputs of a chain of 
inverters and would indicate a false measurement.
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2 3 15 16 17 18 19 20
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Figure 13.9  Simulation results illustrating capture of an SET pulse. SET pulse width is 
proportional to number of latches with a flipped state.
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Finally, a parallel-in-serial-out shift register is used to serially output the data 
stored in the pulse capture latches. This shift register operates on the negative edge 
of an external clock signal. This shift register is also sensitive to strikes only dur-
ing the time interval an SET event is captured but before the data are read out. Any 
strikes on the latches or on the clock buffers during such a time interval can affect 
the data that is read out. As explained earlier, by examining the data pattern most of 
these errors can also be identified.

13.3.5 T est Chip Designs

Integrated circuits with the aforementioned test structure were designed and fab-
ricated in 1.5 µm, 0.35 µm, 180 nm, 130 nm, and 90 nm bulk CMOS processes 
and in an 180 nm SOI process. These designs are similar except for the number of 
inverters in the target circuit and the number of stages in the measurement circuit. 
Results from the 130 nm and 90 nm bulk processes are discussed here. Propagation 
and attenuation of SET pulses through the target and measurement circuits were 
analyzed using the Cadence Spectre simulator [28]. The parasitic resistances and 
capacitances were extracted from the layout and were included in the circuit simula-
tions. The delay of a single latch stage was found to be about 65 ps in the 130 nm 
process and about 55 ps in the 90 nm process based on circuit simulations. The delay 
of a single-inverter stage is about 25 ps in the 130 nm process and about 21 ps in the 
90 nm process. This indicates that additional loading has considerably increased the 
delay of the pulse-measurement latch stages.

As mentioned earlier, Massengill et al. have identified the minimum pulse width 
for infinite propagation to be the sum of the characteristic rise and fall time of a logic 
gate [27]. A minimum pulse width equal to the sum of the logic transition times is 
required to ensure the full rail-to-rail swing that is needed for unattenuated propaga-
tion [27]. As the ratio of the logic transition time to the propagation delay of a gate is 
a constant, the minimum pulse width can also be expressed in units of the propaga-
tion delay time. Since ring oscillator measurements can be used to obtain the propa-
gation delay of a logic gate, the analysis presented next can be used to identify the 
minimum pulse width that would propagate through the SET pulse capture circuits. 
The rise and fall times for an inverter for logic swing between 10% and 90% of the 
supply voltage and the propagation delay times (low-to-high and high-to-low) can be 
expressed using the following first-order equations [29].

	
t  R C

t  R C

t  R

rise P L

fall N L

plh

= × ×

= × ×

=

ln( )

ln( )

9

9

PP L

phl N L

C

t  R C

× ×

= × ×

ln( )

ln( )
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t  and t rise, fall times
t  and t
rise fall

plh p

=

hhl propagation delay low-to-high and high-= tto-low 
R               equivalent PMOS reP = ssistance
R              equivalent NMOS reN = ssistance
C              load capacitanceL =

For a symmetric design, RN = RP and hence trise = tfall and tplh = tphl. From the previ-
ous equations, the ratio of the logic transition time to the propagation delay time is 
ln(9)/ln(2), which is about 3.1. Circuit simulations with higher-order effects included 
indicate that the ratio of the logic transition time to the propagation delay time is 
about 2 for minimum-sized inverters designed in the 130 nm and 90 nm processes. 
Thus the minimum pulse required for unattenuated propagation in these processes 
can also be expressed as follows:

	

Min Pulse Width t t

t t

rise fall

plh phl

= +

= × +

=

2

4

( )

×× = =t assuming t t tp plh phl p, 

Thus, the minimum pulse width for unattenuated propagation through an infinite num-
ber of logic gates is about four times the propagation delay of a single logic gate. The 
propagation delay through the pulse-capture latches was found to be about two and a 
half times that of the propagation delay through the inverter stages due to additional 
loading in the pulse-capture latches. Thus, the minimum pulse width for propaga-
tion is determined by the pulse-capture latch stages in the SET measurement circuit. 
Simulations showed that SET pulses greater than approximately three times the propa-
gation delay of a single measurement latch stage propagated with less than about 10% 
attenuation through the 32 measurement latch stages in both the 130 nm and 90 nm 
processes. Thus, for such SETs the measured width, within the accuracy of measure-
ment, is equal to the actual SET width. SET pulses less than this width are attenuated 
by greater amounts, depending on the initial pulse width. Figure 13.10 shows a plot of 
the transient pulse width normalized to an individual measurement stage delay as a 
function of the logic stage number for propagation through 50 identical stages.

A ring oscillator consisting of pulse-measurement circuit latch stages was fabri-
cated to obtain the precise delay of an individual latch stage, as shown in Figure 13.11. 
The design of the ring oscillator and its output waveform are shown in Figures 13.11a 
and 13.11b. This delay was measured to be about 120 ps for the 130 nm process 
when operating at the nominal supply of 1.2 V. For the 90 nm process, the individual 
stage delay was found to be about 100 ps. The nominal operating voltage for the 
90 nm process is also 1.2 V. The measured delays are about a factor of two longer 
than the values obtained through circuit simulations. Since parasitic resistances and 
capacitances were included in the circuit simulations, lower drive currents for the 
fabricated devices may be responsible for the observed longer delays.
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340	 Radiation Effects in Semiconductors

When the trigger signal was enabled in the measurement circuit, the leading edge 
of the pulse was latched at the 22nd stage. This enabled pulse widths to be measured 
from 120 ps (1 stage) to about 2,520 ps (21 stages, excluding the first stage) for the 130 
nm process. The measurement range for the 90 nm process is from 100 ps to about 
2.1 ns. The accuracy of measurement is about ±½ the individual latch stage delay.

13.4 H eavy-Ion Test Results

A particle accelerator, such as a cyclotron, is a reliable way to characterize space 
radiation effects on ICs using terrestrial experiments. A practical ion test uses a 
medium-energy particle accelerator to simulate galactic cosmic rays in space-radi-
ation environments. The ability of an ionized particle to interact with materials is a 
function of its LET value. LET is essentially the measure of ionizing energy depos-
ited in a material per distance traveled, generally in units of MeV-cm2/mg. For par-
ticles in space, the range of LET varies primarily from a few hundredths to just 
under 100 MeV-cm2/mg. Particles with low LET values are far more abundant than 
particles with high LET.

The SET test circuits fabricated in the 130 nm and 90 nm process were tested 
with heavy ions at different cyclotron facilities. Figure 13.12 shows a picture of the 
heavy-ion test setup at one of the facilities. Test results showing the distribution of 
SET pulse widths for various ions are discussed in this section.

13.4.1 H eavy-Ion Tests, 130 nm

The 130 nm ICs were tested with heavy ions at the cyclotron facility at Lawrence 
Berkeley National Laboratory [30]. The circuit was tested with ions at various 
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Figure 13.10  Propagation of a transient pulse through a long chain of identical logic 
gates. The transient pulse width normalized to an individual gate delay is plotted as a func-
tion of the logic stage number.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
40

 0
6 

M
ay

 2
01

6 



Radiation-Induced Transients	 341

angles to achieve an effective LET range from about 3.5 to 100 MeV-cm2/mg (see 
Table 13.1). Effective LET is calculated as the ratio of the actual LET to the cosine 
of the angle of ion incidence relative to the perpendicular to the die surface. At each 
LET, the IC was tested to a fluence of 1 × 108 ions/cm2. At an LET of 3.5 MeV-cm2/
mg no SET events were measured, and at 7 MeV-cm2/mg only a statistically insig-
nificant number of events were recorded. Figure 13.13a is a box plot representing the 
average SET width, the standard deviation, and the minimum and maximum SET 
widths for a range of LETs. The standard deviation data from Figure 13.13a clearly 
show that most of the SET pulses created are below 1 ns. Figure 13.13b shows plots 
of the number of SETs measured at each LET and the total SET cross section per 
inverter, which is the ratio of the total number of SETs measured at each LET to the 
fluence divided by the number of target inverters.

Figure 13.14 shows a histogram of the distribution of the event cross section per 
inverter as a function of LET. Event cross section per inverter is defined here as the 
ratio of the number of measured SET pulses with a given width to the total fluence 
divided by the number of target inverters. The SET pulse width for a given effective 
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Figure 13.11  (a) Ring oscillator design composed of the pulse measurement circuit latch 
stages. (b) Output of the ring oscillator designed in the 130 nm process measured using an 
oscilloscope. It indicates that the delay of a single latch stage is about 120 ps.
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Table 13.1
Details of the Heavy-Ion Test, 130 nm

Ion
Angle
(deg)

Effective LET
(MeV-cm2/mg)

Ion Energy 
(MeV)

Ne 0 3.45 216

Ne 60.5 7 216

Ar 0 9.7 400

Ar 60.9 20 400

Kr 0 31.2 886

Kr 49.3 48 886

Xe 0 58.7 1403

Xe 38.5 75 1403

Xe 54 100 1403

Source:	 Reprinted with permission from Narasimham, 
B., Bhuva, B.L., Schrimpf, R.D., Massengill, 
L.W., Gadlage, M.J., Amusan, O.A., Holman, 
W.T., Witulski, A.F., Robinson, W.H., Black, 
J.D., Benedetto, J.M., Eaton, P.H., 
“Characterization of digital single event tran-
sient pulse-widths in 130-nm and 90-nm CMOS 
technologies.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 6, 2506–2511.

Heavy-
ion beam

FPGA-based
tester

Test chip
(DUT)

Figure 13.12  Picture of the heavy-ion test setup showing the DUT and FPGA-based tester 
boards. The DUT board is placed in line with the ion beam.
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Figure 13.14  Distribution of event cross-section per inverter as a function of LET for the 
130 nm process. The data labels on the chart indicate the maximum number of SET pulses 
of a given width measured at each LET. (Reprinted with permission from Narasimham, B., 
Bhuva, B.L., Schrimpf, R.D., Massengill, L.W., Gadlage, M.J., Amusan, O.A., Holman, W.T., 
Witulski, A.F., Robinson, W.H., Black, J.D., Benedetto, J.M., Eaton, P.H., “Characterization 
of digital single event transient pulse-widths in 130-nm and 90-nm CMOS technologies.” 
IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2506–2511.)
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Figure 13.13  (a) Box plot indicating the average, ±1 standard deviation, minimum, and 
maximum SET pulse width as a function of LET for the 130 nm process. (b) Total SET 
cross-section per inverter and the number of events measured as a function of effective LET. 
(Reprinted with permission from Narasimham, B., Bhuva, B.L., Schrimpf, R.D., Massengill, 
L.W., Gadlage, M.J., Amusan, O.A., Holman, W.T., Witulski, A.F., Robinson, W.H., Black, 
J.D., Benedetto, J.M., Eaton, P.H., “Characterization of digital single event transient pulse-
widths in 130-nm and 90-nm CMOS technologies.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2506–2511.)
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344	 Radiation Effects in Semiconductors

LET is not a constant and varies over a wide range. This is because the pulse width 
created depends on the collected charge, which varies depending on the location of 
the strike with respect to the sensitive drain.

Previous work indicates that the distribution of the collected charge follows a 
Gaussian profile [26,31]. In [26] the collected charge by a circuit node after an ion 
strike was measured directly. In [31], Monte Carlo based simulations were used 
to show the distribution of amplitude and duration of the current transient due to 
charge collection for 63 MeV neutron interactions in silicon. The collected charge 
was then computed using the current transient waveforms and the distribution of 
the collected charge looks similar to a Gaussian profile. The distribution of col-
lected charge correlates directly with the SET distribution observed in this work. 
The collected charge distribution indicates that strikes within the drain region lead 
to higher amounts of charge being collected and that strikes farther away from 
the drain lead to lower charge collection. Thus, one may expect to see many short 
transients since the area around the drain region where strikes lead to relatively low 
amounts of charge being collected is expected to be larger than the drain region. 
The reason for not observing a higher number of short transients may be due to 
the fact that many such transients are attenuated completely before measurement. 
As discussed earlier, transients that are less than about three times the propaga-
tion delay of a single latch stage, which corresponds to less than about 350 ps for 
the 130 nm process, may be partially or completely attenuated as they propagate 
through the measurement-latch stages. Hence, the lower end of the SET pulse-width 
distribution may extend farther and may contain more events. Based on the work 
of DasGupta et al., it is also likely that parasitic-bipolar charge collection may be 
an issue for the considered fabrication process [5]. Such a charge-collection mecha-
nism may increase the amount of charge collected, leading to an increase in the 
number of wider transients.

The use of the autonomous pulse-capture technique enables most of the created 
SET pulses greater than about two to three times the delay of a single latch stage 
to be measured (except the ones that are created when reading the data, which are 
negligible as the frequency of operation was much higher than the rate at which SETs 
were created). Moreover, while temporal latch-based or guard gate-based techniques 
count all SET pulses greater than a certain width, the autonomous SET characteriza-
tion measures the individual SET width and thus enables the precise estimation of 
event cross section for individual pulse widths greater than three times the delay of 
a latch stage at each LET.

13.4.2 H eavy-Ion Tests, 90 nm

The 90 nm ICs were tested at the cyclotron facility at Texas A&M University [30]. 
Extensive tests with different ions, all at normal incidence, were carried out. As the 
ion energy and LET change with the distance traversed in a material, the LET of an 
ion can be modified by adding degraders in the path of the beam before it reaches 
the test IC. As listed in Table 13.2, two different LETs—one obtained without using 
degraders and the other by using a degrader in the path of the beam—were obtained 
for each ion. The ICs were tested to a fluence of 1 × 108 ions/cm2 at each LET.
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Figure 13.15a is a box plot representing the average SET width, the standard devi-
ation of the SET width population, and the minimum and maximum SET widths 
for a range of ion LETs in the 90 nm technology. From Figure 13.15a, it can be seen 
that the threshold for SET events in the 90 nm process is less than 2 MeV-cm2/mg 
compared with about 7 MeV-cm2/mg for the 130 nm process. While the maximum 
SET width shows a slight dependence on the LET, for the most part the range of SET 
widths shows little dependence on the ion LET. The likely reasons for the observed 
distribution of SET pulse widths are discussed in the next section. Figure 13.15b 
shows plots of the number of events measured and the total SET cross section per 
inverter as a function of LET. Similar to the results for the 130 nm technology, the 
number of SET events measured strongly depends on the ion LET. As discussed ear-
lier, since the individual latch delay is about 100 ps for the 90 nm process, transients 
less than about 250 ps to 300 ps may have been partially or completed attenuated. 
Thus, the lower end of the distribution may contain more events than those that are 
captured by the pulse-measurement circuit.

Figure 13.16 shows a histogram of the distribution of the event cross section per 
inverter as a function of LET. As stated earlier, event cross section per inverter is 
defined here as the ratio of number of measured SET pulses with a given width to 
the total fluence divided by the number of target inverters. The histogram of the SET 
distribution shows that the odd-numbered bars (e.g., 100, 300, 500) contain more 

Table 13.2
Details of the Heavy-Ion Test, 90 nm

Ion
Angle 
(deg)

LET
(MeV-cm2/mg)

Ion Energy 
(MeV)

Ne 0 1.8 526

Ne* 0 3 263

Ar 0 5.7 929

Ar* 0 9 468

Kr 0 20.6 1858

Kr* 0 30 860

Xe 0 40.7 2758

Xe* 0 59 824

Source:	 Reprinted with permission from Narasimham, 
B., Bhuva, B.L., Schrimpf, R.D., Massengill, 
L.W., Gadlage, M.J., Amusan, O.A., Holman, 
W.T., Witulski, A.F., Robinson, W.H., Black, 
J.D., Benedetto, J.M.,; Eaton, P.H,. 
“Characterization of digital single event tran-
sient pulse-widths in 130-nm and 90-nm CMOS 
technologies.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 6, 2506–2511.

*	 Degrades used in the path of the ion beam to vary ion 
LET.
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Figure 13.16  Distribution of event cross section per inverter as a function of LET for the 
90 nm process. The data labels on the chart indicate the maximum number of SET pulses 
of a given width measured at each LET. (Reprinted with permission from Narasimham, B., 
Bhuva, B.L., Schrimpf, R.D., Massengill, L.W., Gadlage, M.J., Amusan, O.A., Holman, W.T., 
Witulski, A.F., Robinson, W.H., Black, J.D., Benedetto, J.M., Eaton, P.H., “Characterization 
of digital single event transient pulse-widths in 130-nm and 90-nm CMOS technologies.” 
IEEE Transactions on Nuclear Science, Volume: 54 Issue: 6, 2506–2511.)
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(Reprinted with permission from Narasimham, B., Bhuva, B.L., Schrimpf, R.D., Massengill, 
L.W., Gadlage, M.J., Amusan, O.A., Holman, W.T., Witulski, A.F., Robinson, W.H., Black, 
J.D., Benedetto, J.M., Eaton, P.H., “Characterization of digital single event transient pulse-
widths in 130-nm and 90-nm CMOS technologies.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 6, 2506–2511.)
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events than the even-numbered bars (e.g., 200, 400, 600). This shows that the num-
ber of stages affected by the SET has a slightly higher probability of being odd than 
even. The total number of events in the even-numbered bars was found to be about 
20% to 30% lower than the number of events in the odd-numbered bars. The pulse 
widths for strikes on devices within the well region—that is, p-type metal-oxide 
semiconductor field-effect transistors (PMOSFETs)—have been shown to be longer 
than the pulse width for strikes on n-type MOSFETs (NMOSFETs) [32]. Thus, a 
convolution of the SET width distributions for the NMOSFETs and PMOSFETs can 
lead to a double peaked distribution with some variations in the number of events for 
the bars in the middle.

Furthermore, the periodicity in the measured distributions can be created by drive 
current variations between the PMOSFETs and NMOSFETs. The leading edge of the 
SET pulse that initiates the trigger signal was always latched at the 21st measurement 
latch stage. The SET pulse width should then determine the number of stages before 
stage 21 that have a flipped state. Due to the initial state of the circuit, the outputs 
of odd-numbered latch stages are initially high and vice versa. If the PMOSFETs 
have a lower drive current than the NMOSFETs, then it takes longer to transition 
from low to high than it does from high to low. If the SET pulse is, say, 3.55 times 
the individual stage delay, then it should, in theory, affect stages 21, 20, 19, and 18. 
In this case stage 18 is starting to recover back to its nominal state—that is, starting 
to transition from high to low. If this transition time is faster than expected, then the 
output of stage 18 can cross the threshold, resulting in the SET affecting only three 
stages. Similarly, it can be argued that a slower PMOSFET can result in an SET 
pulse that is 4.45 times the individual stage delay to be measured as five stages wide. 
Simulations with different PMOSFET and NMOSFET drive strengths also concur 
with the previously given explanations. Thus, variations in the drive currents can 
result in the observed periodicity in the number of measured SETs. However, such 
variations do not significantly affect the average and range of the SET pulse widths 
measured. One additional factor that can contribute to the variations in the drive 
currents is the amount of dose accumulated with testing the devices with heavy ions. 
For these tests, a total dose of a few hundred krads was accumulated in the tested 
devices. The parametric degradation associated with the total dose could lead to the 
types of drive imbalances already described.

13.4.3 �T echnology Scaling Trends Based on 
Heavy-Ion Experimental Results

A comparison of heavy-ion induced SET widths in 130 nm and 90 nm processes as a 
function of LET is shown in Figure 13.17. While the ion energies at the two test facil-
ities used for these experiments may not be identical, it is still reasonable to compare 
the results based on LET as direct ionization events dominate over spallation sec-
ondary reaction events. Only data for normal incidence are plotted in Figure 13.17. 
For low to moderate LETs, the range of SET pulse widths in the 90 nm process is 
significantly larger than that of the 130 nm process, while they are comparable at 
higher LETs. A comparison of Figures 13.14 and 13.16 indicates that, in the 90 nm 
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348	 Radiation Effects in Semiconductors

process, the SETs with the highest event section (~400 ps to ~900 ps) are wider than 
the most common events in the 130 nm process (~300 ps to ~700 ps). Assuming that 
the ions and LETs used for these experiments are comparable, it is evident that for 
this 90 nm technology the dominant SET pulse widths have increased compared 
with the 130 nm technology. The 130 nm and 90 nm processes used in this study 
have the same operating voltage of 1.2 V, and the circuits tested were identical except 
that their sizes were proportionately scaled from the 130 nm process to the 90 nm 
process. Since the combinational-logic soft errors may increase with increasing SET 
pulse widths, the increase in the number of wider transients with scaling suggests 
higher vulnerability for future technologies.

With the use of mixed-mode three-dimensional (3-D) technology computer-aided 
design (TCAD) simulations, the factors affecting SET pulse width were analyzed, 
and a brief discussion of the key points is presented here. Based on the simulations, 
reduction in the device drive current and a reduction in the minimum well contact 
size were found to increase the SET pulse width. This is understandable, since a 
reduction in the drive current translates to a reduction in the restoring drive capa-
bility, which in turn translates to longer time durations for neutralizing the charge 
deposited by the single event, leading to an increase in the SET width. The contact 
size reduction amplifies the well-potential-collapse effect, which increases parasitic-
bipolar charge collection, leading to an increase in SET width. Finally, with scaling, 
the node capacitance also reduces. While the nodal capacitance affects the rise and 
fall times of the SET and the threshold or critical charge needed to create an SET, 
it has little effect on the charge neutralization process to restore the node back to 
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Witulski, A.F., Robinson, W.H., Black, J.D., Benedetto, J.M., Eaton, P.H., “Characterization 
of digital single event transient pulse-widths in 130-nm and 90-nm CMOS technologies.” 
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its original state. Thus, the duration of the SET is primarily governed by charge-
collection characteristics, and hence the capacitance does not have a major effect on 
the SET width.

The distribution of SET widths for the 90 nm technology indicates the presence of 
some long transients at low LETs compared to the 130 nm SET results. SET pulse-
width distribution can be impacted by many factors, including the mechanism of 
charge deposition (whether direct or indirect ionization through secondary reaction 
products), initial ion track diameter, and circuit level effects such as drive currents. 
High-LET secondary reaction products lead to increased charge deposition, lead-
ing to wider transients. However, the probability of such events is relatively small. 
Initial ion track diameter has been shown to affect charge collection [33]. The drive 
currents for the fabricated device were found to be lower than the simulated drive 
currents by about a factor of two, and this could lead to longer restoring times, which 
in turn translate to wider SETs.

Finally, recent experimental evidence suggests the presence of propagation-
induced pulse broadening due to a hysteresis or body-bias effect [27,34]. The sources 
of such an effect, if any, for well-contacted bulk devices are still not well understood. 
However, the presence of any pulse broadening through the target circuit will impact 
the measured distribution of pulse widths. It should be noted that the measurement 
circuit itself does not affect the measurement as the length of the measurement chain 
of gates is relatively small compared with the target circuit. A judicious design of the 
target circuit can thus easily avoid this problem.

13.5 N eutron and Alpha Particle Induced Transients

Atmospheric neutrons and alpha particles are the primary radiation sources that 
are of concern for terrestrial applications. Cosmic particles colliding with atoms 
in the atmosphere create cascades of neutrons, which in turn may interact with 
electronics, resulting in single events. Integrated circuits are also affected by alpha 
particles as a result of material contaminants in the packaging material such as 
uranium and thorium.

13.5.1  Neutron Induced SET Pulse Widths

The 90 nm test chips were tested separately with neutrons and alpha particles [35]. 
Accelerated high-energy neutron tests were performed at the Weapon Neutron 
Research (WNR) test facility at Los Alamos Neutron Science Center (LANSCE). 
This neutron energy spectrum, plotted in Figure 13.18, closely resembles the sea-
level neutron spectrum for energies from 10 MeV to 500 MeV. Three circuit boards 
with two SET test chips per board were placed one behind another and normal to 
the path of the neutron beam. The center-to-center distance of the two SET test 
chips in each board was less than 2 inches, and the boards were placed such that 
both chips were covered by the neutron beam, which was 3 inches in diameter. 
Because of the low probability of interaction, the neutron beam penetrates through 
the circuit boards with minimum loss of flux, which enables testing of multiple 
chips at the same time. The total test time was about 102 hours, which resulted in 
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a neutron fluence of 1.33 × 1011/cm2 based on the integration of neutron flux over 
the range of 10 MeV to 500 MeV. A total of 20 SET events ranging from about 300 
ps to about 1.4 ns were measured during this test time. This converts to a neutron 
SET cross section of 1.6 × 10–6 µm2/inverter. Based on the layout, the sensitive area 
of an inverter used in this design is about 0.75 µm2. The low event rate is attributed 
to the small area of the target circuits and to the fact that neutrons ionize indi-
rectly through secondary reaction products. Figure 13.19 shows the distribution of 
neutron-induced SET pulse widths.
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Figure 13.19  Neutron-induced distribution of SET pulses. (Reprinted with permis-
sion from Narasimham, B., Gadlage, M.J., Bhuva, B.L., Schrimpf, R.D., Massengill, L.W., 
Holman, W.T, Witulski, A.F., Reed, R.A., Weller, R.A., Xiaowei Zhu, “Characterization of 
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13.5.2 A lpha Particle Induced SET Pulse Widths

Accelerated alpha particle tests were carried out at Texas Instruments using a foil of 
Americium-241 as the alpha source. The Americium-241 source was placed directly 
on top of the die while the device was operating and the transient pulses were 
recorded. The average energy of the alpha particles from this source is about 5.5 
MeV. The total fluence of the alpha particles was estimated to be about 4.45 × 1010/
cm2 and approximately 300 SET events were measured, which converts to an alpha 
particle SET cross section of about 6.74 × 10-4 µm2/inverter. Figure 13.20 shows the 
distribution of alpha particle induced SET pulses.

The distribution of SETs clearly indicates that neutron and alpha particles can 
induce transients that are wide enough to be mistaken as valid logic or clock signals 
in the 90 nm node. These results imply that, as technology is scaled to lower voltages 
and higher operating frequencies, SETs may become a serious reliability problem.

A comparison of neutron, alpha, and heavy-ion SET pulse-width distributions is 
plotted in Figure 13.21. The LET values for the ions are specified in Figure 13.21. 
While the number of events varies with the particle type, the distribution of pulse 
widths was found to be similar for the different particle types. As expected, neutrons 
have the lowest event cross section as they ionize indirectly through secondary reac-
tion products.

13.5.3 N eutron and Alpha FIT Rates

From the experimental SET cross section data, the FIT rate per inverter for this tech-
nology was estimated. The formula for computing the FIT rates is given by
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Figure 13.20  Alpha particle-induced distribution of SET pulses. (Reprinted with permis-
sion from Narasimham, B., Gadlage, M.J., Bhuva, B.L., Schrimpf, R.D., Massengill, L.W., 
Holman, W.T., Witulski, A.F., Reed, R.A., Weller, R.A., Xiaowei Zhu, “Characterization of 
neutron- and alpha-particle-induced transients leading to soft errors in 90-nm CMOS technol-
ogy.” IEEE Transactions on Device and Materials Reliability, Volume: 9 Issue: 2: 325–333.)
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	 FIT/inverter number of SETs measured partic= × lle flux  hr
total fluence number of targ

×
×

109

eet inverter cells
	 (13.1)

In this computation the number of SET events measured is derated to account for 
latch window and logical masking effects. This is because in a practical logic cir-
cuit design masking effects result in only a fraction of the SET events that are cre-
ated being latched as errors, and hence the FIT rate computation needs to account 
for masking effects to be more accurate. Since SETs originating from a single 
chain of a target inverter circuit were measured in this work, the measurement 
does not account for logical masking. Similarly, all SETs that are not electrically 
attenuated are recorded, and hence the measurement does not account for latch-
window masking effects. The measurement of the SET pulse widths, however, 
accounts for some electrical masking effects, and hence no additional electrical 
derating is accounted for. The probability of latching an SET pulse that is wider 
than the setup-and-hold time of a latch is simply given by the ratio of the SET pulse 
width to the clock period [36]. For this computation we assume a clock period 
of 1 GHz and that all SET pulses are wider than the latch setup-and-hold times. 
Logical masking may reduce the number of SET events that propagate to the latch 
element. Logical masking varies from circuit to circuit, and even for a given circuit 
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W.T., Witulski, A.F., Reed, R.A., Weller, R.A., Xiaowei Zhu, “Characterization of neutron- 
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it depends on the inputs to the circuit. In [37], logical masking is analyzed in detail 
for different circuit types, and for sample computations the authors use logical 
masking values ranging from about 0.2 to 0.5. For this computation we chose a 
value of 0.5 for the logical masking.

The drain area of the target inverter circuit designed in this work was increased 
to increase the probability of creating SETs for measurement. The drain area was 
increased by a factor of about 3× compared with a minimum drain area layout. Thus, 
for standard layout practices, the SET cross section should be lower. The increase in 
the drain area is also accounted for in the computation of the FIT rates.

The average neutron flux is about 13 n/cm2/hr at sea level [38], and average alpha 
particle flux from package impurities is of the order of 0.01 alpha/cm2/hr. Using the 
derated number of SET events measured and the average flux values for neutrons and 
alpha particles, the FIT/inverter was calculated. Table 13.3 shows the FIT rate per 
inverter in this technology at sea level for neutrons and alpha particles. The reason 
the alpha and neutron FIT rates are similar despite the much higher counts in the 
alpha experiment is that the alpha flux is much lower in practice than the neutron 
flux. The neutron FIT/inverter value computed in this work is slightly higher but 
comparable to the projections made in [8]. In [8], the authors simulated the critical 
charge and charge collection efficiency for logic and memory cells in different tech-
nology nodes and used an empirical model to calculate the SER based on the critical 
charge and charge collection efficiency. Shivakumar et al. projected the neutron FIT/
logic gate to be about 10–5 for a 100 nm technology node.

In this work, error rates have not been measured for memory or latch circuits. 
However, simulation-based projections made by Shivakumar et al. [8] indicate that 
the FIT/SRAM is of the order of 4 × 10–5 for a similar technology node. This is very 
similar to the FIT/inverter value computed in this work and indicates that the chip-
level SER resulting from single-event transients may be a significant concern for 
some logic circuits. Other researchers have also characterized FIT rates for memory 

Table 13.3
Alpha and Neutron FIT per Inverter

Particle
Total Fluence

(particles/cm2) Derated FIT/Inverter

Alpha (from package) 4.45 × 1010 1.1 × 10–5

Neutron (sea level) 1.33 × 1011 4.4  10–5

Source:	 Reprinted with permission from Narasimham, B., Bhuva, 
B.L., Schrimpf, R.D., Massengill, L.W., Gadlage, M.J., 
Amusan, O.A., Holman, W.T., Witulski, A.F., Robinson, 
W.H., Black, J.D., Benedetto, J.M., Eaton, P.H., 
“Characterization of neutron- and alpha-particle-induced 
transients leading to soft errors in 90-nm CMOS technol-
ogy.” IEEE Transactions on Device and Materials 
Reliability, Volume: 9 Issue: 2 : 325–333.
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and latch circuits. However, most reported values are based on normalized units and 
hence cannot be directly compared with the FIT rates estimated in this work.

13.6 S ummary

With combinational logic soft errors projected to dominate the reliability issues 
of advanced semiconductor ICs, it is important to estimate the distribution of SET 
pulses for accurate determination of error rates and for developing appropriate miti-
gation techniques. These pulse widths are required inputs for detailed error-rate pre-
diction methods.

This chapter presents an autonomous pulse detection and characterization tech-
nique for single-event transient pulse width measurements. The technique measures 
pulse width of individual SETs and results in characterizing the distribution of SET 
pulse widths for a given radiation environment. Circuit designs were implemented in 
IBM 130 nm and 90 nm bulk CMOS processes. Heavy-ion SET measurements show 
a reduction in the threshold for a measurable SET from about 7 MeV-cm2/mg for 130 
nm to less than 2 MeV-cm2/mg for 90 nm, indicating the increase in vulnerability to 
single events with scaling. SET pulse widths ranging from about 100 ps to over 1 ns 
were measured in 130 nm and 90 nm processes, and the pulse widths were found to 
increase when scaling from 130 nm to 90 nm.

Neutron and alpha SET measurements in the 90 nm process show most such SETs 
to be of the order of hundreds of picoseconds. Neutron and alpha FIT rates were 
found to be about 10–5 FIT/inverter. The per-device FIT rates computed in this work 
correspond well with simulation-based projections made in [8] and are also compa-
rable to the simulation estimates of per-bit SRAM and latch FIT rates in [8] for a 
similar technology node, indicating that logic SER will be an issue for certain ter-
restrial applications.
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14.1  Introduction

This chapter covers the issue of soft errors on digital circuits focusing on ad hoc 
protection techniques that are illustrated using digital filters as a case study. It starts 
with a review of soft errors, covering how they are produced. Then different types of 
errors, both destructive and nondestructive, are reviewed. In the second part of the 
chapter, several methodologies to detect errors and measure the system reliability are 
described, together with the most usual techniques to protect digital circuits against 
soft errors. As a continuation to these, some ad hoc techniques for digital filters are 
presented as a case study in the last part of the chapter. These techniques show that 
efficient protection can be achieved with low overhead by exploiting the filter struc-
ture and the application requirements in terms of fault tolerance.

14.2 Ra diation Effects on Electronic Devices

The interaction of particles with integrated circuits, which can have different natures, 
can be generally classified as single-event phenomena (SEP) [1-4]. These phenom-
ena must be isolated and random, both in time and space. High-ionizing particles 
that collide with the material may produce a large density of electron-hole pairs 
along their trajectory, which can alter the charge in the device.

This interaction is usually characterized by the “cross section” parameter. This is 
a macroscopic parameter that determines the number of errors in a particular device 
under radiation, given a certain fluence. The fluence is defined as the number of 
particles per unit of area that arrive at the material. The cross section depends not 
only on fluence but also on physical parameters, such as the angle of incidence of 
the particles. If the interaction occurs in a sensitive node of the circuit, it will likely 
produce a transient current pulse, thus altering the state of the circuit.

The effects on the device produced by SEP are called single-event effects 
(SEEs) [5-12].

These effects, depending on how they affect the circuit, may be classified into the 
following types:

Nondestructive. These are temporary effects that affect the behavior of the •	
system, which is usually recovered after some time or through a reset.
Destructive. These effects produce permanent damage in the system, which •	
leads to the inability of operation in a partial or total way.
Cumulative. These are long-term effects, produced by long exposure time, •	
due to the accumulation of numerous impacts.

14.2.1 N ondestructive Failures

These are failures that affect the system temporarily, which produce a misbehavior 
in part (or in the totality) of the circuit. The system will recover from these types of 
failures and will continue with its normal operation. Depending on how critical the 
affected zone is, the error will have more or less relevance. There may be applica-
tions for which not providing the right output during some cycles is not an issue, 
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since they are noncritical. However, there may be cases in which just some cycles 
with a wrong behavior may lead to a disaster.

Although this type of failure is temporary, it does not mean that the effect will disap-
pear spontaneously. For example, if it has affected a storage element, then a reset could 
be needed to bring the circuit back to normal operation. Therefore, it is very important 
to count with mechanisms able to detect when a wrong behavior is happening.

Several different effects may be differentiated, depending on their nature:

Single-event error (also called soft error): the general term to describe non-•	
permanent effects.
Single-event upset (SEU): happens when the error affects a storage element, •	
thus potentially staying in the system for several cycles. This may affect 
both memory cells and registers.
Multiple-bit upset (MBU): produced when an isolated event disturbs more •	
than one storage element simultaneously. An increasing number of MBUs is 
being detected in digital systems, according to recent research works. They 
are potentially more dangerous than SEUs, since they affect several registers 
and can prevent usual protection techniques (e.g., triplication) from working.
Single-event transient (SET): happens when the event produces a voltage •	
pulse (i.e., glitch) to propagate through the circuit. If, as a result of this, 
an incorrect value is latched in a storage element, it is then considered an 
SEU.
Single-event failure interrupt (SEFI): produced when the failure affects cer-•	
tain sensitive parts of the circuit (e.g., a state machine), making the system 
operate in a wrong (or unreachable) state. This usually produces an abnor-
mal operation, as a restart or an exception.

14.2.2  Destructive Failures

These are failures that produce permanent damage to the circuit, destroying part of 
it. This will imply that this part would become inoperative and therefore will be use-
less for the rest of the circuit life. This may be an important issue for those systems 
operating in unreachable locations (e.g., space) since no on-site maintenance can be 
performed.

There are several types of effects in this category:

Single-event burnout (SEB): usually happens in power transistors (metal-•	
oxide semiconductor field-effect transistor [MOSFET], bipolar junc-
tion transistor [BJT], insulated-gate bipolar transistor [IGBT], and power 
diodes). The impact of heavy ions can activate a parasitic n-p-n structure, 
which can produce a positive feedback while in cutoff, thus permanently 
damaging the device.
Single-event gate rupture (SEGR): happens in MOSFET power devices, •	
where a heavy ion impacts the transistor channel region. A rupture may 
appear in the oxide that may produce destructive currents for the device.
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Single-event latchup (SEL): happens when a low-impedance path between •	
the power supply rails of a MOSFET circuit is created, triggering a parasitic 
structure that disrupts proper functioning of the part and possibly leading to 
its destruction due to overcurrent.

14.2.3 C umulative Failures

These are failures produced by the overall radiation received over time by the circuit, 
called the total ionizing dose (TID):

Effects on the oxide: long-term effects related to circuit degradation pro-•	
duced by charge accumulation on the oxide, induced by the ionizing par-
ticles. Usually, it occurs when the TID reaches a certain level.
Effects on the crystalline structure: can produce defects due to the crystal-•	
line structure displacement when the particles hit the device. This would 
induce permanent failures on the semiconductor.

14.3 � Methodologies to Predict the Behavior of 
Integrated Circuits in the Presence of Soft Errors

One of the main concerns of integrated circuit (IC) designers is fault tolerance to soft 
errors, so that reliability and availability are guaranteed. It is indispensable to know 
beforehand how a certain circuit will behave in a radiation environment to see if it 
will meet the expected reliability constraints. Since many of the applications work-
ing in radiation environments (e.g., in the space industry) are costly, the information 
about reliability and fault tolerance has to be as accurate as possible.

Several magnitudes can be defined as a measure of reliability. The ones most 
often used by the industry are the following:

Mean time to failure (MTTF): average time that the system works until the •	
first failure happens.
Mean time between failures (MTBF): average time that the system works •	
after a recovery until the next failure happens.
Mean time to repair (MTTR): average time needed to recover the system •	
once a failure has been detected.

The most straightforward way to achieve this is performing direct measures 
through field studies—that is, to analyze results obtained through real test experi-
ments, basically in radiation facilities, or with in-flight experiments (to test natural 
radiation). However, this approach has two main drawbacks.

The first one is that to conduct it, at least a prototype of the circuit is needed to 
apply real radiation. This means that this kind of experiment is feasible only in the 
later production stages. However, most of the time it is recommended to characterize 
circuits in earlier stages, since the obtained results may modify some design deci-
sions. The second one is that this approach is quite costly. Radiation facilities are 
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usually expensive, and their continuous use is feasible only for large corporations. 
Also, performing the test itself requires a high level of expertise; therefore, high-
skilled technicians are also needed.

To avoid these problems, simulation processes are used to emulate the effect of 
real radiation on circuits. Simulations can be performed in very different ways. One 
alternative is to use another physical phenomenon to emulate the behavior of real 
radiation. This is the case of using a laser to produce bitflips in circuits, a technique 
that has been addressed recently. The advantage of this approach is that the use and 
maintenance of a laser device is much cheaper than a radiation facility. However, 
since both phenomena are essentially different, it is difficult to recreate real sce-
narios; therefore, conclusions cannot always be generalized.

As an alternative, simulation or emulation methods based on the “fault injection” 
concept are frequently used to reduce costs. The principle of these techniques is that 
artificial errors are forced in different positions and time instants as a simulation of 
real errors created by physical radiation phenomena. One of the challenges when 
using these techniques is the creation of environments as close as possible to real 
radiation scenarios.

To measure the quality of the different alternatives, the following indicators are 
frequently used:

Intrusion: This is defined as the difference in behavior between the •	
natural system operation and the operation when a fault injection has 
occurred, leaving aside the effect of the fault itself. This means that 
injecting implies altering in some way the system environment; there-
fore, side effects may occur. Therefore, methods should be as unintrusive 
as possible.
Speed: A fault-injection campaign usually implies a large number of experi-•	
ments, typically hundreds of thousands or even more than a million. This is 
because applications that work in a radiation environment are usually criti-
cal, and the more experiments to characterize them, the better. In this way, 
a good method should be able to perform large campaigns at a high speed.
Precision: This parameter implies the capability to inject faults in a particular •	
place (in a well-determined part of the system) and at a selected time instant. 
The higher the precision, the more realistic scenarios can be recreated.
Cost: In this category, both the resources needed to perform the experi-•	
ments and the time needed to set up the whole environment are considered. 
Obviously, a lower cost makes a technique more interesting.

In the following sections, some of the most commonly used test techniques to 
simulate radiation effects will be put in perspective.

14.3.1  Simulation-Based Fault Injection (SBFI)

This type of injection relies on assessing the system behavior through a high-level 
description in VHDL or Verilog, using simulation tools. First, once a test bench has 
been created, its behavior is simulated free of errors, called the golden simulation. This 
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362	 Radiation Effects in Semiconductors

is how the system should behave in a normal operation and will be used to compare 
against and to detect any possible wrong behavior due to soft errors. After this, several 
bitflips are scheduled at particular storage elements and time instants that would simu-
late the effect of real radiation. There are several techniques to achieve this, but which-
ever one is selected should be as unobtrusive as possible. Then, the system is simulated 
again, and its behavior is compared with the golden data. The differences would repre-
sent errors that have been propagated to the output, thus producing a failure.

The main advantages of this method are its low cost, high precision, and the fact 
that no physical prototype is needed for the injection since it is performed on the 
VHDL description. This allows evaluating the circuit in earlier design phases, which 
can help to refine it in later stages.

On the contrary, the most usual drawback is usually its low speed. Software simula-
tion is slow by nature, and this can be a problem if the injection campaign is very large.

Among the existent SBFI platforms, the following can be highlighted:

MEFISTO, developed at Chalmers University of Goteborg (Sweden) and •	
the LAAS Research Centre of Toulouse (France) [13].
AMATISTA, developed under a project with the same name by Politecnico •	
di Torino (Italy), Carlos III University in Madrid (Spain), and Thales Alenia 
Space (former Alcatel) [14].
DEPEND, developed at Illinois University [15].•	
SEU Simulation Tool (SST), developed by the European Space Agency and •	
enhanced by Universidad Antonio de Nebrija (Spain) [16]. This tool will be 
explained in more detail in this chapter.

Especially interesting is the idea of extending these techniques to analog or mixed 
circuits, as was proposed with the VERIFY platform [17,18]. However, this approach 
has not been properly explored because the hardware description languages oriented 
to the analog part are not as mature as in the digital case.

14.3.2 H ardware Fault Injection (HWFI)

This approach implies the development of a platform with additional hardware that 
actually allows injecting faults and analyzing the results. HWFI techniques refer to 
a wide range of methodologies with very different characteristics. Most of them are 
based on “stuck-at” operations, in which pins are forced to a certain value to create 
a soft error. This approach is called pin-level injection. There are other alternatives, 
which are less common but also used, for example, to produce soft errors using elec-
tromagnetic interference or altering the power supply.

The advantages of this method are that the design under test corresponds to the 
real system and that the process can be performed in a very fast way. However, this 
approach also has some drawbacks, such as the potential high cost to set up the 
experiment, the limited number of points to perform the injection (pins and buses), 
and a low observability of the whole process.

The following are examples of platforms that follow this methodology:
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MESSALINE, developed at the LAAS Research Centre of Toulouse •	
(France) [19].
RIFLE, developed at Coimbra University (Portugal) [20].•	

14.3.3  Software Implementation Fault Injection (SWIFI)

These techniques apply only to microprocessor systems. They are based on the mod-
ification of the code executed in the processor to alter the system (simulating the 
impact of a particle). It is possible to inject failures in several abstraction levels (e.g., 
register transfer level [RTL], failures in memories). A commonly used methodol-
ogy [21] adds code-emulated upsets (CEUs), which introduce a failure in a certain 
memory address when they are executed. The injection mechanism is usually linked 
to an interruption, which is triggered through a timer or a dedicated pin. This solu-
tion takes advantage of the trace mode, available in most processors, to stop normal 
execution to inject failures and to observe the results.

The problem with this approach is that it is highly intrusive and, in addition, quite 
slow, since the processor is constantly forced into the trace mode. On the other hand, 
it is an inexpensive solution, with a high controllability and observability.

Some examples of systems that follow this methodology are as follows:

FlexFI, developed at Politecnico di Torino (Italy) [22].•	
FERRARI, developed at the University of Texas [23].•	
XCEPTION, developed at Coimbra University (Portugal), which has been •	
commercialized [24].

14.3.4 T echniques Based on Hybrid Models: Hardware Emulation

Hardware emulation combines advantages of both SBFI and HWFI. The process con-
sists of simulating a soft error by altering one or more bits of a field-programmable 
gate array (FPGA) bitstream. Then, this bitstream is “injected” in the FPGA, and the 
behavior is then emulated. The outputs of the system are compared with an error-free 
implementation (golden) to see how the behavior has been affected. This technique 
achieves high performance (hardware injection) together with high flexibility.

Examples of this methodology are as follows:

FT-UNSHADES, implemented at the University of Seville (Spain) [25].•	
Studies performed in [26,27] at Politecnico di Torino (Italy).•	

14.4 �T echniques to Provide Fault Tolerance in 
Electronic Devices: Radiation Hardening

Once the techniques to predict the behavior of the circuits affected by soft errors 
have been presented, the next step is to provide techniques that can avoid these errors 
or mitigate their effects. The set of techniques whose goal is to make electronic 
components and systems more resilient to the effect of radiation is generically called 
radiation hardening.
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364	 Radiation Effects in Semiconductors

Electronic circuits that will work in environments with a high level of radiation, 
like space or nuclear plants, are subject to important design restrictions to guarantee 
their correct operation. To deliver an appropriate level of reliability, the manufactur-
ers of these integrated circuits, whose target applications are usually in the aerospace 
and military industries, apply to their processes these radiation-hardened (or rad-
hard) techniques [28].

At the end, circuits should provide a good level of fault tolerance, as the capacity to 
recover from a failure with a minimum (or even nonexistent) effect on the behavior.

There have been some efforts to standardize fault-tolerance measurements, 
depending on the criticality of the application. For example, in Table 14.1 [29], a 
classification is proposed together with a suggested availability. This would be the 
fault-tolerance target when designing that particular system. In the following, a brief 
outline of the most frequently used radiation hardening techniques will be offered.

Radiation hardening by process (RHBP) encompasses techniques that seek protec-
tion of circuits through the manufacture process itself; this is different from the tradi-
tional processes of noncritical devices. Since rad-hard components have a quite small 
market (even residual), and considering the very costly manufacturing techniques that 
are required, the financial feasibility of this approach is most of the times doubtful.

For this reason, and although high reliability levels are achieved when using these 
techniques, new approaches are actively sought that can offer the same quality but 
with more reduced costs [28].

As reported in [30], the number of rad-hard foundries has declined drastically in the 
last years. The following are representative cases that employ this kind of technique:

Lockheed–Martin, Manassas, VA [31].•	
Honeywell Solid State Electronics Center, Plymouth, MN [32].•	
Sandia National Laboratories.•	
Aeroflex UTCM [33].•	

RHBP techniques try to protect circuits from the physical point of view, and all 
of them have a preventive character. This means that they try to avoid the possibility 

Table 14.1
Fault Tolerance Classification and Unavailability 
Limits

Systems Type
Unavailability

(min/year) % Availability Class

Unmanaged 52,560 90% 1

Managed 5,256 99% 2

Well managed 526 99.9% 3

Fault tolerant 53 99.999% 4

High availability 5 99.9999% 5

Very high availability 0.5 99.99999% 6

Ultra availability 0.05 99.999999% 7
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that an impact from a particle could produce a failure in the system. In other words, 
the idea is to prevent the energy from being transferred by the particle after the 
impact with the semiconductor producing a change in the transistor state.

This can be achieved by reducing the physical capacity of the material to absorb 
charge, which would mean a decrease in the linear energy transfer (LET). This is 
a measure of the energy transferred to the material as an ionizing particle travels 
through it. However, as technology shrinks and transistor channels are reduced, the 
critical charge needed to produce a bitflip in a device also decreases, which makes 
electronic systems more sensitive in general. As a result of this, two situations are 
becoming more likely:

The effects of radiation arise in lower altitudes. Before, only devices •	
operating in space or aviation applications used to suffer this kind of 
effect. But nowadays, soft errors are being reported for applications at 
ground level.
MBUs are becoming more frequent. A single event is more likely to pro-•	
duce more than one bitflip in adjacent cells. This makes the error detection 
process more complex.

As a complement to the radiation-hardening process, and motivated by the 
increasing sensitivity of devices, applications usually stop performing critical opera-
tions when the environment is especially hostile to the electronic components. In this 
way, forecast of the operation conditions is usually performed [34] to schedule time 
frames where devices go inactive or operate with a reduced functionality.

There are areas where especially intense radiation activity is well known. This 
happens, for example, with the South Atlantic Anomaly, where the density of charged 
particles is much higher than in other areas and so is the probability of impact. This 
is due to the so-called Van Allen belts, which, due to their nature, trap more particles 
in that particular area.

In the following, some of the most extended methods to build rad-hard circuits 
will be explained.

14.4.1 P rocess to Reduce the Charge Generation and Accumulation

One of the most used technologies in this category is known as silicon-on-insulator 
(SOI). It is based on circuit hardening against radiation by using substrates with an 
isolation capability higher than the traditional semiconductor wafers. This drasti-
cally reduces the amount of induced charge due to impacts [35-39]. They differ from 
conventional devices in that the silicon junction is above an electrical insulator, typi-
cally silicon oxide (SiO). Exceptionally, sapphire is also used in the SOS form [40].

One of the techniques to produce SOI devices is called separation by implantation 
of oxygen (SIMOX). It consists of a direct injection of purified oxygen particles in 
the silicon wafer at high temperature. Oxygen reacts with silicon and creates a thin 
layer of silicon oxide.

While chips produced through a standard process can resist between 5 and 10 
krad, devices that have been isolated with this method can support several orders 
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366	 Radiation Effects in Semiconductors

of magnitude more. According to some studies, the SOI technology can provide a 
tolerance of up to 1 Mrad.

14.4.2 M itigation of Set Generation and Propagation

This group of techniques tries to block SETs that have been induced in devices so 
that they are not registered by storage elements, since in this case they would turn 
into SEUs. To achieve this, all these techniques have a common goal, which is to 
increment the critical charge of memory cells.

There are two possible alternatives to this:

Resistive hardening is an efficient way to increase fault tolerance in RAM •	
cells, with just a small impact in the circuit density. It is based on the use of 
cross-coupled gate resistors to minimize SET propagation [41].
Design of more resilient memory cells, which are known as heavy-ion toler-•	
ant cells. The objective of this process is the implementation of structures 
that are immune to SEUs and at the same time with a minimal cost. Among 
others, examples of these types of cells are HIT [42], DICE [43], Whitaker 
[44,45], and Rockett [46].

14.5 �T echniques to Provide Fault 
Tolerance in Electronic Devices

Apart from radiation hardening by process, which was explained in the previous sec-
tion, another group of techniques try to mitigate the effect of soft errors by design. 
These are called radiation hardening by design (RHBD). This means that the struc-
ture of the circuit is such that, although a soft error finally happens, it does not have 
any effect on the behavior. Therefore, if it is masked and does not propagate to the 
outputs, the system will behave correctly.

This kind of technique is based on redundancy to provide a suitable level of 
protection [47,48]. Redundancy has proved to be an efficient approach to mask soft 
errors in circuits. However, it also usually implies a cost overhead that can be unfea-
sible in some applications.

Redundancy can be applied on three different levels: spatial, temporal, and 
information.

14.5.1  Spatial Redundancy

Spatial redundancy consists of replicating the module to protect an odd number of 
times. A majority voter is added that selects the dominant behavior. Generically, 
it can be addressed as N-modular redundancy (NMR). In practice, the number of 
redundant copies is usually three. This would reduce the area overhead while provid-
ing a good protection level. In this case, this technique is known as triple modular 
redundancy (TMR).

One of the advantages of TMR is that this technique is generic. This means that 
it can be easily applied to different modules and applications without effort. On the 
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other hand, as mentioned before, power consumption and area can be an issue (over 
three times in area vs. the unprotected module is a typical value, considering the 
majority voter).

TMR is usually applied to the sequential elements (e.g., registers, flip-flops) of the 
circuits. When extra protection is needed and the combinational modules also need 
to be replicated (typically logical gates), then this technique is known as functional 
triple modular redundancy (FTMR) [4,47,49].

14.5.2 T emporal Redundancy

In this case, no extra hardware is required to achieve protection. Temporal redun-
dancy implies repeating the operation to protect several times. Each time, the result 
is monitored, and at the end, the result that has occurred the most times is selected 
as valid. This produces a worsening in performance instead of an area overhead, as 
happened with the spatial redundancy. This technique is especially useful when most 
failures tend to be transient.

An alternative to this, which also uses principles associated with TMR, is the 
temporal-spatial redundancy. In this case, several delays are added to the clock sig-
nal that controls the different TMR copies. In this way, there are still three copies 
of each protected module (spatial redundancy), but each one operates at different 
time instants (temporal redundancy), which is useful to eliminate transient errors 
like SETs. The delay introduced in the clock signals has to be estimated as the dura-
tion of a typical SET. The problem with this technique is that it introduces delays in 
the critical path (thus reducing performance) and that implementing delays is not a 
trivial task.

14.5.3  Information Redundancy

This technique is usually applied to large storage elements, as memories. Since 
the information stored in these elements is usually large, no spatial redundancy 
is usually employed since the area overhead would have a very negative impact. 
Instead, some extra information is added to data to detect and correct errors, which 
usually implies much less area than the previous approach. One of the most popu-
lar approaches in this category is called error detection and correction (EDAC). 
There are many different types of EDAC codes, each of them with different detec-
tion and correction capabilities. They are based on codifying data words of k-bits 
using extra redundant bits, forming final words of n-bits. The redundant bits, n-k, 
are used to determine if there has been any bitflip in data and to eventually correct 
them. There is a limit to the number of errors that a particular code is able to detect 
and correct. For example, a simple implementation is called single-error correction, 
double-error detection (SEC-DED). This implementation is able to detect up to two 
errors in the same word, but it can correct only isolated errors. There are more com-
plex codes that can handle more simultaneous errors, but at the expense of a higher 
number of redundant bits. One of the most popular implementations of this kind of 
redundancy is Hamming codes. Other alternative codes are Golay, Hadamard, and 
Reed-Solomon [50].
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368	 Radiation Effects in Semiconductors

14.6  Ad Hoc Protection Techniques for Digital Filters

In the previous sections, several techniques to protect circuits against soft errors 
were presented, each of them with some advantages and drawbacks. However, a 
different alternative to achieve this protection is to use circuit-specific techniques 
designed ad hoc for each system. This approach has the potential of reducing the 
overhead associated with the technique, since the structure and functionality of the 
circuit are analyzed in detail to protect only the critical elements and to reuse func-
tional elements. The main drawback of this technique is that it requires an in-depth 
knowledge of the circuit to be protected and therefore a larger engineering effort.

One area where a number of ad hoc protection techniques have been proposed 
is signal processing [51]. This is due to the wide use of signal processing circuits in 
a variety of applications and to the regular structure of most of these circuits that 
makes them suitable for ad hoc protection techniques.

For a given circuit, another factor that is key when designing ad hoc protection is 
to consider only the errors that cause an issue for the system or application. In many 
cases, failures may not have an impact on the circuit functionality or may be detected 
and corrected using elements of the circuit. For example, in a circuit that imple-
ments a communications receiver, a soft error can cause a bit error in the received 
sequence, but if soft errors occur rarely, the receiver may still meet the bit error rate 
target without further impacts. In this case, soft errors are not critical, and protection 
would not be an issue. However, if the error rate needs to be reduced, soft errors have 
to be handled accordingly. This example illustrates how the knowledge of both the 
circuit and the application requirements can help in optimizing the protection.

Continuing with the previous example, in some cases the receiver has a Viterbi 
Decoder [52] to reduce the bit error ratio (BER). When this is the case the error 
caused by a soft error at the input may be corrected as part of the decoding process. 
In this way an element of the circuit itself introduces protection for soft errors on 
other elements. This is also the case for other signal processing filters like adaptive 
filters where the adaptation is able to remove the errors caused by a soft error [53].

A number of techniques have been proposed to protect different signal processing 
circuits from the effects of soft errors. For example, in [54-56] techniques to protect 
fast Fourier transforms (FFTs) are presented, whereas in [57-60] the protection of 
convolutions is addressed. In both cases the structure and properties of the underly-
ing signal processing algorithms are used to derive efficient protection techniques. 
Another approach presented in [61,62] is to use reduced precision replicas of the 
circuit to detect and correct errors. This strategy can be applied to finite impulse 
response (FIR) filters among other circuits. Other protection techniques, like the use 
of Hamming codes, have also been proposed for FIR filters [63].

To illustrate circuit-specific protection techniques for signal processing applica-
tions, moving average filters are studied in the following [64]. The goal is to show 
how the applications requirements in conjunction with the circuit structure can be 
used to design efficient ad hoc protection techniques.

Digital FIR filters are good candidates for ad hoc protection techniques, as they 
exhibit a regular structure and are frequently used in many applications [51]. A FIR 
filter performs the following operation:
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i

N

[ ] [ ] [ ]= − ⋅
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∑
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	 (14.1)

where x[n] is the input signal, y[n] the output, and h[n] the impulse response of the 
filter whose nonzero values are all in the 0 to N – 1 interval.

A number of structures have been proposed to implement FIR filters [51]. Two of 
the most common ones are illustrated in Figure 14.1. Although both implementations 
are functionally equivalent, they exhibit different behaviors in the presence of soft 
errors. For example, a soft error on the registers in the first structure will cause an 
error in the output that can last for N – 1 clock cycles at most, whereas in the second 
one, a soft error on the registers will only corrupt y[n] for one clock cycle. In fact, 
in the first case, the error in the delay element propagates to the output filtered by a 
portion of the impulse response depending on the position of the delay element that 
suffered the soft error. As can be seen in this example, just looking at the effects of 
soft errors on existing filter implementations can yield interesting results.

Moving average filters are a special type of FIR filter that show some interesting 
properties for implementation and are also used in many applications [65]. A moving 
average filter performs the following operation [51]:

	 y n
N

x n i
i

N

[ ] [ ]= −
=

−

∑1

0

1

	 (14.2)

which is a particular case of (14.1). Normally, N is a power of two, so that the division 
can be implemented with a shift operation. In this case, the filter needs only adders.

A more efficient implementation can be derived by rewriting (14.2) as follows:

	 y n y n
N

x n x n N[ ] [ ] ( [ ] [ ])= − + − −1 1
	 (14.3)
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Figure 14.1  FIR filter implementations. (Reprinted with permission from Reyes, P., 
Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques against SEUs for moving 
average filters in a radiation environment.” IEEE Transactions on Nuclear Science, Volume: 
54 Issue: 4, 957–964.)
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370	 Radiation Effects in Semiconductors

In this case, only two adders are needed irrespective of the value of N. In fact, 
this implements the FIR filter using a recursive structure normally used in infinite 
impulse response (IIR) filters. In the following we will refer to this implementation 
as IIR or recursive. A diagram for both implementations is shown in Figure 14.2.

A first look at the effect of soft errors on both structures shows that in the case 
of the more efficient IIR implementation, soft errors in the delay line or in the accu-
mulator can cause errors in the output that will persist until the filter is reset. This 
was previously noted in [65] as a drawback of the IIR structure and used to advo-
cate the use of an FIR structure for cascaded moving average filters. The previous 
discussion clearly shows how the presence of soft errors can influence the choice of 
the implementation structures for digital filters and suggests the interest of ad hoc 
protection techniques.

As mentioned before, to come up with optimal soft error protection techniques 
we need to take the requirements of the application in which the filter is used into 
account. To illustrate this point, three distinct scenarios will be presented, each of 
them with different protection requirements. By carefully assessing these require-
ments, efficient implementations will be generated that are more convenient than 
general (nonspecific) protection techniques.

14.6.1 F irst Scenario (Low Protection Requirements)

Let us consider a first scenario where the filter is used to detect Ethernet link pulses 
[66] in the presence of noise. In this application, idle periods in between pulses are 
present, and the detected pulses drive a state machine that ensures that occasional 
misdetection causes no problem to the application. In this situation, errors on the 
output of the filter can be tolerated as long as they are transient. In this case, the FIR-
like implementation can be directly used, as a soft error creates only a transient error 

D
x[n]

y[n]

y[n – 1]

x[n]

(a) FIR

(b) IIR

D D

D D D

D

D

++ +

+
–

Figure 14.2  Examples of moving average filter implementations. (Reprinted with per-
mission from Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques 
against SEUs for moving average filters in a radiation environment.” IEEE Transactions on 
Nuclear Science, Volume: 54 Issue: 4, 957–964.)
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at the output. However, to use the IIR-like or recursive implementation, a protection 
technique is needed to ensure that the effects of soft errors become transient.

The traditional approach to deal with soft errors would be to apply TMR to all 
storage elements. However, a better approach would be to detect that we are in an 
idle period and if the accumulator has a value that is greater than the maximum 
expected value for that case then reset the accumulator and the delay line registers. 
In this way, an extra counter can be added that will compute the number of consecu-
tive idle cycles in the system. By idle, we mean cycles in which the system input is 
below a given threshold, which would indicate the presence of noise in the filter. On 
the other hand, inputs over the noise threshold would be considered as active data. 
Therefore, if the counter detects N consecutive idle cycles (N being the number of 
taps in the circuit), this would mean that anything inside the circuit (stored in the 
delay line) comes from acquired noise and therefore can be discarded (reset).

With this mechanism, the filter actually is reset whenever N idle cycles are 
detected. No matter when a soft error hits the system, it will only last until the next 
reset of the circuit, making its effect transient. Notice that the mechanism will work 
only if frequent N idle cycles can be guaranteed, but since the system knowledge 
assures that this application can expect this kind of input, the proposed technique 
will be good enough with a cost much lower than TMR. This is the core of the first 
technique, as illustrated in Figure 14.3.

Special care must be taken to ensure that soft errors in the added control logic do 
not cause errors; this can occur, for example, if a soft error in one of the bits of the 
counter triggers the reset of the filter during the detection of a pulse. With a careful 
selection of the threshold value for the counter we can ensure that this situation will 
never happen. If N is a power of two, then the threshold to reset can be set to N + 1 
samples rather than to N. In this way, a single soft error in only one bit will never cause 

y[n]Moving Average
Filter

(IIR Implementation

Control Logic to
detect Idle periods

Clear/Reset

Logic Description
if abs(x[n]) < Threshold
  count_next = count_next + 1
else
  count_next = 0
end
if count == n + 1
  clear filter;
  count_next = 0;
end
if positive clockedge
  count = count_next;
end

x[n]

Figure 14.3  Illustration of the first protection technique. (Reprinted with permission 
from Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques against 
SEUs for moving average filters in a radiation environment.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 4, 957–964.)
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372	 Radiation Effects in Semiconductors

the mentioned reset, since the value of the counter would be zero during pulse detec-
tion, and to get to N + 1 (reset condition), two bits flipped to 1 would be needed.

14.6.2  Second Scenario (Average Protection Requirements)

As a second scenario, let us take an application that can tolerate occasional errors 
on the output of the filter (like in the first scenario) but that has no guarantee of idle 
periods that can be used to reset the accumulator and delay line registers.

In this situation, the computation of the output can be done in parallel by another 
structure added to the filter, for the sake of comparison. Obviously, if this added 
structure is a replica of the filter itself, we would be doubling the complexity of the 
system. To avoid this situation, this parallel structure will be implemented with a 
decimated filter (as illustrated in Figure 14.4), which has a structure simpler than a 
regular filter, with the drawback that it computes only the right output 1 of N cycles.

In this way, the output of both structures would be compared at each y[n*N], 
which is 1 of N times. A comparison highlights several cases:

Both structures have the same output. This means the system is error-free.•	
The structures have different outputs. This means that a soft error has hit •	
the original filter or the secondary (decimated) one. To determine where the 
error is, the decimated filter is reset, and after N cycles the comparison is 
made again. After this, the following may happen:

The error is gone, which means the soft error occurred in the deci-•	
mated filter.
The error is still present, which means the soft error occurred in the •	
main filter, which needs to be reset to eliminate it.

Regardless of which of the previous situations happens, the effects of the soft error 
will always be transient, which satisfies the application requirement, but in this 
case no idle periods are needed. Therefore, the protection level has been increased 

D D D

D
–

+

+ D

y[n – 1]

x[n]

yp = y [n – 1] at
n = k*N

Clear Every N Eycles

D

Figure 14.4  Illustration of the second technique. (Reprinted with permission from Reyes, 
P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques against SEUs for 
moving average filters in a radiation environment.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 4, 957–964.)
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Soft Errors in Digital Circuits	 373

with a minimum complexity increment, thanks again to the use of the knowledge 
of the system.

14.6.3 T hird Scenario (High Protection Requirements)

As a third and final scenario, let us assume that we want to provide protection such 
that soft errors do not cause any misbehavior in the output of the filter. One alterna-
tive to the use of TMR in all registers is to take advantage of the fact that the registers 
for the FIR implementation in the upper part of Figure 14.1 and for the IIR-like or 
recursive implementation are connected in such a way that their values do not suffer 
changes as they move across the delay line.

This can be used to compute a two-dimensional parity as follows:

For each input value, compute a “vertical” parity bit, •	 Pv.
For each bit position on the input value, compute a “horizontal” parity bit, •	 Ph, 
across all the bits that have that position on the registers of the delay line.

Pv is updated only at the input of the delay line, while Ph is updated every clock cycle 
with the bit entering the delay line and the one leaving it. These two sets, Pv and Ph, 
form the accumulated parity of the circuit, which is constantly being updated.

Dynamically, each clock cycle, both the horizontal and vertical parity are 
rechecked and compared with the accumulated values. Then, several situations can 
arise:

The actual and accumulated values are the same. There is no problem with •	
the system, and its behavior can be taken as correct.
There is a discrepancy between a bit of the accumulated and actual •	 Ph and 
between a bit of the accumulated and actual Pv. If both differences hap-
pen, that means a soft error has affected a register in the delay line. The bit 
affected by the soft error is the crossing point of the discrepant Ph and Pv. 
In this way, since it has been identified, it can be corrected instantly; there-
fore, the system behavior remains correct.
There is a discrepancy between a bit of the accumulated and actual •	 Ph or 
between a bit of the accumulated and actual Pv. If only one of the parity 
registers shows the discrepancy, it would mean a soft error has affected 
the discrepant parity register itself. It is important to remember that all the 
extra structure added for protection can also be affected by soft errors.

This is the outline of the third proposed technique, as illustrated in Figure 14.5.
Note that if a soft error strikes on Phx the error can be permanent and therefore 

needs to be corrected. One alternative is to use TMR on Phx. However, it seems that 
a better option is to generate a signal Errv = Errv1 or Errv2 or … or Errvn indicating 
if there is an error on the vertical parity bits. Then if (Errv = 0) and (Errhi = 1) we 
know that there has been a soft error on Phi, and we can do Phi = not(Phi). This is 
illustrated in Figure 14.5c.
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374	 Radiation Effects in Semiconductors

As already mentioned, at each clock cycle Phs and Pvs are recomputed and com-
pared with the stored values. If there are no differences Bm,n would be updated at 
each clock cycle with Bm,n-1. If both Pvm and Phn-1 show differences with the stored 
values, then Bm,n would be updated with Bm,n-1 negated. This correction logic is illus-
trated in Figure 14.5b.

The overhead of this approach is N + M flip-flops plus the logic to compute the 
parities and detect the errors. In principle, it would work for both the FIR and IIR 
implementations. There is, however, one potential problem with the proposed tech-
nique that can be explained by analyzing Figure  14.5b. Basically, if a soft error 
occurs in the middle of a clock cycle, it will not be corrected until the new value of 
Bkj propagates through the parity checking logic and sets Errhk and Errvj to 1 (so that 
the inverted output of the flip-flop is selected). So, potentially, if the soft error occurs 
near the end of the clock cycle the wrong value may be stored in the next element of 
the delay line before the correction can take place.

 To avoid this problem, buffers could be used to delay the inputs to the multiplexer 
so that they have approximately the same delay as the signal that controls that multi-
plexer. However, this may be complex to do and would also complicate synthesis and 
place and route that would require manual intervention. This would make the design 
technology dependent and therefore harder to reuse.

A better alternative can be found by noting that for the IIR or recursive imple-
mentation, this problem is an issue only if it occurs in the last element (register) of 

Ph4

Ph3

Ph2

Ph1

x4

reg1

B41 Errh4

Errh3

Errh2

Errh1

ErrvErrv4Errv3Errv2

Errvj Errv
Errhm

B ḿN
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Figure 14.5  Illustration of the third technique. (Reprinted with permission from Reyes, 
P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques against SEUs for 
moving average filters in a radiation environment.” IEEE Transactions on Nuclear Science, 
Volume: 54 Issue: 4, 957–964.)
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the delay line. If it happens on previous elements, it would be corrected during the 
next clock cycle and would never cause a difference in the filter output (since only the 
last element of the delay line is used for subtraction). This observation could be used 
to solve the problem by adding TMR to this last register only, such that soft errors 
in this register would not propagate to the multiplexer. In this situation, for this last 
register, we need to correct only soft errors that occurred in the previous delay line 
register and that have been propagated to this because they occurred at the very end 
of the clock cycle (other soft errors will be eliminated by TMR). The overall strategy 
is shown in Figure 14.6. The additional cost in terms of area is quite low, as TMR is 
added to only one register.

By adding this protection, we ensure that soft errors will not cause any error on the 
filter output; therefore, the protection requirements stated for this scenario are met.

Note that this can be done only for the IIR structure. However, for the FIR one, we 
can have errors in the filter output caused by soft errors that occur in any delay line 
register (all are connected through adders to the filter output) at a time, such that the 
wrong value propagates to the output before it can be corrected. The amount of time 
during which a soft error can cause this error is the difference between the delay of 
the correction logic and the data input to the multiplexer. If this is small compared 
with the clock cycle, then most of the soft errors will not cause errors in the filter 
output, and this technique may still be useful. If that is not the case, buffers could be 
used as discussed before.

A similar problem to the one just discussed can occur when correcting Phk if a 
soft error has changed Bkj, and Errhk becomes 1 before Errv does. In this case, Phk 
would be inverted, and if that happens at the end of a clock cycle the inverted Phk 

could be stored. However, in this situation, the error in Phk will not cause errors 
on the filter output and will be corrected in the next clock cycle. Finally, the two 
previous problems could also theoretically occur simultaneously. In that case, Phk 
would be inverted, and Bkj would not be corrected, creating an error in practice. 
Nevertheless, this is unlikely, since Errhk should be 1 for the first problem to occur, 

To Subtraction

Recompute
Ph2 and CompareRecompute

Pv4 and Compare

B´24

B24

B24 Voter

B24

B´23

Figure 14.6  Proposed implementation for the last delay line register. (Reprinted with per-
mission from Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques 
against SEUs for moving average filters in a radiation environment.” IEEE Transactions on 
Nuclear Science, Volume: 54 Issue: 4, 957–964.)
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376	 Radiation Effects in Semiconductors

and in that case Errvj needs to be 0 for the second problem to occur. In most cases, 
the delay to generate Errhk would be similar to or larger than the one to generate Errvj 
(assuming that we have more taps in the filter than bits in each register).

The proposed technique cannot correct multiple errors if they occur simultane-
ously or very close in time in all cases. For example, if a soft error hits one Pv and 
then, later, another one hits one of the bits of the register that contains the erroneous 
Pv, the vertical parity checking would give the correct result, and the erroneous bit 
will not be corrected.

A final observation is that the proposed scheme for the FIR implementation of the 
moving average filter, with the limitations previously outlined, can in fact be used for 
any FIR filter implemented with that structure.

14.6.4 E valuation of the Protection Techniques

After a protection technique has been proposed, the next step is to evaluate its effec-
tiveness for actual implementations. The proposed techniques have been implemented 
in VHDL, and then the circuits have been synthesized for a commercial application-
specific integrated circuit (ASIC) library, as discussed later. This will also allow 
assessing the efficiency of the proposed techniques in terms of circuit complexity 
and comparing it with the traditional approaches. Then, a simulation environment 
will be used to insert soft errors in the circuit and evaluate their effects.

A block diagram of the environment is shown in Figure 14.7. This environment 
uses Matlab to generate the reference signals for the input and output of the filter 

ModelSim

Single Event Simulation Tool (SST)

Design Under Test (DUT)
Model

Testbench

Apply
Stimuli

Compare
Outputs

Failure Injection Monitoring

MATLAB

Input
Files

Design Under
Test (DUT)

Output
Files

Log
Files

Log
Files

Figure 14.7  Simulation environment block diagram. (Reprinted with permission from 
Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques against SEUs 
for moving average filters in a radiation environment.” IEEE Transactions on Nuclear 
Science, Volume: 54 Issue: 4, 957–964.)
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Soft Errors in Digital Circuits	 377

that are stored in files. These files are then used to drive the circuit implementation 
using a commercial VHDL simulator (Modelsim), whose output is compared with 
the reference output to detect any discrepancies. Soft errors are introduced using 
the SST developed at the European Space Agency [16], which has been updated so 
that it works with the latest releases of Modelsim and extended in functionality [67]. 
This environment is flexible in the way that different signals are easily generated in 
Matlab to exercise the filter under different conditions. The SST is also convenient to 
define when and where to insert soft errors in a design.

To better illustrate these features, the first protection technique described in the 
previous section has been evaluated, assuming an eight-bit input signal, x[n], with 
range –1,1 and N set to 16. The threshold to reset the accumulator is 3 LSBs. We 
start by generating a sequence (see top of Figure 14.8) of pulses (instants multiple 
of 100) plus impulsive noise (instants 50, 150, 250, etc.) in Matlab, and then a soft 
error is introduced in the accumulator on cycle 20 to check the discrepancies at the 
output. The results (Figure 14.9) show that there is no permanent error and also dem-
onstrates how the circuit recovers from such errors. We have also used the SST to 
insert soft errors only during the reception of pulses and only in the protection logic 
to check that pulse detection is not affected by soft errors in this case.

For the second example, a signal that contains the pulses plus a high-frequency 
noise has been generated (see bottom of Figure 14.8), and then the SST has been 
used to insert a soft error in cycle 10. In this case, technique 1 would not work, as the 
incoming signal continuously exceeds the threshold. As can be seen in Figure 14.10, 
technique 2 removes the error in approximately 2*N samples. Besides, the SST has 
been employed to check that soft errors in the decimated filter used for correction do 
not cause errors in the output of the filter.
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Figure 14.8  Input signals for examples 1 (top) and 2 (bottom). (Reprinted with permis-
sion from Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., “New protection techniques 
against SEUs for moving average filters in a radiation environment.” IEEE Transactions on 
Nuclear Science, Volume: 54 Issue: 4, 957–964.)
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Figure 14.10  Output of an unprotected IIR (top) and of an IIR protected with technique 2 
(bottom). (Reprinted with permission from Reyes, P., Reviriego, P., Maestro, J.A., Ruano, O., 
“New protection techniques against SEUs for moving average filters in a radiation environ-
ment.” IEEE Transactions on Nuclear Science, Volume: 54 Issue: 4, 957–964.)
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For the third example, some soft errors have been introduced in the registers of 
the delay line to check that they are corrected. Then, other soft errors have been 
applied to the parity bits, in order to verify that they do not trigger erroneous correc-
tions. Both VHDL simulations (introducing delays in the parity checking and delay 
back-annotated simulations on the synthesized netlist) have been run to check that 
the soft error propagation described in the previous section causes errors in the filter 
output when TMR is not present in the last delay register element. Reciprocally, it 
has been proven that this does not happen once TMR is added. With the final imple-
mentation we have verified that the output of the filter does not show any discrepancy 
with the reference output when inserting random soft errors that are at least N clock 
cycles apart. We have also checked that soft errors closer than N clock cycles apart 
can create errors on the filter output, as described before.

Although we have focused on analyzing the effects of soft errors affecting some 
particular bits or registers, the fault insertion campaigns applied to all three exam-
ples are far more extensive, including in all cases thousands of random soft errors.

14.6.5 C omparison with TMR

After checking the effectiveness of the protection techniques, the cost in terms of 
circuit complexity has to be analyzed and compared with general protection tech-
niques such as TMR. To do it, we have focused on the number of equivalent gates, 
as an estimate of circuit complexity. The results (see Table 14.2 and Table 14.3) have 
been generated for a TSMC 0.25 um library and assuming a 50 Mhz clock and an 

Table 14.2
Number of Gates for the FIR 
Implementations

N = 8 N = 16 N = 32

FIR 713 1,591 3,788

FIR with TMR 1,686 3,538 7,500

Table 14.3
Number of Gates for the IIR-Like 
Implementations

N = 8 N = 16 N = 32

IIR 517 866 1,550

IIR with Tech. 1 690 1,141 2,024

IIR with Tech. 2 835 1,300 2,186

IIR with Tech. 3 1,452 2,332 4,029

IIR with TMR 1,633 2,962 5,591

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
55

 0
6 

M
ay

 2
01

6 



380	 Radiation Effects in Semiconductors

eight-bit data path. For the FIR case, the structure shown at the top of Figure 14.1 has 
been used, as it is the one that results in a lower gate count.

The first thing to note is that the IIR implementation is more efficient than the 
FIR one, as expected, and that for large values of N, the difference can be more than 
double. This explains why the IIR implementation is normally used in the absence 
of soft errors. It should also be remarked that although not shown in the tables, the 
IIR or recursive implementation is also faster; therefore, for the same technology, the 
filter can operate at higher clock frequencies.

In the presence of soft errors, the unprotected IIR implementation will suffer 
permanent errors, while the FIR one would show only temporary ones. In this case, 
what needs to be compared is the unprotected FIR versus the IIR protected with 
techniques 1 and 2 that mitigate the effects of soft errors so that they become tempo-
rary. It can be seen that for large values of N, the IIR with techniques 1 and 2 is still 
significantly smaller than the FIR. For N = 16, the reduction is 28% and 18%, respec-
tively, while for N = 32, the reduction is over 40% in both cases. This is so because 
for these techniques, the amount of redundancy introduced is almost independent of 
the value of N. The IIR protected with these techniques still has the speed advantage 
versus the FIR that has been mentioned before.

If we now focus on implementations that ensure that isolated soft errors do not 
cause errors on the filter output, we can compare the IIR protected with technique 3 
versus the IIR protected with TMR (note that the FIR with TMR is not considered, 
as it would be equivalent in this case to the IIR with TMR but with a larger number 
of gates). Technique 3 results in a reduction of 10% to 30% in the number of gates. 
These results show that technique 3 may be a good choice in this case.

In summary, the proposed techniques 1 and 2 enable the use of the IIR structure 
when transient errors are acceptable at the filter output, while technique 3 provides 
effective protection when all the errors are to be avoided at the filter output. In both 
cases, significant savings in terms of area are obtained when compared with tradi-
tional techniques.

From the discussion of the moving average filter protection techniques it can be 
seen that techniques that exploit both application and system knowledge to provide 
a more intelligent protection can result in a lower circuit complexity compared to 
TMR. More generally, the same broad idea of using system knowledge to derive 
specific or ad hoc protection techniques can also be applied to other types of filters 
like IIR filters, adaptive filters, filter banks, and FFTs.

This approach requires a larger engineering effort but can provide a more effec-
tive implementation in terms of circuit area and power. Therefore, depending on the 
objectives of a given design, it may be an interesting option compared with general 
techniques like TMR.

14.7 C onclusions

In this chapter the issue of soft errors on electronic devices has been presented. The 
different effects of radiation on electronic components have been described along 
with the main techniques used to mitigate them. The different mechanisms to emulate 
or simulate the effects of soft errors on electronic circuits have also been covered.
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Soft Errors in Digital Circuits	 381

In the final part of the chapter ad hoc protection techniques for digital filters 
have been presented and evaluated. The results show that the use of specific pro-
tection techniques that exploit the circuit structure or the application requirements 
can result in an effective protection at a lower implementation cost than generic 
techniques like TMR.
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15 Fault-Injection 
Techniques for 
Dependability Analysis: 
An Overview

Massimo Violante

15.1  Introduction

Designers of electronic systems are relying on simulation and emulation tools for 
their work: the common design practice entails the building of models of the sys-
tem being designed that are simulated to evaluate whether the design solutions 
meet the user requirements. Nowadays a top-down design flow is typically used: 
starting from a very abstract model of the system, which captures the behavior 
(i.e., the algorithm) the system has to implement, details are added by refining 
iteratively the model, eventually obtaining a cycle-accurate description of the 
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structure of the system, which can be emulated using an appropriate hardware 
platform, to verify whether the design actually meets all the user requirements and 
which can be used for manufacturing of the system. When a reasonable confidence 
about the correctness of the model is reached, the manufacturing can start. Thanks 
to this approach, shorter time to market and lower costs can be achieved, as design 
bugs and inconsistency with user requirements can be captured when production 
is not yet started.

The electronic design automation (EDA) industry is offering designers a wide 
range of products that support the top-down design flow. Hardware description 
languages (HDL) are available (e.g., VHDL, Verilog [1], and SystemC [2]) that can 
be used for describing systems, and a number of HDL simulators are available for 
studying the dynamic behavior of the obtained models. Both the description lan-
guages and the simulation tools support different abstraction levels and domains 
of representations so that designers can start reasoning on the system behavior 
during the early design stages and following the top-down flow can end up with 
a structural description of the system that is represented as a netlist connecting 
logic gates.

Besides simulation tools, a number of EDA solutions are available for supporting 
designers in the refinement of the model. Tools are available for analyzing of the par-
titioning between hardware and software implementations of the system functions, 
and synthesis tools are available to implement in automatic fashion the transitions 
from higher, less detailed, abstraction levels/representation domains to lower, mode 
detailed, abstraction levels/representation domains.

The EDA tools are mostly focused on the analysis and the synthesis of the func-
tionalities the system must implement to fulfill the user requirements. If we limit our 
analysis to simulation tools, we can see that they provide efficient ways for evalu-
ating how the model reacts to input stimuli representing the typical workload the 
system has to process, and they provide advanced debug features to simplify the 
identification of design bugs or part of the model that does not fulfill adequately 
the user requirements. Moreover, they can provide timing and power information to 
simplify the tuning of parameters like speed and power consumption.

Nowadays simulation tools are essential ingredients of any successful design flow, 
and they are widely adopted in industries because they provide the type of support 
designers need: the capability of producing useful information and of dealing with 
ever growing designs by exploiting clever simulation algorithms and possibly taking 
advantage of dedicated hardware emulators. To continue to provide useful support to 
designers of electronic systems, we expect that in the coming years simulation tools 
will start providing features related to dependability evaluation.

The concept of dependability, which can be seen as the property of an electronic 
system of being able to deliver service that can justifiably be trusted [3], is well 
known to developers of electronic systems employed in mission- or safety-critical 
applications, where failures may lead to loss of money or human lives. An essential 
part of the design flow of this kind of system is indeed the dependability evaluation 
process, which must provide evidence of the capability of the system to fulfill the 
dependability requirements. Since a few years ago, dependability and dependabil-
ity evaluation were concepts bound mostly to very specific application domains, 
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like space, military, medical, and transportation. With the advent of deep submi-
cron (DSM) manufacturing technologies, things are changing, and dependability 
is also becoming an important concept for developer and commodity applications. 
Moreover, faulty scenarios that were bound to very specific application domains 
(e.g., space, nuclear science, and medical) are becoming more and more important 
as DSM technology becomes widely used.

DSM technology is offering multi-GHz operational frequency, very low voltages, 
and very high integration capabilities. Although these results have positive effects 
on the applications built on top of DSM technology, the scaling of feature sizes and 
operation voltages are reducing significantly both noise margins and the amount of 
charge needed to store information in memory elements. Consequently, low-energy 
radioactive particles that are present at ground level can easily introduce pertur-
bations to DSM-based electronic systems, which may eventually show unexpected 
errors [4]. Moreover, as pointed out in [5], systems manufactured using DSM tech-
nologies are more likely to be affected by failures than those manufactured using 
older technologies.

The higher sensitivity of DSM technologies to perturbations induced by the envi-
ronment and the higher probability for DSM-based systems of being affected by 
failures during the normal operational life, are posing new challenges to designers. 
When developing DSM-based systems, designers must be aware of a nonnegligible 
failure probability, must employ suitable countermeasures to deal with failures, and 
must rely on tools suitable to evaluate the impact of failures on their designs and 
to validate the capabilities of the adopted countermeasures. As a result, developers 
of DSM-based systems, even those aiming at commodity application, will benefit 
from the know-how established in those application domains targeting mission- 
or safety-critical applications by adopting the same dependability evaluation tech-
niques that are likely to be integrated in the most common tool designer exploits: 
the simulation tool.

Among the different techniques for performing dependability evaluation, the one 
we believe is most suitable for being introduced in simulation tools is fault injection 
[6]. The concept of fault injection consists of inoculating a fault in a system and 
observing how the fault propagates within it, eventually reaching the system out-
puts. This concept perfectly fits with the purpose of simulation tools that offer the 
capability of studying the dynamic behavior of a system model. Fault injection can 
be provided as an additional feature of simulation tools, which will allow designers 
studying the dynamic behavior of system models when affected by faults, along with 
the more traditional and more established features oriented to design debug, perfor-
mance, and power evaluations.

In this chapter we will first outline the general architecture of a fault-injection 
system and then will describe fault-injection techniques that are suitable for being 
integrated within simulation tools. Moreover, as the complexity of systems is ever 
growing, we will present additional fault-injection techniques that can be employed 
when using emulation hardware often exploited to speed up the simulation of very 
complex models. Finally, as more and more systems include embedded software 
running on embedded processors, specific fault-injection techniques developed for 
attacking software-based systems will be presented.
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15.2 Ov erview of a Fault-Injection System

The basic components of a fault-injection system are depicted in Figure 15.1. The 
target system is the object of the investigation, where faults will be inoculated and 
whose behavior will be monitored to study the impact of the injected faults. As this 
discussion is general, we do not refer to a specific type of target system; for the sake 
of this section the target system can be a behavioral model of an electronic system, a 
structural model, a hardware-emulated model, or even a prototype implementing the 
functionalities of the model.

With the term fault we refer to the malfunctions the target system may be subject 
to during its lifetime, which may let the target system behavior deviate with respect 
to the intended one. The malfunctions that affect a system may be as follows:

Permanent•	 , in which case the malfunction always affects the system.
Transient•	 , in which case the malfunction affects the system when a certain 
set of conditions is met. Otherwise, the system functions normally.

During injection, fault models are used to capture such malfunctions, which are 
described using the same modeling approach used for the target system. Among 
them, the most widely used is the single stuck-at, which models a permanent mal-
function that may affect a circuit by tying permanently to one or to zero one net of 
the structural model of the target system.

In more recent years a new fault model, the bitflip fault model, is beginning 
to be used in the industry to represent the malfunctions provoked by the charge 
deposition induced by a radioactive particle in a semiconductor device [7]. The 
bitflip fault model consists in the random mutation of the content of one memory 
element of a design, which changes its content from 0 to 1 (or vice versa). Bitflips 
are random in both time and space: they can affect a system during its entire life-
time and can strike any of the memory elements the system embeds. It is worth-
while to remark here that the bitflip fault model refers to the modification of the 

Target System

Fault
Injector

Fault Injection System

Injection
Manager

Workload
Generator

System
Monitor

Data Collector
and Analyzer

Figure 15.1  Overview of a fault-injection system.
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stored information that is corrupted and not to the storage cell that preserves its 
correct functionality.

The main components of a typical fault-injection system are as follows:

	 1.	 Injection manager: supervises the injection campaign. Given the list of 
faults that have to be inoculated in the system (i.e., the fault list), it runs an 
injection experiment for each of them. Each experiment encompasses the 
following steps:

	 a.	 The first fault, f, to be injected is selected from the fault list.
	 b.	 The target system, the workload generator, the data collector, and ana-

lyzer are set to the reset state.
	 c.	 The fault injector is programmed to inoculate fault f and the system 

monitor is programmed accordingly. For example, let’s suppose fault 
f has to be injected in the target system at time tf, where t0 is the time 
when the first input stimuli is applied. The fault injector is instructed to 
stop the system at time tf, to inoculate the fault (according to the type of 
the target system), and to resume the target system after fault injection 
to let the fault propagate. Moreover, the system monitor is programmed 
to trigger data collection from time tf until the end of the workload.

	 d.	 The workload generator is activated. The input stimuli are applied to 
the target system; in accordance with step (c) fault f is injected in the 
target system, and data are collected from tf onward.

	 e.	 Upon the completion of the workload, the fault effect is classified, and 
the whole procedure is repeated from step (a).

	 2.	Fault injector: inoculates a fault in the target system as it activated by the by 
the workload generator. As detailed in the following sections, a number of 
techniques can be used to achieve fault inoculation, depending on the type 
of the target system.

	 3.	Workload generator: generates the input stimuli to activate the target sys-
tem during the fault-injection experiment. The input stimuli can be syn-
thetic workload generated ad hoc, or real inputs taken from the application 
where the system will be deployed.

	 4.	System monitor: observes the target system and, when necessary, triggers 
the collection of data from the target system.

	 5.	Data collector and analyzer: when triggered by the monitor, collects from 
the target system data that are useful to classify the impact of the inoculated 
fault. For example, it can collect the outputs produced by the target system 
as well as status information. The collected data are then processed by the 
data analyzer, which produces the classification of the fault effect. This task 
is normally performed by comparing the data collected on the faulty system 
with those produced by the fault-free system when activated by the same 
workload used during the injection experiment.

A number of different implementations are possible for the fault-injection system, 
which can be grouped in different categories as a function of the type of the target 
system. We can have the following:
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	 1.	Simulation-based fault injection: This category collects all the methods 
that have been developed to inoculate faults in a model of the target system 
whose dynamic behavior is evaluated through the use of simulation tools. 
The category can be further divided into subcategories by considering the 
abstraction level at which the target system is modeled:

	 a.	 System-level simulation: where the system is described in terms of 
complex components like processors executing software, memories, 
input/output (I/O) peripherals, possibly connected through a network 
infrastructure. This abstraction level is suitable for modeling complex 
systems, such as for a cluster of computers that build a server farm.

	 b.	 Register-transfer-level simulation: where the system is described in 
terms of components like registers, arithmetic and logic units, and 
caches. This abstraction level is suitable when the target system is a 
component in a large infrastructure, such as with one of the network 
card of a computer in a server farm.

	 c.	 Gate-level simulation: where the system is described in terms of 
logic gates and simple memory elements. This abstraction level is 
suitable when the target system is a component in a larger infrastruc-
ture, such as with a protocol controller chip inserted in a network 
interface card.

	 2.	Emulation-based fault injection: where the system is first described as 
in the register-transfer-level case, and it is then emulated using dedicated 
hardware, such as field-programmable gate array (FPGA)-equipped boards. 
This subcategory can be seen as an evolution of register-transfer-level simu-
lation, where hardware emulation is exploited to boost the simulation per-
formance. Indeed, when very complex workloads and very large fault lists 
have to be considered, the time spent for each fault-injection experiment 
can be prohibitive, and means to reduce it are needed.

	 3.	Software-based fault injection: where the system is a physical model 
(i.e., a prototype), composed of processors, memories, and I/O peripher-
als, possibly connected through a network infrastructure. Fault injection 
is implemented by means of specially crafted software that is added to the 
software the target system executes to implement the desired functionality. 
This subcategory is intended for performing dependability evaluation when 
the prototype of the target system is available and can be applied only to 
processor-based systems.

The following sections discuss in further detail the different categories of fault-
injection systems.

15.3 Sim ulation-Based Fault Injection

Simulation-based fault injection refers to all the methods that have been devel-
oped to inoculate faults in a model of the target system whose dynamic behavior is 
evaluated through the use of simulation tools. Referring to Figure 15.1, we have the 
following:
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The target system is an executable model written in a description language •	
(e.g., VHDL, Verilog, C/C++). Depending on the phase of the design flow 
when fault injection is used, the model can be at the system, RT, or gate 
level. Lower levels (transistor or device level) are possible but are not con-
sidered here.
The workload generator is normally a testbench [8] for the target system •	
model, and it is applied to the target system by exploiting a simulation tool. 
Commercial off-the-shelf tools can be used for this purpose, which are the 
same ones used during the normal design practice.
Injection manager, fault injector, system monitor, and data collector and •	
analyzer are ad hoc software. They can be stand-alone software modules 
that run on top of commercial off-the-shelf simulation tools, or they can be 
integrated within the simulation tool in case it provides dependability-ori-
ented features. In particular, fault injection can be implemented as follows.

The simulation tool is enriched with algorithms that allow not only •	
the evaluation of the faulty-free target system, as normally happens in 
VHDL or Verilog simulators, but also their faulty counterparts. This 
solution is very popular as far as certain fault models are considered 
(e.g., commercial tools exist that support the evaluation of permanent 
faults like the stuck-at or the delay one [9]). Conversely, there is limited 
support for fault models that represent radiation-induced faults; there-
fore, designers have to rely on prototypical tools either built in-house or 
provided by universities.
The model of the target system is enriched with special data types or •	
with special components that are in charge of supporting fault injection. 
This approach is quite popular since it offers a simple solution to imple-
ment fault injection that requires limited implementation efforts, and 
several tools are available related to adopting it [10-13].
Both the simulation tool and the target system are left unchanged, •	
while fault injection is performed by means of simulation commands. 
Nowadays, it is quite common to find, within the instruction set of 
simulators, commands for forcing desired values within the model 
[14]. By exploiting this feature it is possible to support a wide range 
of fault models.

15.3.1 A n Example of Fault Injection Using System-Level Simulation

This section describes the Fault Injection Using Virtual Platforms (FI-VP) tool 
developed at Politecnico di Torino for performing the injection of bitflips in tar-
get systems described at the system abstraction level. The purpose of the tool is 
to perform dependability analysis at that step of the design flow where the system 
architecture has been established, potentially exploiting the application software the 
system will run, but a prototype of the system is not available yet. The system is 
modeled as a structure of interconnected components that can be described accord-
ing to different styles. They can be instruction set simulators for processor cores; 
behavioral/structural models of standard components like memories, network cards, 
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392	 Radiation Effects in Semiconductors

and processor bridges; and user-defined behavioral/structural models of custom 
hardware. Virtutech’s Simics [15] is used for performing system simulation.

Figure 15.2 depicts how the generic structure of a fault injection system has been 
customized while implementing the FI-VP tool. A custom program coded in C lan-
guage implements the fault injector and the system monitor, while workload genera-
tor and target system are modeled and executed using Virtutech’s Simics. The data 
collector and analyzer is a user-provided C function called by the FI-VP core at the 
end of each fault-injection experiment to implement fault effect classification.

For each injection experiment the fault injector generates a command script file 
that tells Simics at which time the fault has to be injected and how to perform fault 
injection (the commands Simics offers run/stop the model and to alter the content 
of any simulation object are used for this purpose). The outputs of the target system 
are collected (through Simics commands) and are stored in a trace log file, which is 
processed at the end of the simulation by the data collector and analyzer.

We adopted such architecture as any target system has its own peculiarity, and 
it is up to the user to define which outputs and which status information have to be 
collected and used for fault effect classification. When preparing the fault-injection 
campaign, the user is thus asked to provide a C function, which is linked to the FI-VP 
core, to process the trace log generated by each fault injection. For implementing data 
analysis, before starting the fault-injection campaign, the fault-free system is executed 
once, collecting the reference trace log to be used during fault effect classification. 
The main benefit of the architecture lies in its generality. Any model can undergo 

Target System

Trace
Log

Command
Script

Fault
Injector

FI-VP Core

Virtutech’s Simics

Injection
Manager

Workload
Generator

System
Monitor

Data Collector
and Analyzer

Figure 15.2  Architecture of the FI-VP tool.
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fault injection, reusing most of the FI-VP architecture as is, with the exception of the 
data collector and analyzer module, which has be provided by the user.

The FI-VP was used to perform fault injection in a target system composed of 
one PowerPC440GP and 128 Mbytes of RAM. The target system runs a Linux 2.6 
operating system and an application that performs 10,000 times the product of two 
10 × 10 matrices. When injecting 10,000 faults in the processor program counter, we 
recorded the following fault effects.

32.94% of injected faults do not affect the system behavior. The workload •	
produces the expected results.
26.18% of the injected faults corrupt the matrix multiplication application, •	
which produces results different from the expected one.
10.20% of the injected faults lead to a CPU trap, indicating that the error •	
triggered an error detection mechanism the PowerPC embeds.
30.59% of the injected faults corrupt lead to operating system crash.•	

15.3.2 �A n Example of Fault Injection Using Register-
Transfer-Level Simulation

This section describes the Fault Injection Using VHDL (FI-VHDL) tool developed at 
Politecnico di Torino for performing injection of bitflips in target systems described 
at the register-transfer abstraction level. The purpose of the tool is to support design-
ers in developing dependable components to be implemented as application-specific 
integrated circuits (ASICs) of FPGAs. The system is modeled as a structure of inter-
connected modules described using the VHDL language either at the behavioral, data 
flow, or structural representation domain. Target system simulation is implemented 
using the Mentor Graphics Modelsim tool [16]. The architecture of FI-VHDL is the 
same as FI-VP, while Simics is replaced with Modelsim.

In the case of register-transfer-level simulations, injection campaigns may require 
huge amounts of time (many hours or days) for their execution, depending on the 
complexity of the model of the target system, the efficiency of the VHDL simulator 
adopted, of the workstation used for running the experiments, as well as the number 
of faults that have to be injected. To overcome this limitation, we presented in [14] a 
technique aimed at minimizing the time spent for running fault injection. The tech-
nique encompasses three steps:

	 1.	Golden run execution: the target system is simulated without injecting any 
fault and a trace log file is produced, gathering information on the target 
system behavior and on the state of the simulator.

	 2.	Static fault analysis: given an initial list of faults that must be injected, 
by exploiting the information gathered during the golden run execution we 
identify those faults whose effects on the target system can be determined a 
priori and remove them from the fault list. Since the injection of each fault 
encompasses the simulation of the target system, by reducing the number 
of faults that we need to inject we are able to reduce the time needed for the 
whole experiment.
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394	 Radiation Effects in Semiconductors

	 3.	Dynamic fault analysis: during the injection of each fault, the state of the 
target system is periodically compared with the golden run at the corre-
spondent time instant. The simulation is stopped as soon as the effect of 
the fault on the target system becomes known (e.g., the fault triggered some 
detection mechanisms, disappeared from the target system, or manifested 
itself as a failure). Although the operations needed for comparing the state 
of the target system with that of the golden run come at a nonnegligible cost, 
the benefits they produce on the time for running the whole experiment are 
significant. In general, a fault is likely to manifest itself (or to disappear) a 
few instants after its injection. As a result, by monitoring the evolution of 
the fault for a few simulation cycles after its injection, we may be able to 
stop the simulation execution in advance with respect of the completion of 
the workload. We can thus save a significant amount of time. Similarly, in 
case the fault is still latent until a few simulation cycles after its injection, 
it is likely to remain latent, or manifest itself, until the completion of the 
workload. In this case, the state of the target system and that of the golden 
run are no longer compared, thus saving execution time until the end of the 
injection experiment.

15.3.3 F inal Remarks on Simulation-Based Fault Injection

Simulation-based fault injection is a powerful technique that we expect to appear 
in the next years as an additional feature of simulation tools, as we anticipate that 
dependability evaluation will become a primary design issue. In particular, we 
expect that simulation-based fault injection will be used to debug and validate the 
fault detection and correction embedded in future designs target DSM technology.

As simulation is a slow process and the complexity of designs is ever grow-
ing, we expect that simulation-based fault injection will be mainly used for inject-
ing a small set of carefully selected faults for outlining possible design bugs. The 
adoption of a top-down design flow, based on exploiting system-level simulation for 
analyzing complex infrastructures, and demanding to lower level simulations the 
analysis of detailed models of infrastructure components, can alleviate the simula-
tion speed problem.

However, when very complex workloads and huge amounts of faults have to be 
injected we will reach the limit of the capability of simulation-based fault injection. 
Simulation time will be unfeasible, even in the case of very abstract system mod-
els, and alternative solutions to speed up injection campaigns will be needed. The 
next section presents the concept of emulation-based fault injection, along with an 
example that is an effective solution to the simulation speed problem.

15.4 Em ulation-Based Fault Injection

As the complexity of target systems is ever growing, and so is the execution time 
needed for running simulation-based fault-injection campaigns, several researchers 
proposed to boost performance by running the target system in hardware instead of 
using simulation tools. For this purpose FPGAs are used to implement a prototype of 
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the target system so that workload evaluation is done using actual hardware [17-19]. 
The conceptual architecture of an emulation-based fault-injection system is outlined 
in Figure 15.3.

A host computer runs the software modules implementing the fault-injection 
system, while an FPGA-equipped board emulates the target system. The idea is 
potentially very effective as the speed ratio between the simulation of a model of 
the target system and hardware emulation of the same model can be several orders 
of magnitude.

According to the conceptual architecture of Figure 15.3, input stimuli, the col-
lected data, and the operations needed to implement fault injection have to travel 
from the host computer to the FPGA-equipped board (and vice versa). As a result, 
the communication link between these two components becomes the bottleneck, 
which may limit the actual performance improvement.

As far as the operations needed for fault injection are considered, two options 
have been proposed so far:

Insert into the target system features to support the inoculation of the •	
fault model of concern. For example, the approach presented in [17] 
replaces every memory element of the device with a special cell that 
offers fault-injection capabilities. Thanks to this approach every FPGA 
model can be used for target system emulation, but modifications to it 
have to be inserted. As a result, this approach is applicable only when 
the model of the target system is accessible and modifiable, while it can-
not be exploited when the model includes encoded intellectual property 
(IP) cores. Moreover, issues can be raised on the intrusiveness of the 
method: as the model of the target system that undergoes fault-injection 

FPGA-Equipped Board

Fault
Injector

Fault Injection System

Host Computer

Injection
Manager

Workload
Generator

System
Monitor

Target System

Data Collector
and Analyzer

Figure 15.3  Conceptual architecture of an emulation-based fault-injection system.
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396	 Radiation Effects in Semiconductors

is different from that of the system that will be deployed in the applica-
tion, efforts have to be spent in validating the representativeness of the 
attained observations.
Adopt the features of the FPGA device used to emulate the target system. •	
Approaches like [18,19] exploit the reconfiguration capabilities of Xilinx 
FPGA for inoculating different types of faults. The main benefit of this 
approach lies in the capability of performing fault injection without altering 
the structure of the target system; therefore, it is possible to inject faults also 
in models that embed encoded IP cores, and the representativeness of the 
achieved result is less questionable, as no modifications to the model of the 
target system are required.

As far as the communication link bottleneck is considered, two solutions have 
been analyzed:

Adopt a high-speed communication bus, like USB 2.0 or PCI, to maxi-•	
mize the transfer rate between the host computer and the FPGA-equipped 
board. This solution is preferable when commercial off-the-shelf boards 
are used for implementing the FPGA-equipped board. The architecture 
remains the same as in Figure 15.3, and the FPGA is used for emulating 
the target system only.
Move the workload generator, system monitor, and data collector and ana-•	
lyzer to the FPGA-equipped board by exploiting a custom-designed board. 
Thanks to this approach, which is typically more expensive than the pre-
vious one as it may require the design of custom equipment, it is possible 
to optimize the communication link used to deliver input stimuli and to 
collect output data from the target system. To improve further the perfor-
mance, the fault injector is normally moved to the FPGA-equipped board, 
thus leaving to the host computer only the supervising task implemented by 
the injection manager.

15.4.1 A n Example of Emulation-Based Fault Injection

As an example of emulation-based fault injection we present FT-UNSHADES [19]. 
The tool was developed at the School of Engineering of the University of Seville 
with the support of the European Space Agency to perform the analysis of the effects 
of single bitflips in designs intended for space applications.

The tool supports the emulation of target systems modeled as IP cores; hence lim-
ited knowledge of the internal structure of the target system is needed for running 
injection campaigns. Moreover, no modifications are needed to the target system to 
support fault inoculation; thus, FT-UNSHADES can be credited with providing accu-
rate analysis on the faulty behavior of the actual system when deployed in the field.

FT-UNSHADES implements the conceptual architecture of emulation-based 
fault injection, as depicted in Figure 15.4.

An ad hoc FPGA-equipped board is exploited where an FPGA device (Xilinx 
Virtex 8000 device) implements three functionalities:
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	 1.	A RAM interface circuit to access the I/O RAM chips located outside the 
FPGA. These chips store the workload to be used during injections and the 
responses of the injection experiment.

	 2.	An instance of the target system that will be subject to bitflip fault inocula-
tion, the so-called faulty target system.

	 3.	An instance of the target system that will not be affected by faults, the so-
called fault-free target system.

The board also features I/O chips for workload and output data storage, and a 
USB chip to communicate with the host computer.

By moving the workload generator close to the device used for target system emu-
lation, the designers of FT-UNSAHDES minimized the volume of data that has to be 
exchanged with the host computer during testing. As a result, the injection speed no 
longer depends on the throughput of the interface between the host computer and the 
FPGA-equipped board, but only on the much faster on-board bus between the I/O 
RAM and the FPGA device.

Moreover, the adoption of two instances of the target system simplifies the system 
monitor and data collection functions. The same input stimuli are processed by the 
faulty and fault-free target systems at the same time; therefore, the system monitor 
can be implemented by comparing the output signals produced by the two instances, 
looking for mismatches. Data collection is triggered only in case a mismatch is 
detected, and upon such an event the injection experiment is stopped. As a result, the 
amount of output data to be sent to the host computer for each experiment is mini-
mized: it is a status indicating either no mismatches or that a mismatch occurred.

The host computer implements the fault injector, injection manager, and data ana-
lyzer functions. Among them, the most interesting is the fault injector, which per-
forms the inoculation of single bitflips in the faulty target system.

FPGA-Equipped Board

USB
Interface FPGA Device

RAM
Interface

Input/
Output
RAM

Fault
Injector

Host Computer

Injection
Manager

Workload generator, system monitor, data collector

Faulty Target System

Fault-Free Target System

Data
Analyzer

Figure 15.4  Architecture of FT-UNSHADES.
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398	 Radiation Effects in Semiconductors

Fault inoculation is obtained by exploiting the partial reconfiguration feature of 
the Xilinx FPGA device used for emulating the target system. Using such a feature, 
the FT-UNSHADES software operates according to the following algorithms:

	 1.	Activate workload generator until the injection time Ti is reached.
	 2.	Read from the FPGA device the value v of the flip-flop ff to be affected by 

bitflip.
	 3.	 If v = 0, perform a partial reconfiguration of the FPGA to assert the set 

control signal of ff and proceed to 5.
	 4.	 If v=1, perform a partial reconfiguration of the FPGA to assert the reset 

control signal of ff.
	 5.	Reactivate the workload generator until the workload is completed, or a 

mismatch indication is received.

Thanks to this approach, and exploiting the one-hot behavior of the flip-flip reset/
set control signals, one partial configuration operation is needed for each fault in the 
fault list. The amount of data that have to be exchanged between the host computer 
and the FPGA-equipped board thus account for two configuration frames (few hun-
dreds of 32-bit words). As a result, thanks to the speed of the USB interface, and the 
limited amount of data that have to be exchanged, injection speed is not bounded by 
the host computer/FPGA-equipped board interface.

Thanks to its custom design, FT-UNSHADES can reach notable fault injection 
speed. As an example, the injection of faults in a design with 796 flip-flops activated 
by a workload encompassing 200,000 clock cycles takes 0.13 seconds on the average 
for each fault.

15.4.2 F inal Remarks on Emulation-Based Fault Injection

Emulation-based fault injection is an effective solution to the problem of assessing 
the dependability of complex designs when very large fault lists and extensive sets of 
input stimuli have to be considered. To achieve such a goal, the following conditions 
have to be met:

	 1.	A suitable emulation-based fault injection system must be available that is 
capable of hosting the system under test and able to provide efficient com-
munications mechanisms to achieve high throughputs. To optimize perfor-
mance, ad hoc hardware is likely to be needed.

	 2.	For emulation purposes the model of the system under test should be suit-
able for being implemented using FPGA devices. This requirement imposes 
some limitations on the style the designers have to use to code the model 
and is likely to be enforced only when many of the design decisions have 
been taken. As a result, emulation-based fault injection is likely to be used 
only in the late phase of the design flow, when the detailed model of the 
system is available.
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15.5 S oftware-Based Fault Injection

Virtually any electronic system today embeds processor cores running application 
software, and the systems used in critical applications follow the same trend. During 
the early phases of the design flow, models of the processor cores can be used for run-
ning simulation- or emulation-based fault injection. Later in the design flow, when a 
system prototype is available, different approaches are in general required. Indeed, 
when the prototype is built using ad hoc manufactured ASICs and discrete processor 
chips, different techniques from those based on the features of simulator tools and 
FPGA devices are needed. In the following we will focus on processor chips only, 
letting the reader refer to other sources (e.g., [20]) for an overview of techniques that 
can be used for inoculated faults in ASICs.

The concept of software-based fault injection consists of enriching the application 
software the processor runs with a routine—the injection routine—whose purpose is 
to implement fault inoculation. The injection routine is never used during the normal 
operations of the system, as it does nothing useful for the system user. The injection 
routine is activated only when the fault under investigation has to be inoculated, and 
its execution is stopped as soon as the injection is performed.

In the past years several techniques have been proposed to put in practice soft-
ware-implemented fault injection. All of them use similar injection routines that, 
when activated, can modify any of the user-accessible resources. As fault inoculation 
takes place by means of software, it can affect only those parts of the system that 
can be reached using the processor instruction set and that are hence visible to the 
programmer. As an example, in case we are interested in inoculating bitflips in a pro-
cessor, software-implemented fault injection allows reaching all the registers of the 
instruction set architecture (e.g., general and special purpose registers, control, and 
status registers), as well as all the memory addresses the processor is able to reach. 
Conversely, those registers that are embedded in the processor but that are invisible 
to the programmer (e.g., the boundary registers in the processor pipeline) cannot be 
attacked by injection, as instructions are not available to alter their contents.

The techniques developed so far differ in the method used for triggering the injec-
tion routine. The following methods have been proposed:

	 1.	 In case the processor runs an operating system, the services the operating 
system provides are used to trigger the injection routine. As an example, 
FERRARI [21] exploits the ptrace() system call of the Unix/Linux operat-
ing system to break the execution of the application whose behavior has to 
be studied in the presence of faults. Other approaches implement injection 
routine triggering by means of ad hoc developed device drivers [22].

	 2.	 In case the processor does not run an operating system, or in case modifica-
tions to the application software are not possible, the activation of the injec-
tion routine can be implemented using an interrupt request. According to this 
technique, the injection routine is set to be the handler of an interrupt not used 
by the system so that injection takes place when the corresponding interrupt 
is triggered. The Xception tool [23] exploits processor self-generated interrupt 
(e.g., software traps) to perform injection when one of the following events is 
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400	 Radiation Effects in Semiconductors

detected: instruction fetch from a specific address, operand load/store at a spe-
cific address, a specific time is reached, a combination of the aforementioned 
events. In [24] the authors suggest activating the injection routine through 
the processor self-generate debug trap; moreover, they suggest exploiting the 
Background Debug Mode (BDM) Motorola processors have to avoid perfor-
mance reduction. Conversely, the FISB [25] exploits a programmable board 
that monitors the processor bus and triggers the interrupt request to which the 
injection routine is attached. The board can be instructed to trigger injection 
when one of the following events is detected: a certain number of instructions 
fetch is reached, or a specific address is accessed.

15.5.1 A n Example of Software-Implemented Fault Injection

In this section we present the software-implemented fault-injection system intro-
duced in [25], which makes use of the custom-developed fault-injection support 
board (FISB) to perform the injection of bitflip in a processor-based system.

The purpose of the system shown in Figure 15.5 is to allow fault injection in a 
processor-based system, minimizing the time overhead. The CPU-equipped board 
that implements the system under investigation is enriched with an ad hoc board 
(i.e., FISB) whose purpose is to implement system monitor, fault injector, and data 
collector functionalities, while the other components of the fault injection system are 
implemented in software and run by a host computer.

FISB is composed of an FPGA and 256 k-words, each 7 bytes wide. It is con-
nected to the processor bus to monitor the processor behavior during application 

RAMCPU

CPU-Equipped Board

Inject
Interrupt Fault

Injector

Fault Injection System

Host Computer

Fault Injection Support Board

Injection
Manager

Workload
Generator

System
Monitor

Data
Collector

Data
Analyzer

Figure 15.5  Architecture of FISB.
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software execution, and it is seen by the processor as a memory mapped device. 
During its operation, FISB collects the following information:

	 1.	The number of instructions the processor fetched from the memory until 
the application started.

	 2.	The address and the value read/written from/to the memory by the 
application.

The fault injection manager can program FISB to trigger the inject interrupt as 
soon as a desired number of instructions has been executed so that the associated 
injection routine is activated and fault injection can take place.

A typical fault injection run encompasses the following operations:

	 1.	The fault injection manager programs FISB with the desired injection time 
Ti, and the desired fault injection mask M, which tells which register/mem-
ory address has to be corrupted during injection and which bit of the regis-
ter/memory address has to be altered by a bitflip.

	 2.	The fault injection manager activates the workload generator so that the 
application software run by the CPU-equipped board is executed.

	 3.	At injection time Ti, after the execution of the desired number of instruc-
tions, FISB issues the inject interrupt request so that the injection routine is 
executed.

	 4.	The injection routine accesses FISB to read the injection mask M and inoc-
ulates the bitflip accordingly.

	 5.	The execution of the application software continues, and the system mon-
itor module that FISB implements observes the behavior of the system 
under investigation, while the data collector gathers useful data to define 
the fault effect.

	 6.	At application software completion, the collected data are analyzed, and the 
fault effect is classified.

The main advantage of using FISB lies in the possibility of running the applica-
tion software at nominal speed, without any performance degradation. Indeed, FISB 
works in parallel with the system under investigation, and it interacts with it only 
when it is time for the injection routine to be activated (via the inject interrupt). As a 
result, real-time systems can be analyzed as the fault injection system has minimal 
impact on the system timing.

15.5.2 F inal Remarks on Software-Implemented Fault Injection

Software-implemented fault injection is an effective technique to inoculate faults in 
processors running application software, and several tools are available for support-
ing such a technique. However, the following limitations have to be noted:

	 1.	When compared with simulation- and emulation-based techniques, soft-
ware-implemented fault injection results are less versatile in terms of fault 
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models and fault-injection location. Being based on a software code running 
on a physical device, certain faults cannot be inoculated (e.g., delay faults). 
Moreover, only user-accessible resources can be the target of injection, 
while other hidden resources cannot be attacked. The latter can become an 
issue when very complex processors are exploited, where many resources 
remain hidden. Indeed, if we consider modern high-speed processors that 
can find their way in critical applications demanding very high computing 
resources, we can see that they include a lot of resources for implementing 
advanced features like speculative execution and deep pipelines, which are 
not accessible through the instruction set. Therefore, software-implemented 
fault injection can hardly be used for assessing the impact of faults in such 
resources.

	 2.	Software-implemented fault injection requires the modification of the sys-
tem software to insert the injection routine, which has to be triggered when 
needed. The size of the injection routine is normally negligible, and thus it 
does not introduce a significant memory occupation overhead. Conversely, 
the technique used to trigger injection may impact heavily on the system 
performance, in particular when special operational modes of the processor 
are used (e.g., the debug mode), or very computational-intensive features of 
the operating system are used (e.g., ptrace). In case an interrupt line is used, 
it must be available.

15.6 C onclusions

Dependability evaluation is a problem that can find solutions in fault injection, which 
may have many different implementations. None of them can be considered as the 
ultimate solution to the dependability evaluation problem, as each of them has its own 
benefits and its own limitations. However, all of them can be put to work together 
so that designers can positively exploit their benefits. In an ideal design flow, fault 
injection should be used extensively since the initial design phases, from the system 
conception down to its prototypical implementation:

	 1.	Simulation-based fault injection should be used to assist designers in debug-
ging the error detection and correction mechanisms the system under inves-
tigation embeds. In this way bugs will be identified as soon as possible, and 
important parameters such as system performance in the presence of faults 
can be evaluated at a time in the design flow where modifications have a low 
impact on the time to market, as they entail low development costs.

	 2.	Emulation-based fault injection should be used when the system model has 
been consolidated, to perform exhaustive validation of the error detection 
and correction mechanisms the system embeds. Such a validation is manda-
tory to avoid producing incorrect systems that will require very expensive 
design respins. As the number of faults is likely to be several orders of 
magnitude higher than those considered for design debug, emulation-based 
fault injection is likely to be the only possibility to keep the injection time 
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acceptable. In case the system is processor based, software-implemented 
fault injection should be used as well to complete the validation of the sys-
tem under investigation before committing it to production.
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