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ix

Foreword

The problems of thermal-hydraulic stability are found to occur in almost all 
areas of engineering where transfer of heat by moving gas, steam–liquid, and 
liquid–metal fluids takes place. This is of particular importance for  thermal and 
nuclear power plants, space technology, chemical and petroleum  industries, 
radio and electronic and computer cooling systems, to mention but a few.

This book represents an attempt to generalize experimental and predictive 
results of investigations that dealt with various types of thermal-hydraulic 
flow instabilities in components of power equipment of thermal and nuclear 
installations reported elsewhere in the world. It also seeks to make the reader 
familiar with the state of the art in the field.

The book includes material that, until recently, has not been reflected in 
monographs and education literature. Since 1960, over a thousand papers 
have been published on flow stability in equipment components in various 
branches of engineering. The authors gave up on the idea of a systematic 
overview of all of them; rather, they used individual examples illustrating 
sufficiently common regularities in flow instability investigations.

Though the range of problems and types of thermal-hydraulic  instabilities 
is rather wide, a general approach has been applied. It largely concerns 
 qualitative consideration of a phenomenon and determination of the 
 influence of various factors based on the analysis of the physical  mechanism 
of a  process. As far as possible, an attempt was made to combine an 
 illustrative manner of material presentation with a sufficient degree of 
 physical  correctness. We hope that such an approach will be instrumental in

refining the notion of mechanisms and major regularities of the ther-
mal-hydraulic flow instability, and understanding the unity and 
simplicity of the reasons determining the loss of stability

systematizing the available data on thermal-hydraulic instability and 
master predictive techniques for concrete types of  instabilities in 
real systems

selecting the appropriate method of experimental or predictive investi-
gation and planning the respective investigation

interpreting the results and verifying their extrapolation to full-scale 
systems

selecting the optimal ways and means for increasing flow stability of 
the newly designed systems

In our opinion, the book will be useful for students, practical engineers, 
designers, and researchers involved in designing and operating power 
equipment and investigating problems of thermal-hydraulic instability.
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xi

Introduction

It is customary to regard flow instability as a periodic or single change of 
thermal-hydraulic parameters in channels or circulating loops when a plant 
operates under steady-state conditions.

Thermal-hydraulic instability may impair thermal reliability of reactor 
core or other power equipment components. It has been shown in  numerous 
publications that a sudden decrease in flow rate can lead to superheating 
and burnout in a heated channel. Also, periodic oscillations may cause 
 failure of the channel wall or fuel element cladding because of the periodic 
 magnetite layer deterioration. Flow rate or pressure fluctuations may lead to 
low- frequency vibrations.

Various types of instabilities of two- and single-phase nonadiabatic 
 coolant flows have been intensively investigated in recent decades. First, 
these  investigations dealt with hydraulic schemes of steam boilers and 
steam generators with forced and natural coolant circulation. With the 
advent of nuclear power plants, especially those using boiling water  reactors 
and  coolant natural circulation, emphasis has been placed on flow  stability 
in  circulation loops of these plants. Cases of coolant flow instability at 
 supercritical pressure and at the two-phase flow condensation have been 
discovered and made the subject of research.

As a result of numerous experiments and predictions, different types of 
instabilities with regard to their mechanisms have been revealed. For some 
of them, analytical and numerical methods and correlations have been 
developed to determine the stability boundary and to establish the time-
dependent behavior of coolant parameters in the unstable region, as well as 
the effect of flow and design parameters’ variation on the stability  boundary. 
However, a variety of types of instabilities, sophistication of circulation loops 
and designs of reactor core process channels, higher heat fluxes and  possible 
superposition, and interaction between different instabilities frequently 
complicate not only quantitative but also qualitative analysis. It should be 
noted that the phenomenon in question has not been studied in detail yet. 
Higher heat fluxes and new circulation schemes may result in unknown 
types of coolant flow instabilities or in a combination of conventional types 
of instabilities.

Modern theoretical investigations of coolant flow instabilities employ 
 various methods [1–9] based on the study of unsteady-differential or integro-
differential partial equations, together with respective boundary and initial 
conditions. With reference to differential equation studies, two directions 
are followed.

The first one, aimed at the determination of flow stability boundary and 
the effect of various parameters, involves a study of behavior of a complete 
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xii Introduction

set of problem solutions with no search for exact or approximate solution. 
To this end, the direct Lyapunov’s method and frequency response methods 
are used. With reference to real plants and vivid presentation of  information 
of the effect of parameters on flow stability, a distributed parameters model 
requires substantial simplification and a multiplicity of assumptions. 
Though quantitatively satisfactory with regard to determination of flow 
 stability regions, the methods require experimental verification. That is why 
they are usually used for qualitative determination of the effect of separate 
parameters on the stability boundary.

The second direction of investigations, which permits quantifying self-
oscillating regimes more precisely, represents a study of system  parameters’ 
behavior in the instability region by direct numerical solution of the 
 nonlinear dynamic model. Numerous investigations [8–11] showed that, for 
a concrete system, this method yields a sufficiently reliable quantification 
of the  coolant flow instability region for low-frequency thermal processes, 
if there are adequate constitutive quasistatic correlations for heat transfer 
 coefficients, hydraulic resistance, steam quality, etc. The approach is also 
 advantageous for investigating the interaction of processes and  parameters 
in the  instability region. This makes it possible to conduct a numerical 
 experiment and “watch” time variation of different distributed parameters, 
including those difficult to determine experimentally. The numerical  solution 
of the distributed parameter model helps in establishing specific features 
of physical mechanisms and some regularities in the influence of design 
and flow parameters on the stability boundary. In some cases, a nomogram 
[12] or an algebraic dependence [13] can be developed for an approximate 
 determination of the stability boundary.

The orientation toward numerical methods only is not optimal for the flow 
stability studies. A more efficient approach supposes the use of analytical 
techniques or a nomogram, given in, say, Lokshin, Peterson, and Shvarts 
[12], for an approximate evaluation of the instability region and finding ways 
of optimal improvement of the system stability. Additionally, experimental 
investigations and numerical solution of a distributed parameter model are 
required for the quantitative refinement of the flow stability boundary.

These methods are described in sufficient detail in monographs and 
papers aimed at mathematically well-equipped researchers and designers.

However, a practicing engineer needs a simple method requiring no  special 
mathematical knowledge and permitting qualitative evaluation of the effect 
of design and flow parameters, taken separately or as a whole, on the flow 
stability boundary. This would be instrumental in selecting optimal diagram 
and design solutions promoting flow stability in the system and compo-
nents. It is exactly the way that was used to apply the minimum of math-
ematics to present the material on flow instability in heat exchange  systems 
in nuclear and thermal power plants. Qualitative analysis of the effect of 
parameters on the stability boundary is based on detailed  consideration of 
the  physical mechanism of various types of instabilities, taking into account 
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xiiiIntroduction

complex interaction of parameters of a concrete heat exchanger. For example, 
 throttling of the reactor core channels with natural circulation promotes 
flow stability and at the same time decreases the loop flow rate, which in 
turn substantially undermines throttling efficiency, etc.

Much attention is given to the analysis of conditions that are the cause of 
instability in nuclear reactors and power equipment.

The presented qualitative analysis of flow instability, especially the inte-
grated, comprehensive consideration of the effect of interrelated  parameters 
in a circulation loop, is used for specifying requirements to  simulation of 
thermal-hydraulic flow instability, interpretation of  experimental data, and 
validation of the appropriateness of experimental data extrapolation to real 
power plants.

Such approach may be useful for designers for the early identification of 
the type of instability and selection of the required degree of mathematical 
model specification.

As for the flow instability under diabatic conditions, mostly thermal-
hydraulic processes in a channel or loop are taken into account. The effect 
of such feedback as neutron kinetics, operation of automatic control  systems, 
various circulation promoters, disturbances due to natural oscillations of 
loop components, etc. is not considered here as being dependent on  specific 
features of concrete power plants, while the possible effect of such  processes 
on flow stability is shown in detail in references 1, 3, 5, and 6. Also, no  analysis 
has been made of thermal-hydraulic instability of loop  circulation for 
 complex geometries because it is sufficiently treated in Mitenkov, Motorov, 
and Motorova [5].

It should also be mentioned that the treatment of thermal-hydraulic 
 instability covers macroinstability only, as it determines changes of  coolant 
integral parameters in the entire channel or loop. The local thermal- 
hydraulic instability governed by the local thermal free convection, by 
Taylor and Helmholtz instability initiated at the interphase boundary, etc., is 
not  analyzed individually, and is mentioned only when its effect on system 
macroinstability is considered.

To increase the efficiency of qualitative analysis, a well-justified clas-
sification of known types of thermal-hydraulic instability and typical 
boundary conditions is of importance. In this case, classification should be 
reasonably general and boundary conditions sufficiently universal. Excessive 
 detalization some subtypes of instability is, as a rule, a result of the influ-
ence of individual constructional peculiarities of a hydraulic system, or of 
the complex interaction of interrelated parameters of a loop, which lead to a 
change in boundary conditions. These factors can be easily  analyzed within 
the framework of a more general classification of instability types and 
boundary conditions, while the increased number of instability  subtypes 
considerably complicates qualitative analysis.

Particular attention has been paid to oscillatory (low-frequency and 
 thermal-acoustic) and static thermal-hydraulic coolant flow instability. 
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xiv Introduction

To  this end, the physical mechanism of instability has been considered in 
detail, especially its peculiarities at low and high exit qualities. Also, the 
effect of change of design and flow parameters on the flow stability  boundary 
has been shown.

Wide application of two-phase flows in nuclear and thermal power plant 
heat exchangers leads to the appearance of numerous types of instability 
caused by different mechanisms. Here, deaerators, separator-superheaters, 
bubblers, etc. may be mentioned.

When such types of two-phase flow instabilities are analyzed, their 
 physical nature and possibility of occurrence in modern designs of nuclear 
and thermal power plants are considered briefly.
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xv

Nomenclature

A: Cross-sectional area, m2

A: Amplitude, %
A: Work performed by a bubble during the oscillation cycle 

(Equation 6.1)

A: = 
∂∆
∂

− ∂
∂

P
G

P
G

p c
0 0, Equation (5.5)

A: = ρG/ρsh

a: Acoustic speed, m/s
ap, av: Complex amplitude of the bubble pressure and of the bubble 

volume oscillations, respectively
cp: Specific heat under constant pressure, J/(kg·K)
C: Coefficient in Equation (3.5), derived from Figure 3.2
c: Constant in Equation (5.35)
Dh, dh: Hydraulic diameter, m
D: Stability criterion in Equation (3.8)
D: Heated medium flow rate, kg/s (Section 5.3.4)
D, d: Max and min screw diameters, m (Section 8.1)
E: Acoustic energy flux per bubble unit surface
FG: Bubble surface, m2

G: Flow rate, heating medium flow rate (Section 5.3.4), kg/s
Gby: Bypass flow rate, kg/s
g: Gravitational acceleration, m/s
H: Length, height, m
h: Step in a screw pump, m
hm: Mass transfer coefficient in Equation (6.4)
ΔHec, ΔGin: Amplitude of oscillations at the economizer section boundary 

and of the inlet flow rate, respectively
i: Enthalpy, J/kg
iLG: Latent evaporation heat, J/kg
ic: Enthalpy at the onset of pseudoboiling under supercritical 

pressure (Equation 3.16)
I, T: Heating medium enthalpy and temperature in case of convec-

tive heating, J/kg, °C (Section 5.3.4)
i, t: Heated medium enthalpy and temperature in case of convec-

tive heating, J/kg, °C (Section 5.3.4)
Im [ ]: Complex number imaginary part
j: = −1
K, Π: Stability criteria, formulas (1.18) and (1.29), (3.14) and (3.15), 

respectively

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
58

 0
8 

M
ar

ch
 2

01
6 



xvi Nomenclature

K: = ∆ ρP W0.5in t L.
2, inlet throttling

K: = Gby/GC, bypass factor
K: =|ΔGc1/ΔGc2|, ratio of flow rate deviations in stable and 

 unstable channels, Equation (5.13)
Kp: Correction factor for pressure (Figure 3.1)
KK: Number of the bubble oscillation mode (harmonic) (Section 6.1.1)
M, m: Steam, liquid mass, kg
N: Power, MW
Np: Number of economizer section decomposition parts
n: Relative neutron flux (= n/n0)
n: Number of channels, of pump revolutions
P: Pressure, MPA
ΔP: Pressure drop, MPA
ΔP1, ΔP2: Friction pressure drop in the liquid and in the two-phase 

 section, respectively, MPA
Po, Poo: Pressure at the channel inlet and exit, respectively, MPA
ΔPL,t, ΔPG,t: Local resistance pressure drops across the economizer and 

 evaporating/superheating sections, respectively (Equation 1.30), 
MPA

ΔPp(G): Pump head characteristic, MPA
ΔPf: Friction pressure drop, Equation (7.1), MPA
Peav: Pressure at the beginning of cavitation, MPA
Pcr: Pressure at which the pump head starts decreasing during 

cavitation, MPA
Pbr: Pressure at which a sharp head drop occurs, MPa
P1: Condensate pressure in the line to deaerator, MPA
P2r: Condensate pressure at the deaerator inlet, MPA
P2: Steam pressure at the deaerator condensate inlet, MPA
q: Heat flux density, MW/m2

Q: Heat transferred in convective heating (Section 5.3.4)
Q1, Q2: Fluid volumetric flow rate in the feed and discharge pipelines, 

respectively, m3/s (Section 8.1)
Re [ ]: Complex number real component
s: Characteristic equation root
SGΔP: Reciprocal spectral density of noise powers
SGG: Self spectral power density
T: Temperature, °C
ΔTin, ΔTsub: Inlet subcooling, °C (= Ts – Tin)
ΔT, Δt: Minimal temperature difference between the heating and 

heated media in the superheating and economizer/ evaporating 
sections’ ballast zone, respectively, °C (Section 5.3.4)

Tc: Coolant average temperature in the channel, °C
Tup: Coolant temperature in the upper chamber, °C
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xviiNomenclature

t: Time, s
u: Screw-centrifugal pump leading edges peripheral velocity
V: Volume, m3

W: Velocity, m/s
(ρW)o, p: Boundary mass velocity in a horizontal channel, kg/m2·s 

[= (ρW)0·KP, Equation (3.2)]
(ρW)0: Boundary mass velocity in a horizontal channel at fixed pres-

sure, kg/m2·s, Figure 3.1
(ρW)G

bou: Steam boundary mass velocity during bubbling, kg/m2·s
X: Mass steam quality
õ: Parameter relative value (= X/0)
z: Distance, m
Π: Perimeter, m
Π(s): Characteristic equation, transfer function

Greek Symbols

α: Steam void fraction
β: Screw leading edges angle of inclination
β: Volumetric expansion coefficient
γ: Angle of flow incidence in the screw-centrifugal pump
δ: Parameter deviation
�δδπ: Laplace transform of parameter π
Δ: Difference in parameter values
ξ: Hydraulic resistance coefficient
θ: Particle residence time, s
λ: Thermal conductivity, W/(m⋅k)
v: Kinematic viscosity, m2/s
v: Oscillations’ frequency
ρ: Density, kg/m3

ρ′, ρ″: Densities of liquid and steam on the saturation line, respectively, 
kg/m3

τ, τcyc: Oscillation cycle, s
τw: Friction shear stress
τ: Flow coefficient for a pump, Section 8.1
ϕ, φ: Oscillation phase shift
ψ: Two-phase flow inhomogeneity correction factor
ω: Circular frequency, rad/s
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xviii Nomenclature

Indexes

L, G: Liquid and steam (gas), respectively
in, e: Inlet and exit, respectively
C: Channel
Σ: Accumulative value
st, 0: Stationary value
l: Loop
ec: Economizer section
TP: Two-phase section
ev: Evaporating section
sh: Superheating section
d: Riser section
non: Nonheated section
hd: Header
up: Upper chamber
bn: Boundary value
s: Saturation
nom: Parameter value in the nominal operation mode
gr: Gravity
t: Plate, throttle
h: Horizontal
v: Vertical
el, con: Joule and convective heating, respectively
con: Condensate
cz: Instability boundary determined by the ballast zone, 

relationship (5.31)
IGS: A point in stream where steam generation starts
Beg: Initial value
ƒ: Forced movement
w: Wall
p: Pump
m: Maximum heat capacity zone at supercritical parameters
Bc: Steam that has passed through the bubbler
ev: Fresh steam
Gc: Steam condensing in jets
cr: Critical
M: Model installation
fs: Full-scale installation
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xixNomenclature

Dimensionless Quantities

Subcooling parameter: 
( )

=
ρ − ρ ∆

ρ
N

i
i

SUB
L G in

G LG

Equilibrium frequency parameter: 
( )

=
Π ρ − ρ

ρ ρ
N

q H
Ai W

10
( )pch eq

L G

LG G
.

3

Reynolds number: =
ν

Wd
Re h

Grashof number: =
β
λν

Gr
g qd

q
h
4

2

Grashof number: 
( )

=
β −

ν∆Gr
g T T d

t

c up h
3

2

Prandtl number: =
ρ ν
λ

C
Pr p L

Rayleigh number: Ra = Grq · Pr
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Chapter 1

Introduction to Real-Time Embedded

Systems

1.1 Embedded Systems Overview

Embedded systems are driving an information revolution with their per-
vasion in our everyday lives. These tiny, quick and smart systems can be
found everywhere, ranging from commercial electronics such as cell phones,
cameras, portable health monitoring systems, automobile controllers, robots,
smart security devices to critical infrastructure such as telecommunication
networks, electrical power grids, financial institutions, nuclear plants. The
increasingly complicated embedded systems require extensive design automa-
tion and optimization tools. Architectural-level synthesis with code generation
is an essential stage towards generating an embedded system satisfying strin-
gent requirements such as time, area, reliability, and power consumption, while
keeping the product cost low and development cycle short.

Recently, computing systems are everywhere. From high performance su-
percomputers to personal desktop computers, to mobile laptops, millions of
computing systems are manufactured every year. These systems are built for
general purposes. Surprisingly, more computing systems, about billions, are
built for different specific purposes. These computing systems are embedded
in some larger electronic device, performing certain routines of functions re-
peatedly. We call this computing system the embedded system.

Embedded systems include consumer electronics (digital cameras, calcula-
tors, and smart phones), home appliances (microwaves, blu-ray players, and
home security systems), office and business equipment (printers, scanners, and
cash registers), and automobiles (ABS, cruise control). Even though the em-
bedded systems may not have the same computational power as the general
purpose computers, they contribute a huge part in the modern world. In 2004,
a family may have two or three computers, while more than 300 embedded
systems exist in a normal family home.

With the advance of the technology, embedded systems with multiple
cores or VLIW-like architectures, such as multicore network processors, TI’s
TMS320C6x, Philips’ TriMedia, IBM cell processor, and IA64, etc., become
necessary to achieve the required high performance for the applications with

1



2 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

growing complexity. However, the computer-aided design capability of embed-
ded systems has become a severe bottleneck for productivity. The design of
parallel and heterogeneous embedded systems poses a host of technical chal-
lenges different from those faced by general-purpose computers because they
have much larger design space and are more constrained in terms of timing,
power, area, memory and other resources.

Common Characters. Embedded systems have several common char-
acteristics that distinguish such systems from other computing systems
[210, 212]:

• Single-functioned: An embedded system usually executes a specific pro-
gram repeatedly. For example, a pager is always a pager.

• Tightly constrained: All computing systems have constraints on design
metrics, but those on embedded systems can be especially tight. A design
metric is a measure of an implementation’s features, such as cost, size,
performance, and power. Embedded systems often must cost just a few
dollars, must be sized to fit on a single chip, must perform fast enough to
process data in real-time, and must consume minimum power to extend
battery life or prevent the necessity of a cooling fan.

• Reactive and real-time: Many embedded systems must continually react
to changes in the system’s environment and must compute certain re-
sults in real-time without delay. For example, a car’s cruise controller
continually monitors and reacts to speed and brake sensors. It must com-
pute acceleration and deceleration amounts repeatedly within a limited
time. A delayed computation could result in a failure to maintain control
of the car. Basically, there are two kinds of real-time: 1) Hard real-time.
There is an absolute deadline, beyond which the answer will be useless.
2) Soft real-time. The deadline missing is not catastrophic. The utility
of answer will degrade with time difference from deadline.

1.1.1 Processor Technology

Processors are the computation engine in the embedded system. Com-
pared to the processors in general purpose computing systems, the processors
in embedded systems are designed for a particular function, such as signal
processing. To implement the specific function, there are various approaches.

General-purpose processors — software To maximize the sale of the
processor chips, the designer usually makes the processor chip programmable,
so that more applications are suitable running on it. There are two key de-
signs in this kind of processor. First of all, they need to include a general
enough datapath, which is suitable for most of the applications. For this pur-
pose, the general-purpose processors often have a large number of registers
and multiple Arithmetic Logic Units (ALU). Second, program memory should
be implemented in the memory, because in the design period, the design does
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Introduction to Real-Time Embedded Systems 3

not know which kind of applications would run in the processor. However, in
embedded systems design, designers are more aware of how to program a spe-
cific function on general-purpose processors. They simply design the software
on the general-purpose processors.

Single-purpose processors — hardware
Since designing general-purpose processors requires enormous time and ef-

fort, a single-purpose processor is more suitable for embedded systems design.
Instead of designing a entire new single-purpose processor from designing a
custom digital circuit, designers prefer purchasing a pre-design single-purpose
processor and adapting requiring components, such as coprocessor, accelera-
tor, and peripheral. We refer to this portion of the embedded systems design
as the hardware portion.

Application-specific processors
An application-specific instruction-set processor (ASIP) is a more suitable

approach in the embedded systems design. The circuit and the components
in the ASIP are designed specially for the target application. Therefore, both
the performance and the efficiency are optimal. The designer can optimize
the processor for characteristics of the target application, such as embedded
controlling, image processing, or wireless communications.

1.1.2 Design Technology

Design technology lets us convert concepts of the design into a real-world
application. There are three main methods in design technology to improve
the efficiency of this conversion.

Compilation and synthesis
Describing an embedded system at a high level is more productive than

doing so at a low level. And compilation and synthesis can help designers in
automatically generating lower level implementation details from the abstract
functionality specified by the designer.

There are several different kinds of synthesis tools. The logic synthesis tool
can translate the Boolean expressions into a netlist. And the register-transfer
(RT) synthesis tool converts finite-state machines and register transfers to
an RT datapath and a controller of Boolean equations. Another behavioral
synthesis tool can transform a sequential program into a register. Above these,
the system synthesis can convert a system specification into a chip design
implementation.

Libraries and IP
Using existing libraries can also help designers in embedded systems de-

signs. Various levels of libraries, such as logic-level libraries, RT-level libraries,
and behavioral-level libraries provide layout designs in the forms of gates, RT
components, controllers, and peripherals. Rather than designing every de-
tail, designers can focus on building system architectures and optimizing, by
reusing components from existing libraries. We call the layouts that can be
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4 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

implemented as parts of an IC as cores. Intellectual properties (IP) from the
CAD industry provide a large number of cores to embedded systems designers.

Test and verification
The functionality of a system should be tested and verified before its final

version. The test and verification technology can prevent the time-consuming
debugging processes at the low level. Simulation is one of the most common
methods for test and verification. Like other techniques mentioned above,
simulations are various in three different levels, including the logic level, the
RT level, and the behavioral level.

1.1.3 Memory Technology

Memory is one of the fastest evolving technologies in embedded systems
over the recent decade. Following the Moore’s Law, the bit-capacity of mem-
ory doubles every 18 months. No matter how fast processors can run, there
is one unchanged fact that every embedded system needs memory to store
data. Furthermore, due to the rapid development of the processor, more and
more data are back and forth between the processor and the memory. The
bandwidth of the memory, that is the speed of memory, becomes the major
constraints impacting the system performance.

When building an embedded system, the designer should consider the over-
all performance of the memory design in the system. There are two key metrics
for memory performance: write ability and storage permanence. First of all, we
need to think about write ability. Writing in memory can be various in differ-
ent memory technologies. Some kinds of memories, for example RAM, require
special devices or techniques for writing. Otherwise, they cannot be written.
Meanwhile, the write processes in different memories may need dramatically
various writing time. In addition, the energy consumption is also different.

At the high end of the memory technology, we can select the memory that
the processor can write to simply in a short time. There are some kinds of
memories that can be accessed by setting address lines, or data bits, or control
lines appropriately. At the middle of the range of memory technology, some
slow written memory can be chosen. And at the low end are the types of
memory that require special equipment for writing.

Meanwhile, we also need to consider storage permanence. How long the
memory can hold the written bits in themselves can have a key impact on the
reliability of the system. In the aspect of storage permanence, there are two
kinds of memory technologies: nonvolatile and volatile. The major difference
is that the nonvolatile memory can hold the written bits after power is no
longer supplied, but volatile cannot.
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Introduction to Real-Time Embedded Systems 5

1.1.4 Design Challenge–Optimizing Design Metrics

The embedded systems designer must of course construct an implementa-
tion that fulfills desired functionality, but a difficult challenge is to construct
an implementation that simultaneously optimizes numerous design metrics.

Metrics typically compete with one another: Improving one often leads
to worsening of another. For example, if we reduce an implementation’s size,
the implementation’s performance may suffer. Some observers have compared
this phenomenon to a wheel with numerous pins. If you push one pin in,
such as size, then the other pins pop out. To best meet this optimization
challenge, the designer must be comfortable with a variety of hardware and
software implementation technologies, and must be able to migrate from one
technology to another, in order to find the best implementation for a given
application and constraints [210, 212].

• Time-to-Market Design Metric: The time-to-market constraint has
become especially demanding in recent years. Introducing an embedded
system to the marketplace early can make a big difference in the system’s
profitability.

• Performance: The execution time of the systems. The two main mea-
sures of performance are: latency and throughput.

• Low Cost: Cost is very sensitive for embedded systems. Cost includes
nonrecurring cost (one-time monetary cost) and unit cost (monetary
cost of each copy of the system).

• Small Size: Physical size is an important design metric. For example,
handheld electronics need to be small. A brake system in a car cannot
be too large.

• Low Weight: One of the biggest concerns for handheld device is weight.
Also, for transportation applications, weight will cost money.

• Low Power: Battery power capacity has limited increase in recent
years. For embedded systems, limited cooling may limit power even if
AC power is available.

• Adaptivity: Embedded systems are usually worked under harsh envi-
ronments with: a) heat, vibration, and shock; b) power fluctuations, RF
interference, and lightning; and c) water, corrosion, and physical abuse.
The ability to deal with this is critical to the applications.

• Safety: This means embedded systems must function correctly and
must not function incorrectly.
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6 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

1.2 Fixed Time Model of Heterogeneous

Embedded Systems

Heterogeneity is one of the most important features of modern embedded
systems. We model the heterogeneous embedded systems (HES) as two types
according to the execution time scenario. If the execution time of each task
is a fixed value, we call it a fixed time model. Otherwise, if the execution
time is a non-fixed value, we model it as a random variable and call this type
probabilistic time model.

With more and more different types of functional units (FUs) available, the
same type of operations can be processed by heterogeneous FUs with different
costs, where the cost may relate to power, reliability, or monetary cost. We
want to design efficient techniques that can assign a proper FU type to each
operation of a DSP application and generate a schedule in such a way that
the requirements can be met and the total cost can be minimized.

We propose [183] a two-phase approach to solve this problem. In the first
phase, we solve hard HA (heterogeneous assignment) problems, i.e., given the
types of heterogeneous FUs, a Data Flow Graph (DFG) in which each node
has different execution times and costs for different FU types, and a timing
constraint, how to assign a proper FU type to each node such that the total
cost can be minimized while the timing constraint is satisfied. In the second
phase, based on the assignments obtained in the first phase, we propose a
minimum resource scheduling algorithm to generate a schedule and a feasible
configuration that uses as little resource as possible. Here, a configuration
means which FU types and how many FUs for each type should be selected
in a system.

An exemplary DFG is shown in Figure 1.1(a). Assume we can select FUs
from a FU library that provides three types of FUs: P1, P2, P3. The execution
times and costs of each node for different FU types are shown in Figure 1.1(b).
In Figure 1.1(b), column “Ti” presents the execution time, and column “Ci”
presents the execution cost for each FU type Pi.

The execution cost can be any cost such as energy consumption or reliabil-
ity cost. A node may run slower but with less energy consumption or reliability
cost when executed on one type of FUs than on another. When the cost is
related to energy consumption, it is clear that the total energy consumption
is the summation of energy cost of each node. Also, when the execution cost
is related to reliability, the total reliability cost is the summation of reliability
cost of all nodes. We compute the reliability cost using the same model as
in [196].

Define the reliability of a system as the probability that the system will
not fail during the time of executing a DFG. Consider a heterogeneous sys-
tem with M FU types, {P1, P2, · · · , PM}, and a DFG containing N nodes,
{u1, u2, · · · , uN}. Let tj(i) be the execution time of node ui for type Pj . Let
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Introduction to Real-Time Embedded Systems 7
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FIGURE 1.1: A given DFG and the execution times and costs of its nodes for
different FU types.

fj be the failure rate of type Pj . Then the reliability cost of node ui for type
Pj is defined as tj(i)× fj . In order to increase the reliability of a system, we
need to reduce the summation of reliability costs of all nodes. The reason is as
follows. Let xij be a binary number that denotes whether type Pj is assigned
to node ui or not (it equals 1 if Pj is assigned to ui; otherwise it equals 0).
The probability of a system not to fail during the time of processing a DFG,
is:

Pr =
∏

1≤j≤M,1≤i≤N

(1 − fj)
xijtj(i).

From this equation, we know Pr ≈
∏

(e−fjxijtj(i)) when fj is small [185].
An exemplary DFG is shown in Figure 1.1(a). Thus, in order to maximize

Pr, we need to minimize
∑

(fjxijtj(i)). In other words, we need to find an
assignment such that the timing constraint is satisfied and the summation of
reliability costs of all nodes is minimized in order to maximize the reliability
of a system.

Nodes

1

2

(3)3

4

5 (5)

P1 P2 P3

(a)  

(4)

(6)

(2)

(b)  

Nodes

1

2

(3)3

4

5

P1 P2 P3

(1)

(1)

(8)

(2)

FIGURE 1.2: (a) Assignment 1 with cost 20. (b) Assignment 2 with cost 15.

Assume the given costs are energy consumption and the timing constraint
is 6 time units in this example. For the given DFG in Figure 1.1(a) and the time
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8 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

0  (P3)
FU1 FU2 FU3 FU4

 (P3) (P1)(P2)(P1)(P2) (P2) (P3) (P3)

1

5

2

3

4

1
4

5

3

2

6

5

4

3

2

1

0

(b) (a) 

FU5FU4FU3FU2FU1

6

5

4

3

2

1

FIGURE 1.3: Two schedules corresponding to Assignment 2.

cost table in Figure 1.1(b), two different assignments are shown in Figure 1.2.
In Figure 1.2, if a FU type is assigned to a node, “

√
” is put into the right

location and the value in the parentheses beside “
√

” is the corresponding
execution cost. The total execution cost for Assignment 1 is 20. The total cost
for Assignment 2 is 15 and this is an optimal solution, which is 25% less than
that for Assignment 1. Our assignment algorithm in [183] achieves the optimal
solution for this example.

For Assignment 2, two different schedules with corresponding configuration
are shown in Figure 1.3. The configuration in Figure 1.3(a) uses five FUs while
the configuration in Figure 1.3(b) uses four FUs. The schedule in Figure 1.3(b)
is generated by the minimum resource scheduling algorithm in [183], in which
the configuration achieves the minimal resource for Assignment 2.

To solve the heterogeneous assignment problem, when the given DFG is
a simple path or a tree, our algorithms can produce the optimal solutions
[183, 160, 164]. These algorithms are efficient in practice, though rigorously
speaking they are pseudo polynomial because the complexities are related to
the value of the maximum execution time of nodes. But this value is usually
not large or can be normalized to be small. Then, based on the obtained
assignment, a minimum resource scheduling algorithm is proposed to generate
a schedule and a configuration. The experimental results [183] show that our
algorithms on average give a reduction of 27.4% on system cost compared
with the other existing methods.
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Introduction to Real-Time Embedded Systems 9

1.3 Probabilistic Time Model of Heterogeneous

Embedded Systems

We are continuing our work to deal with a much tougher model: prob-
abilistic time model. In many embedded applications, some tasks may not
have fixed execution times. Such tasks usually contain conditional instruc-
tions and/or operations that could have different execution times for different
inputs. Existing methods are not able to deal with such uncertainties, so ei-
ther worst-case or average-case computation times for these tasks are usually
assumed. Such assumptions, however, may result in an inefficient design, es-
pecially for soft real-time systems.

In papers [160, 164, 161, 165], we have studied the optimization algo-
rithms which operate in probabilistic environments to solve the heterogeneous
assignment with probability (HAP) problem. In the HAP problem, we model
the execution time of a task as a random variable [241]. For heterogeneous
systems, each FU is associated with a cost related to hardware cost, area,
reliability, power consumption, etc. Faster one has higher cost while slower
one has lower cost. We need to study how to assign a proper FU type to each
node of a DFG such that the total cost is minimized while the timing con-
straint is satisfied with a guaranteed confidence probability. With a confidence
probability P , we can guarantee that the total execution time of the DFG is
less than or equal to the timing constraint with a probability greater than or
equal to P .

Here we show an example to illustrate the HAP problem. Assume that we
can select FUs from a FU library that provides two types of FUs: R1, R2. An
exemplary PDFG (Probabilistic Data Flow Graph) is shown in Figure 1.4(a),
which is a tree with four nodes. The execution times (T ), probabilities (P ),
and costs (C) of each node for different FU types are shown in Figure 1.4(b).
Each node can choose one of two FU types, and executes each type of FU
with probabilistic execution times. Thus, execution time (T ) of each FU is
a random variable. For example, when choosing R1, node 1 can be executed
in 1 time unit with probability 0.9 and be executed in 3 time units with
probability of 0.1. In other words, node 1 can be finished in 3 time units with
100% probability.

We have studied [160, 164, 161, 165] to find efficient solutions of the HAP
problem. Note that when only considering worst-case times, the designed al-
gorithms will solve the hard HA problem. Hence, our algorithms can produce
solutions for both hard and soft real-time situations. Second, the proposed
algorithms can provide more choices with guaranteed confidence probabilities
and smaller total costs. Yet, the optimal hard HA algorithms may not find
solutions with certain timing constraints. Preliminary experiments show that,
when the input PDFG is a tree or a simple path, the result of probabilistic
approach has an average 32.5% improvement with 0.9 confidence probability
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10 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

compared with the best results to the hard HA problem. We are working on
generalizing our algorithms to any data flow graphs.

The development of the probabilistic heterogeneous scheduling and as-
signment framework can be easily applied to the solution of dynamic voltage
scaling problem for probabilistic graph models. As the models presented in
Hua et al. [92, 91, 90], each node can be associated with different execution
time and energy consumption with probabilities; the problem is to find the
appropriate voltage levels for each node such that the total energy can be
minimized. In this project, we will further attack this problem by using loop
scheduling with multicore architecture.

By using the HAP framework, we can regard each voltage level as a FU
type and each expected energy as the cost. Then this problem becomes a
special case of the HAP problem. In this project, we will focus on the time
and power optimization. The success of this research will give us a stimulation
to generate an optimization framework for a heterogeneous embedded system.
We believe that the development of the HAP framework will have a significant
impact because many optimization problems should be intrinsically modeled
as probabilistic models such as cache/memory access, timing, reliability, etc.
The algorithms should directly work on the probabilistic distributions, instead
of operating on fixed values assumed by worst cases or expected cases.

1.3.1 Background and Example

This section presents assignment and optimization algorithms which oper-
ate in probabilistic environments to solve the heterogeneous assignment with
probability (HAP) problem. In the HAP problem, we model the execution time
of a task as a random variable. For heterogeneous systems, each FU has a dif-
ferent cost, representing hardware cost, size, reliability, etc.. Faster one has
higher cost while slower one has lower cost. This chapter shows how to assign
a proper FU type to each node of a Data Flow Graph (DFG) such that the
total cost is minimized while the timing constraint is satisfied with a guaran-
teed confidence probability. With confidence probability P , we can guarantee
that the total execution time of the DFG is less than or equal to the timing
constraint with a probability that is greater than or equal to P .

We show an example to illustrate the HAP problem. Assume that we
can select FUs from a FU library that provides two types of FUs: R1, R2.
An exemplary DFG is shown in Figure 1.4(a), which is a directed acyclic
graph (DAG) with 4 nodes. Node 0 is a multi-child node, which has two
children: 1 and 2. Node 3 is a multi-parent node, and has two parents: 1 and
2. The execution times (T ), probabilities (P ), and costs (C) of each node for
different FU types are shown in Figure 1.4(b). Each node can select one of the
two different FU types. The execution time (T ) of each FU type is modeled
as a random variable; and the probabilities may come from the statistical
profiling. For example, node 0 can choose one of the two types: R1 or R2.
When choosing R1, node 0 will be finished in 1 time unit with probability 0.9
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FIGURE 1.4: (a) A given DAG. (b) The times, probabilities, and costs of its
nodes for different FU types. (c) The time cumulative distribution functions
(CDFs) and costs of its nodes for different FU types.

and will be finished in 3 time units with probability 0.1. In other words, node
0 can guarantee to be finished in 3 time units with 100% probability. Hence,
we care about the time cumulative distribution function (CDF) F (t), which
gives accumulated probability for T ≤ t. Figure 1.4(c) shows the time CDFs
and costs of each node for different FU types.

A solution to the HAP problem with timing constraint 11 can be found as
follows: We assign FU types 2, 2, 2, and 1 for nodes 0, 1, 2, and 3, respectively.
Let T0, T1, T2, and T3 be the random variables representing the execution
times of nodes 0, 1, 2, and 3. From Figure 1.4(c), we get: Pr(T0 ≤ 4) = 1.0,
Pr(T1 ≤ 5) = 1.0, Pr(T2 ≤ 5) = 1.0, and Pr(T3 ≤ 1) = 0.9. Hence, we obtain
minimum total cost 18 with 0.9 probability satisfying the timing constraint
11. The total cost is computed by adding the costs of all nodes together and
the probability corresponding to the total cost is computed by multiplying
the probabilities of all nodes.

In Figure 1.4(b), if we use the worst-case execution time as a fixed ex-
ecution time for each node, then the assignment problem becomes the hard
heterogeneous assignment (hard HA) problem, which is related to the hard
real-time. The hard HA problem is the worst-case scenario of the heteroge-
neous assignment with probability (HAP) problem, and is easy to compute.
For example, in the hard HA problem, when choosing type R1, node 0 has
only one execution time 3. When choosing type R2, node 0 has one execution
time 4. With certain timing constraints, there might not be a solution for the
hard HA problem. However, for soft real-time applications, it is desirable to
find an assignment that guarantees the total execution time to be less than
or equal to the timing constraint with certain confidence probability. Solving
HAP problem is a complicated task, but the result we achieved deserves the
efforts we spend for it.

For example, in Figure 1.4, under timing constraint 11, we cannot find a
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12 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

solution to the hard HA problem. But we can obtain minimum system cost
18 with probability 0.9 satisfying the timing constraint 11. Also, the cost
obtained from the worst-case scenario is always larger than or equal to the
cost from the probabilistic scenario. For example, under timing constraint 11,
the minimum cost is 33 for the hard HA problem. While in the HAP problem,
with confidence probability 0.9 satisfying the timing constraint, we get the
minimum cost of 18, which gives 45.5% improvement.

1.3.1.1 System Model

We use Data-Flow Graph (DFG) to model a DSP application. A DFG G
= 〈V, E〉 is a directed acyclic graph (DAG), where V = 〈v1, v2, · · · , vN 〉 is the
set of nodes, E ⊆ V × V is the edge set that defines the precedence relations
among nodes in V .

In practice, many architectures consist of different types of FUs. Assume
there are maximum M different FU types in a FU set R={R1, R2, · · · , RM}.
An assignment for a DFG G is to assign a FU type to each node. Define an
Assignment A to be a function from domain V to range R, where V is the
node set and R is FU type set. For a node v ∈ V , A(v) gives the selected type
of node v. For example, in Figure 1.4(a), Assigning FU types 2, 2, 2, and 1 for
nodes 0, 1, 2, and 3, respectively, we obtain minimum total cost 18 with 0.9
probability satisfying the timing constraint 11. That is, A(0) = 2, A(1) = 2,
A(2) = 2, and A(3) = 1.

In a DFG G, each varied execution time is modeled as a probabilistic
random variable. TRj

(v) (1 ≤ j ≤ M) represents the execution times of
each node v ∈ V for FU type j, and PRj

(v) (1 ≤ j ≤ M) represents the
corresponding probability function. And CRj

(v) (1 ≤ j ≤ M) is used to
represent the cost of each node v ∈ V for FU type j, which is a fixed value.
For instance, in Figure 1.4(a), T1(0) = 1, 3; T2(0) = 2, 4. Correspondingly,
P1(0) = 0.9, 0.1; P2(0) = 0.7, 0.3. And C1(0) = 10; C2(0) = 4.

We define the heterogeneous assignment with probability (HAP)
problem as follows: Given M different FU types: R1,R2,· · · ,RM , a DFG G =
〈V, E〉 where V =〈v1,v2,· · · ,vN 〉, TRj

(v), PRj
(v), CRj

(v) for each node v ∈ V
executed on each FU type j, and a timing constraint L, find an assignment
for G that gives the minimum total cost C with confidence probability P under
timing constraint L. In Figure 1.4(a), a solution to the HAP problem under
timing constraint 11 can be found as follows. Assigning FU types 2, 2, 2, and
1 for nodes 0, 1, 2, and 3, respectively, we obtain minimum total cost 18 with
0.9 probability under the timing constraint 11.

1.3.1.2 Example

In this subsection, we continue the example of Figure 1.4 to illustrate the
heterogeneous assignment probability (HAP) problem. In Figure 1.4(a), each
node has two different FU types to choose from, and is executed on them with
probabilistic times. In DSP applications, a real-time system does not always

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

1:
58

 0
8 

M
ar

ch
 2

01
6 



Introduction to Real-Time Embedded Systems 13

have hard deadline time. The execution time can be smaller than the hard
deadline time with certain probabilities. So the hard deadline time is the worst
case of the varied smaller time cases. If we consider these time variations, we
can achieve a better minimum cost with satisfying confidence probabilities
under timing constraints.

T (P , C) (P , C) (P , C) (P , C) (P , C)

3 0.52, 33
4 0.40, 27 0.46, 29 0.52, 33
5 0.36, 23 0.40, 27 0.46, 29 0.58, 33
6 0.26, 20 0.30, 22 0.36, 23 0.58, 27 0.81 33
7 0.20, 14 0.27, 18 0.38, 22 0.51, 23 0.81, 24
8 0.20, 14 0.63, 18 0.72, 20 0.81, 24 0.90, 33
9 0.56, 14 0.63, 18 0.72, 20 0.90, 24
10 0.56, 14 0.90, 18
11 0.80, 14 0.90, 18 1.00, 33
12 0.80, 14 0.90, 18 1.00, 24
13 0.80, 14 1.00, 18
14 0.80, 14 1.00, 20
15 1.00, 14

TABLE 1.1: Minimum total costs with computed confidence probabilities un-
der various timing constraints for a DAG.

For this DAG with four nodes, we can obtain the minimum total cost
with computed confidence probabilities under various timing constraints. The
results generated by our algorithms are shown in Table 1.1. The entries with
probability that is equal to 1 (see the entries in boldface) actually give the
results to the hard HA problem which show the worst-case scenario of the
HAP problem. For each row of the table, the C in each (P , C) pair gives the
minimum total cost with confidence probability P under timing constraint T .
For example, when T = 3, with pair (0.52, 33), we can achieve minimum total
cost 33 with confidence probability 0.52 under timing constraint 3.

Assign 0 2 4 1.0000 4
Assign 1 2 5 1.0000 3
Assign 2 2 5 1.0000 2
Assign 3 1 1 0.9000 9
Total 18 0.9000 18

Assign 0 1 3 1.0000 10
Assign 1 1 4 1.0000 8
Assign 2 1 4 1.0000 6
Assign 3 1 4 1.0000 9
Total 11 1.0000 33

TABLE 1.2: With timing constraint 11, the assignments of types for each node
with different (Probability, Cost) pairs.

Comparing with optimal results of the hard HA problem for a DFG using
worst-case scenario, Table 1.1 provides more information and more selections,
no matter whether the system is hard or soft real-time. In Table 1.1, we have
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14 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

the output of our algorithm from timing constraint 3 to 15, while the optimal
results of the hard HA problem for a DAG only has five entries (in boldface)
from timing constraint 11 to 15.

For a soft real-time system, some nodes of DFG have smaller probabilistic
execution times compared with the hard deadline time. We can achieve much
smaller cost than the cost of worst case with guaranteed confidence probability.
For example, under timing constraint 11, we can select the pair (0.90, 18)
which guarantees to achieve minimum cost 18 with 90% confidence satisfying
the timing constraint 11. It achieves 45.5% reduction in cost compared with
the cost 33, the result obtained by the algorithms using worst-case scenario
of the HAP problem. In many situations, this assignment is good enough for
users. We also can select the pair (0.80, 14) which has provable confidence
probability 0.8 satisfying the timing constraint 11, while the cost 14 is only
42.4% of the cost of worst case, 33. The assignments for each pair of (0.9, 18)
and (1.0, 33) under the timing constraint 11 are shown in Table 1.2.

From the above example, we can see that the probabilistic approach to
the heterogeneous assignment problem has great advantages: It provides the
possibility to reduce the total cost of systems with guaranteed confidence
probabilities under different timing constraints. It is suitable to both hard
and soft real-time systems. We will give related algorithms and experiments
in later sections.

1.3.2 The Algorithms for the HAP Problem

In this section, we propose two algorithms to solve the general case of the
HAP problem, that is, the given input is a directed acyclic graph (DAG).

1.3.2.1 Definitions and Lemma

To solve the HAP problem, we use a dynamic programming method trav-
eling the graph in bottom up fashion. For the easiness of explanation, we will
index the nodes based on bottom up sequence. Define a root node to be a
node without any parent and a leaf node to be a node without any child. In
multi-child case, we use bottom up approach; and in multi-parent case, we use
top down approach.

Given the timing constraint L, a DFG G, and an assignment A, we first
give several definitions as follows: 1) Gi: The sub-graph rooted at node vi, con-
taining all the nodes reached by node vi. In our algorithm, each step will add
one node which becomes the root of its sub-graph. 2) CA(Gi) and TA(Gi):
The total cost and total execution time of Gi under the assignment A. In our
algorithm, each step will achieve the minimum total cost of Gi with computed
confidence probabilities under various timing constraints. 3) In our algorithm,
table Di,j will be built. Each entry of table Di,j will store a link list of (Prob-
ability, Cost) pairs sorted by probability in ascending order. Here we define
the (Probability, Cost) pair (Ci,j, Pi,j) as follows: Ci,j is the minimum
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Introduction to Real-Time Embedded Systems 15

cost of CA(Gi) computed by all assignments A satisfying TA(Gi) ≤ j with
probability ≥ Pi,j .

We introduce the operator “⊕” in this chapter. For two (Probability,
Cost) pairs H1 and H2, if H1 is (P 1

i,j , C1
i,j), and H2 is (P 2

i,j , C2
i,j), then, after

the ⊕ operation between H1 and H2, we get pair (P
′

, C
′

), where P
′

= P 1
i,j *

P 2
i,j and C

′

= C1
i,j + C2

i,j . We denote this operation as “H1 ⊕H2”.
In our algorithm, Di,j is the table in which each entry has a link list that

stores pair (Pi,j , Ci,j). Here, i represents a node number, and j represents
time. For example, a link list can be (0.1, 2)→(0.3, 3)→(0.8, 6)→(1.0, 12).
Usually, there are redundant pairs in a link list. We give the redundant-pair
removal algorithm Algorithm 1.3.1.

Algorithm 1.3.1 Redundant-Pair Removal Algorithm

Require: A list of (P k
i,j , Ck

i,j)
Ensure: A redundant-pair free list

1: Sort the list by Pi,j in an ascending order such that P k
i,j ≤ P k+1

i,j .
2: From the beginning to the end of the list,
3: for each two neighboring pairs (P k

i,j , Ck
i,j) and (P k+1

i,j , Ck+1
i,j ) do

4: if P k
i,j = P k+1

i,j then

5: if Ck
i,j ≥ Ck+1

i,j then

6: cancel the pair P k
i,j , C

k
i,j

7: else
8: cancel the pair P k+1

i,j , Ck+1
i,j

9: end if
10: else
11: if P k

i,j ≥ P k+1
i,j then

12: cancel the pair (P k+1
i,j , Ck+1

i,j )
13: end if
14: end if
15: end for

For example, we have a list with pairs (0.1, 2)→ (0.3, 3)→ (0.5, 3)→ (0.3,
4), we do the redundant-pair removal as follow: First, sort the list according
Pi,j in an ascending order. This list becomes to (0.1, 2) → (0.3, 3) → (0.3, 4)
→ (0.5, 3). Second, cancel redundant pairs. Comparing (0.1, 2) and (0.3, 3),
we keep both. For the two pairs (0.3, 3) and (0.3, 4), we cancel pair (0.3, 4)
since the cost 4 is bigger than 3 in pair (0.3, 3). Comparing (0.3, 3) and (0.5,
3), we cancel (0.3, 3) since 0.3 < 0.5 while 3 ≥ 3. There is no information lost
in redundant-pair removal.

In summary, we can use the following Lemma to cancel redundant pairs.

Lemma 1.3.1 Given (P 1
i,j, C1

i,j) and (P 2
i,j, C2

i,j) in the same list:

1. If P 1
i,j = P 2

i,j, then the pair with minimum Ci,j is selected to be kept.

2. If P 1
i,j < P 2

i,j and C1
i,j ≥ C2

i,j, then C2
i,j is selected to be kept.
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16 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

Using Lemma 1.3.1, we can cancel many redundant-pair (Pi,j , Ci,j) when-
ever we find conflicting pairs in a list during a computation. After the ⊕ op-
eration and redundant pair removal, the list of ( Pi,j , Ci,j) has the following
properties:

Lemma 1.3.2 For any (P 1
i,j , C1

i,j) and (P 2
i,j , C2

i,j) in the same list:

1. P 1
i,j 6= P 2

i,j and C1
i,j 6= C2

i,j .

2. P 1
i,j < P 2

i,j if and only if C1
i,j < C2

i,j.

Since the link list is in an ascending order by probabilities, if P 1
i,j < P 2

i,j ,

while C1
i,j ≥ C2

i,j , based on the definitions, we can guarantee with P 1
i,j to find

smaller energy consumption C2
i,j . Hence (P 2

i,j , C2
i,j) has already covered (P 1

i,j ,

C1
i,j). We can cancel the pair (P 1

i,j , C1
i,j). For example, we have two pairs:

(0.1, 3) and (0.6, 2). Since (0.6, 2) is better than (0.1, 3), in other words, (0.6,
2) covers (0.1, 3), we can cancel (0.1, 3) and will not lose useful information.
We can prove the vice versa is true similarly. When P 1

i,j = P 2
i,j , smaller C is

selected.
In every step in our algorithm, one more node will be included for con-

sideration. The information of this node is stored in local table Ei,j , which is
similar to table Di,j . A local table only stores information, such as probabil-
ities and costs, of a node itself. Table Ei,j is the local table only storing the
information of node vi. In more detail, Ei,j is a local table of link lists that
store pair (pi,j , ci,j) sorted by pi,j in an ascending order; ci,j is the cost only
for node vi at time j, and pi,j is the corresponding probability. The building
procedures of Ei,j are as follows. First, sort the execution time variations in an
ascending order. Then, accumulate the probabilities of same type. Finally, let
Li,j be the link list in each entry of Ei,j , insert Li,j into Li,j+1 while redundant
pairs cancel out based on Lemma 1.3.1. For example, node 0 in Figure 1.4(b)
has the following (T: P, C) pairs: (1: 0.9, 10), (3: 0.1, 10) for type R1, and
(2: 0.7, 4), (4: 0.3, 4) for type R2. After sorting and accumulating, we get (1:
0.9, 10), (2: 0.7, 4), (3: 1.0, 10), and (4: 1.0, 4). We obtain Table 1.3 after the
insertion.

Similarly, for two link lists L1 and L2, the operation “L1 ⊕ L2” is imple-
mented as follows: First, implement ⊕ operation on all possible combinations
of two pairs from different link lists. Then insert the new pairs into a new link
list and remove redundant-pair using Lemma 1.3.1.

T ime 1 2 3 4

(Pi, Ci) (0.9, 10) (0.7, 4) (0.7, 4) (1.0, 4)
(0.9, 10) (1.0, 10)

TABLE 1.3: An example of local table, E0,j .
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Introduction to Real-Time Embedded Systems 17

1.3.2.2 A Heuristic Algorithm for DAG

The general problem of the HAP problem is NP-complete problem. We
propose a near optimal heuristic algorithm in this subsection and an optimal
one in next subsection. In many cases, the near optimal heuristic algorithm
will give us the same results as the results of the optimal algorithm. The
optimal algorithm is suitable for the cases when the given DFG has a small
number of multi-parent and multi-child nodes.

The DAG Heu Algorithm

Require: M different types of FUs, a DAG, and the timing constraint L
Ensure: An heuristic assignment for the DAG

1. Topological sort all the nodes, and get a sequence A.
Count the number of multi-parent nodes p and the number of multi-child
nodes q.

if p < q then
use bottom up approach

else
use top down approach

end if

2. For bottom up approach, use the following algorithm. For top down
approach, just reverse the sequence.
Assume the sequence after topological sorting is v1 → v2 → · · · → vN ,
in bottom up fashion. Let D1,j = E1,j . Assume D

′

i,j is the table that
stored minimum total cost with computed confidence probabilities under
the timing constraint j for the sub-graph rooted on vi except vi. Nodes
vi1 , vi2 , · · · , viR

are all child nodes of node vi and R is the number of
child nodes of node vi, then

D
′

i,j =







(0, 0) if R = 0
Di1,j if R = 1
Di1,j ⊕ · · · ⊕DiR,j if R ≥ 1

(1.1)

Then, for each k in Ei,k

Di,j = D
′

i,j−k ⊕ Ei,k (1.2)

//In equation (1.1), Di1,j ⊕Di2,j is computed as follows. Let G
′

be the
union of all nodes in the graphs rooted at nodes vi1 and vi2 . Travel all
the graphs rooted at nodes vi1 and vi2 . If a node a in G

′

appears for
the first time, we add the cost of a and multiply the probability of a to
D

′

i,j. If a appears more than once, that is, a is a common node, then use
a selection function to choose the type of a. For instance, the selection
function can be defined as selecting the type that has a smaller execution
time. Therefore, we can compute D

′

i,j by using “⊕” on all child nodes
of node vi when R ≥ 1. //
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18 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

3. Return DN,j.

In algorithm DAG Heu, if using bottom up approach, for each sequence
node, use the simple path algorithm to get the dynamic table of parent node.
If using top down approach, reverse the sequence and use the same algorithm.
For example, in Figure 1.4(a), there is one multi-child node: node 0; and
there is also one multi-parent node that is, node 3. Hence, we can use either
approach.

In algorithm DAG Heu, we have to solve the problem of common nodes,
that is, one node appears in two or more graphs that are rooted at the child
nodes of node vi. In Equation (1.1), even if there are common nodes, we must
not count the same node twice. That is, the cost is just added once, and
the probability is multiplied once. If a common node has conflicting FU type
selection, then we need to define a selection function to decide which FU type
should be chosen for the common node. For example, we can select the FU
type as the type that has a smaller execution time.

Due to the problem of common nodes, algorithm DAG Heu is not an opti-
mal algorithm. The reason is that an assignment conflict for a common node
may exist, while algorithm DAG Heu cannot solve this problem. For example,
in Figure 1.4, using bottom up approach, there will be two paths from node
3 to node 0. Path a is 3 → 1 → 0, and path b is 3 → 2 → 0. Hence, node
3 is a common node for both paths while node 0 is the root. It is possible
that, under a timing constraint, the best assignment for path a gives node 3
assignment as FU type 1, while the best assignment for path b gives node 3
assignment as FU type 2. This kind of assignment conflict cannot be solved by
algorithm DAG Heu. Hence, DAG Heu is not an optimal algorithm, although
it is very efficient in practice.

From algorithm DAG Heu, we know DN,L records the minimum total cost
of the whole path within the timing constraint L. We can record the corre-
sponding FU type assignment of each node when computing the minimum
system cost in step 2 of the algorithm DAG heu. Using this information, we
can get an optimal assignment by tracing how to reach DN,L.

It takes at most O(|V |) to compute common nodes for each node in the
algorithm DAG heu, where |V | is the number of nodes. Thus, the complexity
of the algorithm DAG heu is O(|V |2 ∗L ∗M ∗K), where L is the given timing
constraint. Usually, the execution time of each node is upper bounded by a
constant. Then L equals O(|V |c) (c is a constant). In this case, DAG heu is
polynomial.

1.3.2.3 An Optimal Algorithm for DAG

In this subsection, we give the optimal algorithm (DAG Opt) for the HAP
problem when the given DFG is a DAG. In DAG Opt, we exhaust all the
possible assignments of multi-parent or multi-child nodes. Without loss of
generality, assume we are using bottom up approach. If the total number
of nodes with multi-parent is t, and there are maximum K variations for
the execution times of all nodes, then we will give each of these t nodes a
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Introduction to Real-Time Embedded Systems 19

fixed assignment. We will exhaust all of the Kt possible fixed assignments
by algorithm DAG Heu without using the selection function since there is no
assignment conflict for a common node.

The DAG Opt Algorithm

Require: M different types of FUs, a DAG, and the timing constraint L
Ensure: An optimal assignment for the DAG

1. Topological sort all the nodes, and get a sequence A.
Count the number of multi-parent nodes p and the number of multi-child
nodes q.

if p < q then
use bottom up approach

else
use top down approach

end if

2. For bottom up approach, use the following algorithm. For top down
approach, just reverse the sequence. If the total number of nodes with
multi-parent is t, and there are maximum K variations for the execu-
tion times of all nodes, then we will give each of these t nodes a fixed
assignment. For each of the Kt possible fixed assignments, we do as
follows.

3. Assume the sequence after topological sorting is v1 → v2 → · · · → vN ,
in bottom up fashion. Let D1,j = E1,j . Assume D

′

i,j is the table that
stored minimum total cost with computed confidence probabilities under
the timing constraint j for the sub-graph rooted on vi except vi. Nodes
vi1 , vi2 , · · · , viR

are all child nodes of node vi and R is the number of
child nodes of node vi, then

D
′

i,j =







(0, 0) if R = 0
Di1,j if R = 1
Di1,j ⊕ · · · ⊕DiR,j if R ≥ 1

(1.3)

Then, for each k in Ei,k,

Di,j = D
′

i,j−k ⊕ Ei,k (1.4)

//In equation (5.1), Di1,j ⊕Di2,j is computed as follows. Let G
′

be the
union of all nodes in the graphs rooted at nodes vi1 and vi2 . Travel all
the graphs rooted at nodes vi1 and vi2 . For each node a in G

′

, we add the
cost of a and multiply the probability of a to D

′

i,j only once, because
each node can only have one assignment and there is no assignment
conflict.//

4. For each possible fixed assignment, we get a DN,j. Merge the (Proba-
bility, Cost) pairs in all the possible DN,j together, and sort them in
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20 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

ascending sequence according to probability. Then use the Lemma 1.3.2
to remove redundant pairs. The final DN,j we get is the table in which
each entry has the minimum cost with a guaranteed confidence proba-
bility under the timing constraint j.

Algorithm DAG Opt gives the optimal solution when the given DFG is a
DAG. In the following, we give the Theorem 1.3.3 and Theorem 1.3.4 about
this. Due to the space limitation, we will not give proofs for them in this
chapter.

Theorem 1.3.3 In each possible fixed assignment, for each pair (Pi,j , Ci,j) in
Di,j (1 ≤ i ≤ N) obtained by algorithm DAG Opt, Ci,j is the minimum total
cost for the graph Gi with confidence probability Pi,j under timing constraint
j.

Theorem 1.3.4 For each pair (Pi,j, Ci,j) in DN,j (1 ≤ j ≤ L) obtained by
algorithm DAG Opt, Ci,j is the minimum total cost for the given DAG G with
confidence probability Pi,j under timing constraint j.

According to Theorem 1.3.3, in each possible fixed assignment, for each
pair (Pi,j , Ci,j) in Di,j we obtained, Ci+1,j is the total cost of the graph Gi+1

with confidence probability Pi+1,j under timing constraint j. In step 4 of the
algorithm DAG Opt, we try all the possible fixed assignments, combine them
together into a new row DN,j in dynamic table, and remove redundant pairs
using the Lemma 1.3.2. Hence, for each pair (Pi,j , Ci,j) in DN,j (1 ≤ j ≤ L)
obtained by algorithm DAG Opt, Ci,j is the minimum total cost for the given
DAG G with confidence probability Pi,j under timing constraint j.

In algorithm DAG Opt , there are Kt loops and each loop needs O(|V |2 ∗
L ∗M ∗K) running time. The complexity of algorithm DAG Opt is O(Kt ∗
|V |2 ∗ L ∗M ∗ K), where t is the total number of nodes with multi-parent
(or multi-child) in bottom up approach (or top down approach), |V | is the
number of nodes, L is the given timing constraint, M is the maximum number
of FU types for each node, and K is the maximum number of execution time
variation for each node. Algorithm DAG Opt is exponential, hence it cannot
be applied to a graph with large amounts of multi-parent and multi-child
nodes.

In this example of Figure 1.4, the algorithm DAG Heu gives the same
results as those of the algorithm DAG Opt. Actually, experiments shown that
although algorithm DAG Heu is only near-optimal, it can give the same results
as those given by the optimal algorithm in most cases.

1.3.3 Experiments

This subsection presents the experimental results of our algorithms. We
conduct experiments on a set of benchmarks including voltera filter, 4-stage
lattice filter, 8-stage lattice filter, differential equation solver, RLS-languerre
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Introduction to Real-Time Embedded Systems 21

lattice filter, and elliptic filter. Among them, the DFG for first three filters
are trees and those for the others are DAGs. The basic information about the
benchmarks is shown in Table 1.4. Three different FU types, R1, R2, and R3,
are used in the system, in which a FU with type R1 is the quickest with the
highest cost and a FU with type R3 is the slowest with the lowest cost. The
execution times, probabilities, and costs for each node are randomly assigned.
For each benchmark, the first timing constraint we use is the minimum exe-
cution time. The experiments are performed on a Dell PC with a P4 2.1 G
processor and 512 MB memory running Red Hat Linux 7.3.

Benchmarks DFG # of nodes # of multi- # of multi-
parent child

voltera Tree 27
4-lat-iir Tree 26
8-lat-iir Tree 42
Diff. Eq. DAG 11 3 1
RLS-lagu. DAG 19 6 3

elliptic DAG 34 8 5

TABLE 1.4: The basic information for the benchmarks.

Voltera Filter
TC 0.7 0.8 0.9 1.0

cost % cost % cost % cost
62 7896 × × ×

80 7166 7169 7847 ×

100 5366 31.5 5369 31.4 6047 22.8 7827
125 5347 31.7 5352 31.6 5843 25.3 7820
150 4032 43.8 4066 43.6 4747 32.8 7169
175 1604 66.2 2247 52.7 2947 37.9 4747
200 1587 66.3 1618 65.6 2318 50.7 4704
225 1580 46.4 1593 45.9 1647 44.1 2947
250 1580 31.9 1582 31.8 1604 30.8 2318
273 1580 4.1 1580 4.1 1580 4.1 1647
274 1580 1580 1580 1580
Ave. Redu.(%) 40.2 38.3 31.0

TABLE 1.5: The minimum total costs with computed confidence probabilities
under various timing constraints for voltera filter.

The experiments on voltera filter, 4-stage lattice filter, and 8-stage lattice
filter are finished in less than one second, in which we compare our algorithms
with the hard HA algorithms. The experimental results for voltera filter are
shown in Table 1.5. In each table, column “TC” represents the given tim-
ing constraint. The minimum total costs obtained from different algorithms,
DAG Opt and the optimal hard HA algorithms [183], are presented in each
entry. Columns “1.0”, “0.9”, “0.8”, and “0.7” represent that the confidence
probability is 1.0, 0.9, 0.8, and 0.7, respectively. Algorithm DAG Opt covers
all the probability columns, while the optimal hard HA algorithm [183] only
includes the column “1.0”, which is in boldface. For example, in Table 1.5,
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22 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

under the timing constraint 100, the entry under “1.0” is 7827, which is the
minimum total cost for the hard HA problem. The entry under “0.9” is 6047,
which means we can achieve minimum total cost 6047 with confidence prob-
ability 0.9 under timing constraints. From the information provided in the
structure of the link list in each entry of the dynamic table, we are able to
trace how to get the satisfied assignment.

Column “%” shows the percentage of reduction on the total cost, com-
paring the results of algorithm with those obtained by the optimal hard HA
algorithms [183]. The average percentage reduction is shown in the last row
“Ave. Redu. (%)” of Table 1.5. The entry with “×” means no solution avail-
able. In Table 1.5, under timing constraint 80, the optimal hard HA algorithms
cannot find a solution. However, we can find solution 7847 with probability
0.9 that guarantees the total execution time of the DFG is less than or equal
to the timing constraint 80.

RLS-Laguerre filter
TC 0.7 0.8 0.9 1.0

cost % cost % cost % cost
49 7803 × × ×

60 7790 7791 7793 ×

70 7082 7087 7787 ×

80 5403 30.6 5991 23.0 5993 23.0 7780
100 3969 48.9 4669 39.9 5380 30.8 7769
125 2165 59.8 2269 58.0 4664 13.6 5390
150 1564 66.4 2264 49.3 2864 38.6 4667
175 1564 66.5 1564 66.5 2264 51.5 4664
205 1564 30.9 1564 30.9 1564 30.9 2264
206 1564 1564 1564 1564
Ave. Redu.(%) 50.5 44.6 31.4

TABLE 1.6: The minimum total costs with computed confidence probabilities
under various timing constraints for rls-laguerre filter.

We also conduct experiments on RLS-Laguerre filter, elliptic filter, and
differential equation solver, which are DAGs. RLS-Laguerre filter has 3 multi-
child nodes and 6 multi-parent nodes. Using top-down approach, we imple-
mented all 33 = 27 possibilities. Elliptic filter has 5 multi-child nodes and
8 multi-parent nodes. There are total 35 = 243 possibilities by top-down
approach. Table 1.6 shows the experimental results for RLS-Laguerre filter.
Column “%” shows the percentage of reduction on system cost, comparing the
results for soft real-time with those for hard real-time. The average percentage
reduction is shown in the last row “Ave. Redu. (%)” of all these two tables.
The entry with “×” means no solution available. Under timing constraint 70
in Table 1.6, there is no solution for hard real-time. However, we can find
solution 7787 with probability 0.9 that guarantees the total execution time of
the DFG is less than or equal to the timing constraint 70.

The experimental results show that our algorithms can greatly reduce the
total cost while having a guaranteed confidence probability satisfying timing
constraints. On average, algorithm DAG Opt gives a cost reduction of 33.5%
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with confidence probability 0.9 under timing constraints, and a cost reduc-
tion of 43.0% and 46.6% with 0.8 and 0.7 confidence probabilities satisfying
timing constraints, respectively. The experiments using DAG Heu on these
benchmarks are finished within several seconds and the experiments using
DAG Opt on these benchmarks are finished within several minutes. Algorithm
DAG Heu gives good results in most cases.

The advantages of our algorithms over the hard HA algorithms are sum-
marized as follows. First, our algorithms are efficient and provide an overview
of all possible variations of minimum costs compared with the the worst-case
scenario generated by the hard HA algorithms. Second, it is possible to greatly
reduce the system total cost while having a very high confidence probability
under different timing constraints. Finally, our algorithms are very quick and
practical.

1.4 Conclusion

In this chapter, we introduce some basic concepts in embedded systems de-
signs. We illustrate the significance of the embedded systems design due to the
characters of embedded systems, compared to the general purpose computing
system. We also present the challengers in embedded systems designs in this
chapter. For a practical challenge, the optimization in fixed time heterogenous
systems, we provide two DAG-based algorithms to solve the problem.

1.5 Glossary

Adaptivity: Embedded systems are usually worked under harsh environment
with: a) heat, vibration, and shock; b) power fluctuations, RF interference,
and lightning; and c) water, corrosion, and physical abuse. The ability to
deal with this is critical to the applications.

Architectural-Level Synthesis: Architectural-level synthesis is an auto-
mated design process that interprets an algorithmic description of a de-
sired behavior and creates hardware that implements that behavior.

Embedded System: An embedded system is a computer system designed to
perform one or a few dedicated functions often with real-time computing
constraints.

Heterogeneous Computing Systems: Heterogeneous computing systems
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24 Real-Time Embedded Systems: Optimization, Synthesis, and Networking

refer to electronic systems that use a variety of different types of compu-
tational units.

Performance: The execution time of the systems. The two main measures of
performance are: latency and throughput, deemed adaptable when there
is agreement among suppliers, owners, and customers that the process will
meet requirements throughout the strategic period.

Safety: This means embedded systems must function correctly and must not
function incorrectly.

Time-to-Market Design Metric: The time-to-market constraint has be-
come especially demanding in recent years. Introducing an embedded sys-
tem to the marketplace early can make a big difference in the system’s
profitability.
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3
Simplified Correlations for Determining 
the Two-Phase Flow Thermal-Hydraulic 
Oscillatory Stability Boundary

3.1 Introduction

Numerous experimental and numerical investigations performed in Russia 
and abroad made it possible to reveal clear regularities in the influence 
of regime and design parameters on the oscillatory stability boundary of 
a flow. Based on these results, simplified methods for the preliminary 
 determination of the thermal-hydraulic stability boundary for a two-phase 
flow of the density-wave type in a channel with the constant pressure drop 
have been developed.

The methods of Lokshin, Peterson, and Shvarts [12] and Saha, Ishii, 
and Zuber [13] employing algebraic relationships and nomograms for the 
 stability boundary determination have found the widest application and 
 recognition. Although they are very simple, these methods nevertheless 
 possess a  number of important constraints that are frequently ignored when 
performing numerical evaluations. The basic constraints are as follows:

No account is made of the effect of heat flux distribution along the channel 
height, thermal inertia of heating elements and heat transfer surfaces, and 
hydrodynamic interaction of parallel channels.

The channel power input is assumed to be constant over time and no 
account is made of such feedbacks as the heat transport delay in convec-
tive heating and energy release change due to density effects of reactivity 
with nuclear heating, which may substantially distort the stability region 
boundary.

Regularities of steam quality distribution along the height in Lokshin 
et al. [12] and Saha et al. [13] are based on the tubular geometry, thereby 
 disregarding the effect of channel complex geometry on the interphase slip 
in the two-phase flow and change of the pressure drop gravity component 
and friction pressure drop.



74 Coolant Flow Instabilities in Power Equipment

These methods are inapplicable for determining the oscillatory flow  sta-
bility boundary at low exit qualities.

The method of Lokshin et al. [12] can be used for the determination of the 
stability boundary of only a steam–water two-phase flow in horizontal and 
vertical channels, while the techniques of Saha et al. [13] are applicable for 
evaluating stability of any two-phase flow, but in vertical channels only.

Therefore, the flow stability boundary determined by the preceding 
 methods is approximate (frequently with a large margin) and is  applicable 
for the initial rough estimates and selection of the techniques of flow 
 stabilization at the design stage. The final determination of the two-phase 
stability boundary for a particular design is based on more accurate methods 
(e.g., direct numerical solution using a distributed dynamic model).

Recent work [65–70, etc.] report the development of a novel method for 
the flow stability boundary determination, which is free of a number of 
constraints typical of the methods of Lokshin et al. [12] and Saha et al. [13]. 
However, this method is not free from some constraints, described later.

Simple empirical correlations obtained in Unal [43,44] allow channel power 
to be established in relation to the stability boundary of density waves. 
However, these correlations are not universal and are applicable to specific 
conditions only—namely, to steam generators with tubes of H/dh > 1,200 and 
x > 1. Therefore, due to the limited application range, the correlations will not 
be considered in further analysis.

Now, let us discuss the previously mentioned rough methods in more 
detail.

3.2 The CKTI Method

This method has been developed at the I. I. Polzunov Central Boiler and 
Turbine Research Institute (CKTI) and adopted as a standard tool for 
 hydraulic design of boiler units in determination of the stability boundary 
for horizontal and vertical tubes [12].

It is based on numerical calculations of flow self-oscillations in a 
 channel using a distributed nonlinear dynamic model and the results of 
 comprehensive comparison of predictions with extensive experimental data 
[25–27,42]. The use of the method for boiler operating conditions is justified by 
either complete absence or weak expression of the majority of the  previously 
mentioned constraints. In comparison with the method of Lokshin et al. [12], 
this one offers a more correct accounting for the effect of the outlet throttling 
and the transformed resistance coefficient for the nonheated outlet section 
on the flow stability boundary, which is of importance for steam generators. 
Also, the ranges of pressure, resistance coefficients, and inlet subcooling 
variation used in the nomogram have been widened.
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75Simplified Correlations for Determining the Two-Phase Flow

The calculation procedure is as follows. For horizontal tubes, the  boundary 
mass velocity at which flow oscillations start is derived from the formula

 ( ) ( )ρ = ⋅ ρ ⋅−W W
q H
d

4.63 10
Bn

h

o p
h

3
,

, (3.1)

where q is the average heat flux density on the channel heated surface, 
MW/m2; dh and H are the equivalent hydraulic diameter and the heated 
 section length of the channel, respectively, m; (ρW)h

Bn is the boundary 
mass flow rate in the given horizontal channel, kg/m2s; and (ρW)o,p is the 
boundary mass flow rate in a horizontal channel with a fixed heated length, 
equivalent diameter, and heat flux density obtained from the nomogram in 
Figure 3.1, kg/m2s.

The (ρW)o,p value depends on the hydraulic resistance coefficient (ξ), 
 coolant subcooling at the channel inlet Δiin (kJ/kg), and pressure P(MPa) and 
is found from the formula

 (ρW)o,p = (ρW)0 KP, (3.2)

where (ρW)o is the boundary mass velocity in a horizontal channel with a 
fixed heated length, equivalent diameter, and heat flux density at P = 10 MPa, 
derived (with preset ξ and Δiin) from the right-hand part of the nomogram in 

1.6
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FIGURE 3.1
Nomogram for determining mass velocity at the stability boundary in a horizontal channel [12].
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76 Coolant Flow Instabilities in Power Equipment

Figure 3.1; and Kp is the correction factor for pressure, defined (with preset ξ) 
from the left-hand part of the nomogram in Figure 3.1.

The hydraulic resistance coefficient ξ is a parameter in the nomogram in 
Figure 3.1 and equal to

 ξ = ξin – ξe, (3.3)

where ξin = (ΔPin + ΔPin.t + ΔPin.up.)/0.5 ρLW2
in is the reduced hydraulic resis-

tance coefficient related to the channel inlet velocity, incorporating inlet 
resistance ΔPin, inlet resistance of the throttling orifice ΔPin.t, and friction 
in the upstream nonheated section ΔPin.up; and ξe = (ΔPe + ΔPe.t + ΔPe.non)/0.5 
ρLW2

in is the reduced outlet resistance coefficient related to the channel 
input velocity, incorporating outlet resistance ΔPe, outlet resistance of the 
 throttling orifice ΔPe.t, and friction in the nonheated outlet section ΔPe.non.

All hydraulic resistance coefficients for the economizer and evaporating sec-
tions are determined under conditions of the single-phase isothermal flow. At 
ξ ≥ 0, (ρW)0 and Kp values are found directly from the nomogram in Figure 3.1.

If ξ < 0, the value of Kp is found from the left-hand part of the nomogram 
in Figure 3.1 at ξ = |ξ|, while (ρW)o is derived from

 (ρW)0 = 2(ρW)0
ξ = 0 – (ρW)0

ξ = |ξ|, (3.4)

where (ρW)0
ξ = 0 and (ρW)0

ξ = |ξ| are determined from the right-hand part of 
the nomogram in Figure 3.1 at ξ = 0 and ξ = |ξ|, respectively.

For vertical channels, the boundary mass velocity is obtained from

 ( ) ( )ρ = ρCW W
Bn

v

Bn

h , (3.5)

where (ρW)h
Bn is the boundary mass velocity in a similar horizontal channel, 

defined from (3.1), kg/m2s; and C is the coefficient dependent on the inlet 
subcooling Δiin and pressure P. This coefficient is obtained from the curve 
in Figure 3.2 plotted for ξ < 70. At ξ > 70, C is overestimated and (ρW)v

Bn is 
determined conservatively.

According to the method of Lokshin et al. [12], the channel flow is stable 
if mass velocity is larger than the boundary one; that is, (ρW) > (ρW)Bn.

3.3 The Saha-Zuber Method

In Saha et al. [13], the introduction of two nondimensional parameters made 
it possible to derive a simplified dependence for determining the oscillatory 
stability boundary for two-phase flows in vertical channels. These are
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77Simplified Correlations for Determining the Two-Phase Flow

 the subcooling parameter, 
( )=
ρ − ρ ∆

ρ
N

i
iSUB

L G in

G LG
,

and

 the equilibrium frequency parameter, 
( )=

Π ρ − ρ
ρ ρ

N
q H

Ai W
10

( )pch eq
L G

LG G
.

3

,

where iLG is the evaporation heat, kJ/kg; Π, A is the heated perimeter and 
channel cross-sectional area, respectively, m2; and ρL, ρG are densities of liq-
uid and steam on the saturation line, respectively. Designations and dimen-
sionality of other quantities were given previously.

For the equilibrium two-phase flow model at NSUB > 2–3, the stability 
boundary is defined by
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FIGURE 3.2
Coefficient for calculating mass velocity at the stability boundary in the vertical channel [12].
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78 Coolant Flow Instabilities in Power Equipment

 − =
ξ + ξ + ξ

+ ξ + ξ





N N
H

d
H

d1 0.5 0.5
pch eq SUB

in TP
h

e

TP
h

e

. , (3.6)

where ξin, ξe are the channel inlet and outlet resistance coefficients, 
 determined earlier, and ξTP is the two-phase flow friction coefficient.

It has been shown [13] that in the region of small subcooling, dependence 
(3.6) yields a stability boundary that strongly differs from the experimentally 
obtained one. Therefore, a refined method for determining the flow stability 
boundary in the region of small subcooling has been developed in Saha et al. 
[13], taking the nonequilibrium two-phase flow into account.

However, practical application of this method requires the  knowledge of 
the equilibrium frequency parameter N0

pch corresponding to zero  subcooling 
with due account for the nonequilibrium boiling. The N0

pch value was not 
determined in Saha et al. [13] and in the general case it shall be  calculated 
using more complex techniques (e.g., frequency response methods or 
the direct numerical solution of nonlinear dynamic equations for steam- 
generating channels).

This circumstance deprives the modified method of its principal benefit—
that is, the opportunity of using simple algebraic relations for determining 
the flow stability boundary. Therefore, within the framework of a simple 
algebraic relation of (3.6), the method of Saha et al. [13] may be applied only 
for an approximate determination of the flow stability boundary at high 
 values of the inlet coolant subcooling (Nsub > 2–3). At low inlet subcooling, 
relation (3.6) defines the flow stability boundary with a large margin.

For a comparative determination of the flow stability boundary using 
these two techniques, let us transform (3.6) into the form of (3.1) and obtain

 ( )ρ = ⋅ ρ − ρ
ρ

ξ + ξ + ξ

+ ξ + ξ





+ ρ − ρ
ρ

∆
















W
qH
d i

H
d
H

d

i
i

4 10
1 0.5 0.5

Bn

V

h

L G

G LG

in TP
h

e

TP
h

e

L G

G

in

LG

3 . (3.7)

It is obvious from (3.1) and (3.7) that the effect of an average heat flux den-
sity on the predicted stability boundary is identical for both simplified tech-
niques used. With other parameters in (3.1) unchanged, the effect of H/dh 
on the stability boundary is of a linear nature, and with the constant qH/dh, 
the stability boundary predicted by the method of Lokshin et  al. [12] is 
 independent from H/dh. Depending on (3.7), the effect of H/dh on the  stability 
boundary is of a more complex nature. Apart from the linear  multiplier  H/ dh 
before the brackets, H/dh also enters the expression inside the brackets. 
However, an analysis of the expression inside the brackets in the denomina-
tor of (3.7), (NSUB > 2), shows that at small values of ξin and ξe, as well as at 
large values of ξe and widely varying ξin, the stability boundary depends 
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79Simplified Correlations for Determining the Two-Phase Flow

only insignificantly on H/dh (by less than 20%) at a constant qH/dh. Similar 
results have been obtained theoretically for these conditions in Labuntsov 
and Mirzoyan [51]. At low ξe and high ξin, the value of H/dh inside the brack-
ets has a strong effect on the stability boundary at constant qH/dh.

Taking the described regularities into account, comparison of the numeri-
cally determined steam–water flow stability boundary using two techniques 
has been done for a vertical heated tube with the constant average heat flux 
density (q  = 0.465 MW/m2), heated length (H = 2 m), equivalent diameter 
(dh = 0.01 m) with widely varied inlet subcooling, system pressure, and the 
transformed channel inlet and outlet hydraulic resistance coefficients, and 
also for q = 0.0116 MW/m2, H = 40 m, dh = 0.01 m with ξin = 100, ξe = 5. 
Due to constraints of (3.7), the minimum inlet subcooling was determined 
as NSUB = 2. The ranges of parameter variation and the mass velocities at the 
stability boundary predicted using methods of Lokshin et al. [12] and Saha 
et al. [13] are shown in Table 3.1.

Table 3.1 shows that the effect of pressure on the flow stability boundary is 
taken into account almost similarly in both simplified methods [12,13], and 
it is clearly shown in Figure 3.3. Close values of mass velocity at the stabil-
ity boundary are predicted by these methods also with variation of channel 
inlet and outlet throttling within wide limits. This is illustrated by Figure 3.4 
based on the data of Table 3.1 (neglecting ξin = 100; ξe = 5).

It is also seen from Table 3.1 that the conditions where there is a large inlet 
hydraulic resistance coefficient at low ξe (H/dh = 4000) are an exception. 
In this case, the boundary mass velocity calculated using the method of Saha 
et al. [13] has a much lower value as compared to that predicted by Lokshin 
et al. [12]. For determining reliability of the stability boundary prediction 
using methods [12,13] at high ξin and low ξe, the results of calculations have 
been compared with experimental data [22] (see Table. 3.2). It is seen that the 
method of Saha et al. [13] significantly underestimates the stability bound-
ary as  compared to experimental data, while the method of Lokshin et al. 
[12] yields a  conservative estimate, which guarantees system stability. The 
reason is that, at high inlet throttling, the method of Saha et al. [13] under-
estimates the  boundary mass velocity almost in proportion to the increase 
in ξin, which is not real, since a superheating section equivalent to the exit 
resistance appears in the channel exit section at high ξin and low ξe, thereby 
reducing the positive effect of inlet throttling. This was also reported in 
Dykhuizen, Roy, and Calra [54].

In conclusion, it should be stated that

 1. In comparison with the method of Lokshin et al. [12], the range of 
parameters for the stability boundary determination was  broadened. 
The effect of inlet and exit nonheated sections and exit throttling on 
the stability boundary has been taken into account.

 2. In the range of sufficiently high values of coolant inlet subcooling 
(NSUB > 2) at moderate inlet throttling, the estimates of the two-phase 
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TABLE 3.1

Predicted Mass Velocity (ρW) Values at the Stability Boundary: Denominator and Numeratora

ξe ξin

P = 3 MPA at Δiin, KJ/kg P = 5 MPA at Δiin, KJ/kg P = 10 MPA at Δiin, KJ/kg

150 200 300 400 150 200 300 400 150 200 300 400

5 5 1460/1105 1220/1035 920/875 735/695 1150/895 1000/835 790/725 650/575 730/630 665/570 565/495 490/405
5 15 1160/985 1000/940 790/790 655/635 865/790 775/755 640/650 550/520 505/550 475/510 420/435 380/365
5 30 890/875 795/845 660/720 560/580 630/700 580/675 500/590 440/475 350/465 330/425 305/370 280/315
5 100 431/679 407/670 367/595 335/485 280/540 270/535 250/490 235/400 145/330 140/315 135/290 130/245
5 100* 1000/679 897/670 722/595 605/485 738/540 671/535 598/490 495/400 418/330 398/315 359/290 326/245
15 5 1580/1235 1305/1180 970/980 770/765 1280/995 1090/950 845/810 690/630 840/690 755/645 630/545 535/440
15 15 1390/1105 1170/1035 890/875 720/695 1080/895 945/835 750/725 625/630 670/630 615/570 530/495 460/405
15 30 1175/950 1015/905 797/765 655/620 875/760 785/725 645/625 550/510 515/520 480/485 425/420 380/355
15 100 685/695 628/685 537/585 470/500 465/535 440/525 390/460 355/395 250/325 240/310 225/280 215/235
30 5 1640/1395 1350/1305 990/1075 780/835 1350/1115 1140/1040 875/880 710/685 900/765 805/695 660/585 560/475
30 15 1515/1295 1260/1240 940/1000 750/790 1215/1045 1045/1000 815/825 670/655 780/720 705/675 595/555 510/455
30 30 1360/1105 1150/1035 880/875 710/695 1065/895 920/835 740/725 615/575 650/630 595/570 515/495 450/405
30 100 920/725 820/700 670/610 570/510 655/575 600/555 520/500 455/415 365/365 345/345 315/310 290/265

a Denominator: method from Lokshin, V. A., Peterson, D. F., Shvarts, A. L., eds. 1978. Boiler Unit Hydraulic Design, Standard Method. Moscow: Energia, 
256 pp.; numerator: method from Saha, P., Ishii, M., Zuber, N. 1976. Journal of Heat Transfer, Transactions of ASME 98 (4): 616–622.

* Prediction for H/dh = 4000 (q = 0.0116 MW/m2; H = 40 m; dh = 0.01 m).
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81Simplified Correlations for Determining the Two-Phase Flow
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FIGURE 3.4
Comparison of the calculated boundary mass velocities in vertical channels at the stability 
boundary using the methods of Lokshin et al. [12] (ρW) on the flow rate in the vertical steam-
generating channel (a) and corresponding regions of the interchannel flow rate instability for 
two parallel identical channels (b) (ρW)I

Bn [12] and (ρW)II
Bn [13].
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FIGURE 3.3
Dependence of mass velocity in the vertical channel at the stability boundary on pressure. 
Solid line: calculation according to Lokshin, Peterson, and Shvarts [12]; dashed line: calculation 
according to Saha, Ishii, and Zuber [13]. 1: ξin = 15; ξe = 30; Δiin = 200 kJ/kg; 2: ξin = 15; ξe = 5; Δiin = 
200 kJ/kg; 3: ξ = 15; ξe = 5; Δiin = 400 kJ/kg; 4: ξin = 100; ξe = 30; Δiin = 400 kJ/kg. 
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82 Coolant Flow Instabilities in Power Equipment

steam–water flow oscillatory instability in the vertical channel 
 predicted using both methods are close in values.

 3. In the range of low coolant inlet subcooling at high inlet throttling, 
as well as for horizontal channels, the method of Lokshin et al. [12] 
yields a better stability boundary approximation based on simple 
dependences than other methods.

 4. Both methods are sufficiently approximate and are applicable for a 
preliminary rough estimation of the stability boundary (often rather 
overestimated) and also for selecting the ways of flow stabilizing at 
the design phase.

3.4  The Method of the Institute for 
Physics and Energetics (IPE)

Recently, a new, relatively simple method for determining the  interchannel 
stability boundary has been developed at the Institute of Physics and 
Energetics (IPE) [65–70]. The method makes it possible to  determine 
 approximately the interchannel stability boundary for any two-phase 
steam–liquid flow in channels of vertical, horizontal, and any other orien-
tation. This broadens the possibilities of stability boundary determination 
by  relatively rough methods [12,13]. Also, the IPE method substantially 
 differs from and supplements the approximate methods of Lokshin et al. 
[12] and Saha et al. [13] in determining the  interchannel  stability boundary 
at low exit qualities in vertical channels with the  nonheated exit upflow 
 section—as well as in taking the distribution of heat flux, quality, change 
of flow area, and presence of local resistances along the channel length 
into account. Basically, the IPE method is a sole  simple method for the 
 determination of the interchannel thermal- hydraulic  stability boundary at 
low exit qualities.

However, the IPE method suffers from a number of constraints typical of 
the methods from Lokshin et al. [12] and Saha et al. [13] as it does not take 
into account

the thermal inertia of heat transfer surfaces
the hydrodynamic effect of thermally and hydrodynamically noniden-

tical parallel channels
the influence of thermal and transport delay in the case of convective 

heating
the effect of feedback on heat transfer dynamics in the case of nuclear 

heating, etc.
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83Simplified Correlations for Determining the Two-Phase Flow

There is a rather wide region of parameters and boundary conditions 
where such constraints produce no appreciable influence on location of the 
interchannel stability boundary. At the same time, there also exists a range of 
parameters and boundary conditions where the neglect of such constraints 
may substantially deform the interchannel thermal-hydraulic stability 
boundary. (The examples demonstrating this influence are given in Sections 
1.2–1.4 in Chapter 1.) That is why the IPE method cannot be  considered as 
universal.

Application of the IPE method also poses a problem of accuracy in stability 
boundary determination. The constraints associated with this problem will 
be discussed herein.

The detailed theoretical and experimental substantiation of the IPE 
method, as well as its description and application procedure, are given 
in  references 65–70. Here, it will be described in brief together with the 
 procedure of application.

It should be noted that substantiation of assumptions made in the 
 mathematical model and approbation of the method by a wide compari-
son of predictions and experimental data for determining the range of 
 parameters and boundary conditions, wherein quantitative assessments 
by this method are valid, have not been completed yet. Therefore, so far, 
the method may be recommended for an approximate determination of the 
 stability  boundary and qualitative evaluation of the effect of different design 
and flow  parameters on the location of the interchannel oscillatory stability 
boundary with the aim of optimizing the ways of improving stability of the 
system under investigation.

The criterion used in the IPE method for determining the interchannel 
fluctuation (ICP) boundaries is called the “D-criterion” in references 65–70 
and has the form of

 ( )
( )=

∆
∆

=D
d P dG
d P dG

12

1

 (3.8)

or

 = ∆ − ∆ =D
d P
dG

d P
dG

0,2 1  (3.9)

where

 ΔPl = ΔPin.t + ΔPec + ΔPin.up (3.10)

and

 ΔP2 = ΔPe.t + ΔPev + ΔPe.non. (3.11)
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84 Coolant Flow Instabilities in Power Equipment

ΔPin.t and ΔPe.t are the pressure drops at the inlet and outlet throttling 
 orifice, respectively; ΔPin.up and ΔPe.non are the total pressure drops at the 
inlet and outlet of the channel heated section, taking into account the  gravity 
 component in the nonheated sections; and ΔPec and ΔPev are the total  pressure 
drops in the economizer and evaporating sections, respectively, taking into 
account the gravity component.

Using the D-criterion from (3.9), the regime is stable with dΔP2/dG < dΔP1/
dG (D < 0) and is unstable if dΔP2/dG > dΔP1/dG (D > 0).

To illustrate the IPE method application for the vertical channel  conditions 
with the nonheated exit section at constant values of P, q, Tin, ξin, ξe, Figure 3.5 
[66] presents qualitative behavior of channel pressure drop curves ΔPC (G) 
and components of this drop ΔP1 (G) and ΔP2 (G). At points GA, Gb, GC, slopes 

GB GCGA

GA

∆P1

A

B

C{P *, q *, Tin*} = const

{P *, q*} = const
Tin

∆P2

∆P (a)

(b)

∆PC

GB GC
G

G

Xe = 0
B

A
Tin = Tin*

II

C
I

FIGURE 3.5
Pressure drop curves depending on the flow rate in the vertical steam-generating channel 
(a) and corresponding regions of the interchannel flow rate instability for two parallel identical 
channels (b) [66].
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85Simplified Correlations for Determining the Two-Phase Flow

of ΔP1 (G) and ΔP2 (G) coincide (i.e., dΔP2/dG = dΔP1/dG and D = 0). These 
points lie on the stability boundary. The regions G < GA and G ∈ (GB, GC), 
where dΔP2/dG > dΔP1/dG (D > 0), are the instability regions at preset 
parameters. It is seen that the instability at low exit qualities and the density-
wave instability are on the positive stable branch of the hydraulic curve.

In Figure 3.5(b) [66], one can see an ICP map in the (G, Tin) plane  showing 
stability boundaries constructed for a number of fixed values of Tin and 
 constant other parameters in references 65–70.

Thus, construction of an ICP map requires curves ΔP1(G) and ΔP2(G) for the 
channel in question at fixed values of P, q, Tin, ξin, ξe. The analysis performed 
in Shvidchenko et al. [66] showed that predicted values of ΔP1(G), ΔP2(G), 
and their derivatives with respect to the flow rate differ greatly from those 
obtained experimentally. This leads to poor accuracy of instability region 
boundaries’ determination using the D-criterion, when ΔP1(G) and ΔP2(G) 
are found numerically. Therefore, in order to increase accuracy, a method 
combining experimental and predictive techniques has been developed 
[65–70] for determining the previously mentioned pressure drops.

The method is based on experimental determination of the  hydraulic 
 characteristic (i.e., the pressure drop in headers ΔPC(G)) as well as the  pressure 
drop at the inlet throttling orifice and across the nonheated inlet single-phase 
section (ΔPin.t(G) + ΔPin.up(G)) at different fixed values of Tin, for one of the 
investigated parallel identical channels with fixed values of P, q, ξin, ξe.

Then, ΔP1(G) and ΔP2(G) may be determined as follows:

 ΔP1(G) = [ΔPin.t(G) + ΔPin.up(G)]exp + ΔPec(G) (3.12)

and
 ΔP2(G) = ΔPc.exp(G) – ΔP1(G), (3.13)

where ΔPec(G) is the pressure drop across the economizer section, predicted 
on the basis of heat balance.

An example of the ICP boundaries’ construction using the described 
method and applying the D-criterion is illustrated in Figure 3.6 [69].

For a regime to which application of the D-criterion is justified, the error 
in the ICP boundary determination by the preceding method is due to the 
error in experimental measurement of ΔPc.exp(G) and [ΔPin.t(G) + ΔPin.up(G)]exp 
pressure drops (reaching 20% at low flow rates), the error in flow rate deter-
mination (ca. 5%), the error of ΔPec calculation, and the error of graphical 
determination of dΔP1/dG and dΔP2/dG derivatives, which may be rather 
large for flat derivatives.

The D-criterion (3.9) was developed in references 65–70 on the basis of 
P. A. Petrov’s ideas [71]. First, Petrov developed the so-called Π-criterion for 
the stability boundary determination:

 Π = ΔP1/ΔP2 = const., (3.14)
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86 Coolant Flow Instabilities in Power Equipment

which was further modified as follows:

 Π ≡ ΔP1/ΔP2 = f (ρW, p, q, dh, ξin, ξe, Tin). (3.15)

However, no universal regularities for the f function determination have 
been obtained so far. Therefore, Petrov’s criterion is practically used as in 
(3.14). In this form, it has sometimes been applied to qualitatively evaluate 
the effect of parameters on the stability boundary, though in some cases it 
incorrectly reflects the effect even qualitatively.

Despite the fact that the D-criterion (3.9), like criterion (3.15), employs 
 similar initial premises and requires knowledge of the static hydraulic 
 characteristic only, the former does not coincide with Petrov’s criterion. 
Indeed, the D-criterion (3.9) requires only slopes of ΔP1 (G) and ΔP2 (G) to be 
equal and imposes no limitations on the ΔP1/ΔP2 value that defines criterion 
(3.14). Since dΔP1/dG and dΔP2/dG can be equal at different ΔP1/ΔP2 ratios, 
the D-criterion has a more general nature.

Until now, there is no rigorous substantiation of the D-criterion applica-
bility for the ICP boundaries determination and no parameter ranges have 
been specified where the made assumptions are appropriate. Therefore, 
 references 65–70 present the results of experimental investigations on the 

120 200 300
ρW, kg/m2s

400
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∆P
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∆P
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22.5

17.5
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A

A

FIGURE 3.6
Construction of boundaries of the interchannel flow stability regions. P = 6 MPa, q = 0.375 
MW/m2; ξin = 13; ξe = 1.6, Tin = 170°C; dark circle: experimental data; 1, 2: predicted and experi-
mental pressure drop curves, ΔP1 and ΔP2, respectively; 3, 4: approximating curves of experi-
mental channel pressure drops, Pc and (ΔPin.t + ΔPin up), respectively; 5: the (ΔP2 – ΔP1) curve 
used to determine the mass velocity range (ρW), where D = 0; A, B, C sections: errors of stability 
boundary determination.
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87Simplified Correlations for Determining the Two-Phase Flow

ICP boundary determination in a wide range of design and flow param-
eters’ variation, aimed at substantiating applicability of the D-criterion 
for  predicting the preceding boundary and evaluating accuracy of such 
predictions.

In these investigations, geometry of test channels, distance between headers, 
and heated/nonheated length ratios, ξin, ξe were varied. The ranges of param-
eter variation were as follows: P = 4.0–16 MPa; q = 0.3–0.75 MW/m2; ρW = 
110–600 kg/m2s; Tin = from 20°C to (TS – 10°C); ξin = 13, 26, 52; ξe = 1.6, 5, 10; xe < 1.

Characteristic examples of comparing the ICP boundary experimental 
maps based on the preceding range of parameters with the map obtained 
using the D-criterion are shown in Figure 3.7 [69].

200

T i
n, 

°C

100

120 200 300
ρW, kg/m2s

(a)

(b)

400

200
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ρW, kg/m2s

Xe = 0

I

I

II

II

Xe = 0

FIGURE 3.7
Comparison of the calculated and experimental interchannel flow stability boundaries [69]: 
(a) P = 6 MPa; q = 0.375 MW/m2; ξin = 13; ξe = 1.6; (b) P = 12 MPa; q = 0.5 MW/m2; ξin = 13; 
 ξe = 1.6. ▲ and ▼: stable experimental regimes; △ and ▽: unstable experimental regimes; 
solid line: experimental boundary approximation; —accuracy of boundary calculation using 
the D-criterion (D = 0); — the region with D > 0 (calculated instability region); I: instability 
region at low exit qualities; II: density-wave instability region.
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88 Coolant Flow Instabilities in Power Equipment

It follows from references 65–70 that in the preceding range of test param-
eter variation, the D-criterion yields a satisfactory qualitative description of 
the effect of design and flow parameters on the stability boundary. However, 
even in the previously given sufficiently limited range of parameter varia-
tion, the error of stability boundary determination using the D-criterion for 
some regimes is large. For example, it was noted in Shvidchenko et al. [66] 
that at a low flow rate and high q, a considerable disagreement was observed 
in the density-wave stability boundary determined experimentally and 
using the D-criterion. Under the same conditions, the stability boundary 
was described incorrectly also at low exit qualities, because it follows from, 
for example, Mitenkov et al. [7] that the lower boundary of this instability 
corresponds to xe < 0, while with the D-criterion, it occurs only at xe ≥ 0. The 
error of the ICP boundary determination under such conditions is due, in the 
first place, to the fact that the D-criterion neglects surface boiling, which has 
an effect when calculating ΔPec and, hence, when determining ΔP1 and ΔP2.

It has been shown [13] that the effect of surface boiling on the stability 
boundary determination is the largest at low inlet coolant subcooling.

In Shvidchenko et al. [66], one can see that the error of the ICP boundary 
 determination using the D-criterion increases markedly, if compared to the 
experimental boundary, under regimes with increased exit throttling (ξe = 5; 10).

Section 3.3 shows that the largest errors in the stability boundary 
 determination using the methods from Lokshin et al. [12] and Saha et al. 
[13] are observed at high inlet throttling (ξin > 100) and in presence of long 
 superheating sections. These cases are rather frequent in real once-through 
steam generators.

It should be noted that according to numerous publications, even the 
Petrov’s criterion under such conditions fails to give a qualitatively  correct 
reflection of the parameters’ effect on the stability boundary. The D-criterion 
 validity under these regimes, which are most difficult for the stability 
 boundary  prediction, has not been investigated until now. The range of 
parameters in the experimental investigations of references 65–70 was 
 limited by xe < 1 and by a sufficiently low inlet throttling (ξin ≤ 50).

Thus, if applied to channels with the heat flux on the heat transfer  surface 
constant over time, the IPE method yields a large error in prediction of the 
ICP boundary for the regimes with high specific heat flux and low  coolant 
flow rate, as well as for the regimes with an increased exit throttling. 
Efficiency of the method has not been checked for the regimes with high 
inlet throttling (ξin > 100) and in the presence of a superheating section.

The performed analysis leads to the following conclusions:

 1. The IPE method allows stability boundary prediction at low exit 
qualities, when predictions by the approximate methods of Lokshin 
et al. [12] and Saha et al. [13] fail.

 2. In the cases when the hydraulic characteristic can be obtained 
 experimentally, for the conditions of moderate inlet throttling, heat 
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89Simplified Correlations for Determining the Two-Phase Flow

flux constant over time, and the absence of a superheating section 
and exit throttling, the IPE method yields satisfactory accuracy 
and may be recommended for predicting interchannel stability 
 boundaries. Particularly, it refers to the assemblies of  heating  surfaces 
with  coolant upflow-downflow movement, for which approximate 
 methods are inapplicable.

 3. For the stability boundary preliminary evaluation while  designing 
power equipment, when there are no experimental data on the hydrau-
lic characteristic of the channel under investigation and the D-criterion 
may be only predicted, the IPE method has no  advantage with respect 
to accuracy and is more complex for  application as  compared to the 
methods of Lokshin et al. [12] and Saha et al. [13].

 4. Under conditions with exit throttling and high inlet throttling, in the 
presence of a superheating section, and at high surface heat fluxes, 
the validity and accuracy of the IPE method for stability boundary 
prediction have not been determined.

 5. The IPE method, like those of Lokshin et al. [12] and Saha et al. [13], 
neglects the influence of heating surface thermal inertia, thermal 
and transport delays in the case of convective heating, and other 
dynamic characteristics of the processes in the channel under 
 investigation. Therefore, when applied in conditions where such 
effects are strong, the approximate methods may suffer from large 
errors when predicting the interchannel stability boundary.

3.5  Determination of Oscillatory Stability 
Boundary at Supercritical Pressures

Deterioration of flow stability at supercritical pressure (SCP) was  mentioned 
for the first time in Goldman [45]. In Russia, the oscillatory flow  instability 
in parallel heated channels at SCP was experimentally discovered and 
 investigated for the first time in Krasyakova and Glusker [46,47]. The bench-
test experiments were conducted on full-scale models of boiler heating  surface 
panels in loops with upflow and upflow-downflow coolant  movement with 
steam and electrical heating. Water under supercritical pressure (P = 23–23.5 
MPa) was used as the working fluid.

A theoretical study of flow oscillatory instability at SCP for conditions 
 characteristic of utility boilers was made in Lokshin et al. [12] and Khabensky 
[48]. Flow fluctuations were studied in Khabensky by a direct numerical 
 solution of the nonlinear distributed parameter dynamic model. Calculations 
were made using different values of pressure, inlet enthalpy, inner diameter, 
and heated length of the channel. Examples of channel inlet mass velocity 
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90 Coolant Flow Instabilities in Power Equipment

fluctuations, experimentally obtained in Krasyakova and Glusker [46], are 
given in Figure 3.8.

Recently, experimental and predictive investigations of the  oscillatory 
 instability of the helium flow with supercritical parameters in heated chan-
nels have been reported in references 49–52. The reason is that under SCP, 
helium is used as a thermostating agent in various energetic, electronic com-
puter, and research systems employing superconductivity. The  appearance 
of low-frequency fluctuations in the SCP helium flow impairs efficiency of 
cooling systems and in some cases may lead to emergency situations [49].

The results of theoretical studies and experimental investigations of the 
coolant flow low-frequency oscillatory instability at SCP showed this type 
of thermal-hydraulic instability to have a nature and mechanism similar to 
those of the two-phase flow density-wave instability at subcritical pressure 
(see previous sections).

Irrespective of the fact that the medium is single phase at SCP, thermal-
physical parameters of the medium, including density, were found to change 
sharply with enthalpy variation in the region of enthalpy that  corresponds to 
the large heat capacities zone. Thus, at both sub- and supercritical  pressures, 
there exists a delay in transfer of the flow rate disturbance along the  channel 
length in the region of the maximum rate of the enthalpy- governed  density 
change. Conditionally, it may be considered that enthalpy that  corresponds 
to the beginning of strong dependence of density on enthalpy (im),  signifies 
the boundary of the onset of pseudoboiling, which determines inlet 
 subcooling (Δiin = im – iin) and conventional differentiation into the econo-
mizer and  evaporating-superheating sections. For the water coolant, enthalpy 
 corresponding to initiation of pseudoboiling is determined by the dependence

 im = 1.67 · 103 + 42 (P – 23), (3.16)

where P is pressure, MPa; and im is the enthalpy at the onset of pseudoboil-
ing, kJ/kg.

30

ρW

60 90 120 150 180 210
t, s

240 270 300 330 360

FIGURE 3.8
Fluctuations of mass velocity at the coil inlet with the upflow-downflow fluid motion in experi-
mental investigations [46]. ρW = 300 kg/m2s; Tin = 350°C; q = 0.116 MW/m2; P = 23.5 MPa.
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91Simplified Correlations for Determining the Two-Phase Flow

Numerical investigations [48] proved the experimentally discovered [53] 
flow fluctuations in a system of parallel heated tubes with vertical nonheated 
exit sections. These fluctuations appear when enthalpy of the medium at 
the channel exit reaches or somewhat exceeds the region of the onset of 
 pseudoboiling (ie ≥ im). These fluctuations are equivalent to flow  instability 
at low exit qualities at subcritical pressure and are caused by a change of 
the gravity pressure drop in the channel. Noticeable changes in coolant 
 density in the channel exit cross section, which appear at low  coolant flow 
rate  disturbances, propagate along the height of the exit vertical  nonheated 
 section, and result in periodic coolant flow rate fluctuations due to  oscillations 
of the gravity pressure drop.

The test section in Treshchev, Sukhov, and Shevchenko [53] was composed 
of two vertical tubes interconnected by headers. One of the tubes was heated 
by direct current, whereas the second, the nonheated one, served as a bypass. 
The ratio between flow rates through the heated channel and bypass was 
Gc/GBy = 1/10. The heated channel had an exit vertical nonheated section of 
 variable height.

The periodic change of the heated channel exit flow temperature that 
occurred at exceeding some threshold power level by 1%–3% was accepted 
as the onset of self-oscillations.

The experimental results of Treshchev et al. [53], being in full compliance 
with the qualitative analysis of flow instability at low exit qualities and 
 subcritical pressure offered in Section 1.2 (Chapter 1), show that

 1. In this case, flow oscillations are not harmonic, though they have a 
sufficiently clear periodicity.

 2. Inlet throttling somehow facilitates flow stabilization by decreasing 
the oscillation amplitude. However, in a sufficiently wide range of 
ξin variation, the effect of inlet throttling on the stability boundary 
(Figure 3.9) is insignificant. An exception is the abnormal change of the 
stability boundary at ξin = 9, which falls out of the general regularity.

 3. The nonheated vertical exit section elongation results in a noticeable 
deterioration of flow stability (Figure 3.10).

However, for a medium with supercritical parameters, for which the rate 
of change of density change depending on enthalpy in the pseudoboiling 
zone is relatively small, the amplitude of fluctuations of the gravity  pressure 
drop is a small fraction of the total channel pressure drop. Therefore, the 
 amplitude of flow rate fluctuations with ie ≥ im in both experimental and 
numerical investigations was small (<5% of the average channel flow rate) for 
the considered range of parameters.

Let us dwell on the density-wave flow instability.
Investigations described in references 46–52 show the effect of various 

design and flow parameters on the stability boundary at SCP to be similar to 
that of said parameters at subcritical pressure. For example, a change of heat 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
02

 0
8 

M
ar

ch
 2

01
6 



92 Coolant Flow Instabilities in Power Equipment

flux surface density and channel heated length leads to a directly propor-
tional change, whereas a change of the channel diameter leads to a reversely 
proportional change of the boundary coolant mass velocity.

Similarly to the situation with the subcritical pressure, the coolant flow in 
a vertical tube is less stable than in an identical horizontal tube.

0.2
0.5

0.625

0.75

0.875

q 
 1

0–8
, W

/m
2

1.0

0.25
He non, m

0.3 0.35

FIGURE 3.10
Surface heat flux density at the stability boundary depending on the unheated section height 
at the channel outlet: ρW = 750 kg/m2s; P = 22.5 MPa; Tin = 300°C.

1.0
q 

 1
0–6

, W
/m

2 0.9
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0.8

0.7

0.6
10 20 30 40 50 60 70

FIGURE 3.9
Surface heat flux density at the stability boundary depending on the hydraulic resistance 
 coefficient at the channel inlet [53]. ρW = 1000 kg/m2s; Tin = 300°C; ○: unstable regimes; 
●:  stable regimes; 1: 26.5 MPa; 2: 24.3 MPa; 3: 22.5 MPa.
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93Simplified Correlations for Determining the Two-Phase Flow

From references 48–52, one can see that a similar effect is produced on the 
stability boundary at both sub- and supercritical pressures by channel inlet 
and exit throttling, as well as heat flux surface density distribution along 
the channel length. The mechanism and nature of the preceding parame-
ters’ effect on the stability boundary are described in detail in Section 1.3 
(Chapter 1) and thus not repeated here.

The effect of inlet enthalpy (or inlet subcooling) on the stability boundary 
is also similar to that described in Section 1.3 for the subcritical pressure. In 
this case, there were no flow oscillations with iin > im. This may be explained 
by narrowing of the region with the enthalpy-governed intensive change of 
density in the considered channel. As a result, the delay time of the flow 
rate disturbance degenerates and the intensity of flow rate change along the 
channel length decreases. As Section 1.3 shows, this facilitates flow stabiliza-
tion. At a subcritical pressure, similar conditions appear with the channel 
coolant inlet enthalpy of iin > is.

Also, it was shown in Section 1.3 that the region of flow stability increases 
with the increasing pressure due to the weakening dependence of density of 
the medium in the two-phase area on the enthalpy and a smaller pressure 
drop fraction in the evaporating section in the total pressure drop in the 
channel because of the higher steam density. At SCP, the intensity of density 
dependence on enthalpy in the pseudoboiling area is minimal, thus provid-
ing the widest flow stability region as compared to subcritical pressure at 
other identical flow and design parameters. In this respect, Figure  3.11 is 
a clear illustration showing the results that Khabensky [48] obtained by 
solving the nonlinear distributed parameter mathematical model of the 
boundary mass velocity at the increase in pressure up to SCP at different 
inlet subcooling values. One can see from Figure 3.11 that, with the growing 
pressure, flow stability improves and transition to SCP does not change the 
monotonous increase of the stable region.

In this relation, the appearance of flow steady-state oscillations in the 
 parallel-channel system at SCP requires that the pseudoboiling and 
 superheating sections should be substantially increased by substantially 
 reducing the coolant flow rate or increasing the heat flux surface density. 
In other words, the density-wave instability in this case manifests itself at a 
 substantial superheating of the medium at the channel outlet. Numerical inves-
tigations for the water coolant and utility boilers [48] have established that flow 
fluctuations (without exit throttling) may appear only when the channel outlet 
enthalpy (ie) is from 2.9 to 3.2 103 kJ/kg. If we take into account (see earlier dis-
cussion) that the initiation of fluctuations in a channel with the water coolant 
at SCP requires the inlet subcooling of iin < im, then flow instability at low exit 
throttling manifests itself at Δic > 1.5 103 kJ/kg. Since in modern boilers with 
supercritical parameters the enthalpy increment in an element does not exceed 
Δic ≤ 0.8·103 kJ/kg, as a rule, no flow fluctuations have been observed in them.

Taking into account that all regularities concerning the influence of 
parameters on the density-wave flow stability boundary are identical at 
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94 Coolant Flow Instabilities in Power Equipment

sub- and supercritical pressures, an approximate determination of the 
 thermal-hydraulic stability boundary at SCP may be made with a small 
correction using the methods set forth in Section 1.3. All the constraints 
described there relate to supercritical parameters as well.

The procedures of the stability boundary determination at SCP using the 
methods of Lokshin et al. [12], Khabensky [48], and the modified method of 
Saha et al. [13] are given herein.

All designations and dimensionality of other parameters are the same as 
in Sections 3.2 and 3.3.

3.5.1 The CKTI Method

For horizontal channels, the boundary mass velocity at which flow fluctua-
tions initiate is derived from

 ( ) ( )ρ = ⋅ ρ−w w
qH
d

4.63 10
Bn

h

o p
h

3
,

, (3.17)

where (ρW)0,P = (ρW)0 KP.

26
P,

 M
Pa
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(ρW)bn, kg/m2s

FIGURE 3.11
Dependence of boundary mass velocity on pressure in a horizontal tube with no inlet and outlet 
throttling. Dark circles: calculated points of stability boundary at subcritical pressure [48]; clear 
circles: same, at supercritical pressure [48]; 1: Δiin = 80 kJ/kg; 2: 200 kJ/kg; 3: 400 kJ/kg; 4: 800 kJ/kg.
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95Simplified Correlations for Determining the Two-Phase Flow

The value of (ρW)0 is determined at preset values of ξ and Δiin (Δiin = im – iin; 
ξ and im are determined from (3.3) and (3.16), respectively) in the right-hand 
section of the nomogram in Figure 3.1.

The KP coefficient accounting for pressure correction is derived from the 
curve in Figure 3.12.

For vertical channels, the boundary mass velocity is determined from

 ( ) ( )ρ = ρW C W
Bn

V

Bn

h , (3.18)

where (ρW)h
Bn is the boundary mass velocity for the identical horizontal 

channel; and C is the coefficient dependent on the inlet subcooling and 
obtained from the curve in Figure 3.2 at P > 18 MPa.

A comparison of the boundary mass velocity values ρW calculated by 
the methods of Lokshin et al. [12] and Khabensky [48] with the experimen-
tally obtained ones [46] is given in Table 3.3 and shows satisfactory agree-
ment. Systematic underestimation of the predicted boundary mass velocities 
as compared to the experimental ones may be due to small pressure drop 
fluctuations between headers caused by subcooling conditions in the heat 
exchanger of the test facility [46]. Pressure drop fluctuations could result in 
periodic flow rate oscillations in the stable region near the stability boundary.

Investigations of Khabensky [48] show that at high surface heat flux 
 densities, the calculated boundary mass velocity may be underestimated 
because of the neglect of radial distribution of coolant density across the 
channel section in the mathematical model used.

0.1

40 80 120 160 200

0.2

0.3

0.4

K P

0.5

P = 23 MPa

P = 26 MPa

FIGURE 3.12
The coefficient accounting for the effect of pressure on the stability boundary at supercritical 
pressure [48].
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96 Coolant Flow Instabilities in Power Equipment

According to the methods of Lokshin et al. [12] and Khabensky [48], the 
stable region is determined by

 (ρW) > (ρW)Bn. (3.19)

3.5.2 The Saha-Zuber Method

Using this method, the dependence for determining the boundary mass 
velocity by (3.7) has the form of

 

( )ρ = ⋅ ⋅ ρ − ρ
ρ ⋅

× ξ + ξ + ξ
+ ξ + ξ 

+ ρ − ρ
ρ

× ∆











−

W
q H
d i

H d
H d

i
i

4 10

1 0.5 0.5
( )

Bn

V

h

L G

G LG

in TP h e

TP h e

L G

G

in

LG

3

1

.

To obtain (ρW)v
Bn at SCP using the preceding dependence, parameters ρL, ρG, 

and iLG should be replaced with their equivalents in the SCP region.
This dependence may be modified to be applicable to the SCP region, 

 taking into account two regularities. First, the effect of pressure on the flow 
stability boundary, as was shown in Section 3.3, is practically identical for 
both methods of Lokshin et al. [12] and Saha et al. [13] (Figure 3.3). Second, 
numerical investigations in Khabensky [48] have revealed the monotonous 
nature of the effect of pressure on the stability boundary at the transition 
from sub- to supercritical pressure (Figure 3.11). Therefore, with the bound-
ary mass velocity determined at 22.5 MPa, its value may be approximately 

TABLE 3.2

Comparison of Experimental and Predicted Boundary Mass Velocities

P, MPa q, MW/m2

ΔTin, 
°C H, m dh, m ξin ξe

ρρ( )W ,
Bn

exp

 
kg/m2s

ρρ( )W ,
Bn

I

 
kg/m2s

ρρ( )W ,
Bn

II

 
kg/m2s

4.1 0.3085 105 5.25 0.0125 500 4 220 293 123
4.05 0.3 101 5.25 0.0125 520 4 220 278 117
4.05 0.26 100 5.25 0.0125 300 4 220 315 162
4.25 0.418 109 5.25 0.0125 500 4 298 396 161
4.25 0.449 100 5.25 0.0125 520 4 318 436 173
4.3 0.469 96 5.25 0.0125 520 4 335 445 175
4.2 0.465 96 5.25 0.0125 500 4 330 448 180

Note: I = method of Lokshin, V. A., Peterson, D. F., Shvarts, A. L., eds. 1978. Boiler Unit Hydraulic 
Design, Standard Method. Moscow: Energia, 256 pp. II = method of Saha, P., Ishii, M., Zuber, 
N. 1976. Journal of Heat Transfer, Transactions of ASME 98 (4): 616–622.
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97Simplified Correlations for Determining the Two-Phase Flow

defined for the channel in question at P > 22.5 MPa, with other parameters 
being identical, by

 ρ = ⋅ ρ =W f p W( ) ( ) ( )Bn Bn
P 22.5, (3.20)

where f(P) is the dependence determining the effect of pressure on the 
 stability boundary at P > 22.5 MPa.

Numerical investigations of instability at SCP using the nonlinear mathe-
matical model of Khabensky [48] yield the following approximate dependence:

 = 





−

f P
P

( )
22.5

4

, (3.21)

where P is the coolant pressure in the test channel at P > 22.5 MPa.
Taking (3.20) and (3.21) into consideration, dependence (3.7) may be 

 presented as

 

( )ρ = ⋅ ⋅ 





ρ − ρ
ρ ⋅

× ξ + ξ + ξ
+ ξ + ξ 

+ ρ − ρ
ρ

× − ∆
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∗ ∗
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i
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22.5

1 0.5 0.5
( ) ( )

Bn

V

h

L G

G LG

in TP h e

TP h e

L G

G

L in

LG

3
4

1
, (3.22)

where ρL
* , ρG

* , i LG
* , and i S

*  are determined at P = 22.5 MPa.

TABLE 3.3

Comparison of Experimental Mass Velocities on the Stability Boundary with the 
Predicted Ones

P, MPa q , MW/m2 din, m H, m
iin × 103, 

kJ/kg

)(ρW ,
Bn

exp

 
kg/m2s

)(ρW ,
Bn

I

 
kg/m2s

)(ρW ,
Bn

II

 
kg/m2s

23 0.0813 0.01 12.6 1.2 180 152 150
23 0.0695 0.01 12.6 1.2 150 130 129
23 0.116 0.01 12.6 1.59 300 308 255
23 0.0695 0.01 12.6 0.84 135 103 112
23.5 0.348 0.01 12.6 1.38 100 74 63
23.5 0.116 0.01 12.6 1.0 150 174 173
23.5 0.058 0.01 12.6 1.0 100 92 91

Source: Krasyakova, L. Yu, Glusker, B. N. 1965. CKTI Proceedings, Leningrad, 59:198–217.
Note: I = method of Khabensky, V. B. 1971. Application of Mathematical Methods and 

Computation Means in Heavy Machine Building Industry, NIIINFORMTYAZHMASH, 
Moscow, 15-71-3:17–28. II = modified method of Saha, P., Ishii, M., Zuber, N. 1976. Journal 
of Heat Transfer, Transactions of ASME 98 (4): 616–622.
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98 Coolant Flow Instabilities in Power Equipment

The results of calculating boundary mass velocities at SCP using (3.22) 
and their comparison with those of Lokshin et al. [12], Khabensky [48], and 
experimental data from Krasyakova and Glusker [46] are given in Table 3.3.

To conclude, it should be noted that the described methods are rather rough 
and may be used for preliminary determination of the stability boundary at 
early design phases for selecting optimal design solutions. Further, regions 
of stable operation should be determined applying accurate methods (e.g., 
direct numerical solution of nonlinear dynamic equations).
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4
Some Notes on the Oscillatory 
Flow Stability Boundary

4.1 Introduction

The lack of knowledge on two-phase thermal hydrodynamics of power 
equipment not only in unsteady- but also in steady-state conditions needs 
experimental verification of the adequacy of real processes’ description by 
dynamic mathematical models. In particular, reliable prediction of coolant 
flow instability in full-scale systems is required.

Also, three factors can affect accuracy of a mathematical model and that 
of the stability boundary prediction. First, there is a need for  substantial 
simplification of initial dynamic mathematical models and  boundary 
 conditions when dealing with practical instability predictions for  complex 
geometry channels of real circulating loops. Second, frequency  methods 
for  determining the stability boundary in the first  approximation demand 
 linearization of the nonlinear mathematical model of two-phase flow 
 thermal hydrodynamics. This, as will be shown later, is posing  additional 
 problems with establishing the real stability boundary in practice. 
Third, when  studying the two-phase flow instability by direct  numerical 
 integration of nonlinear dynamic equations, the accuracy of solutions 
depends on the scheme of difference approximation of initial equations 
and boundary  conditions, as well as on the method and stability of their 
 numerical solution.

It has been noted already that reliability of theoretical predictions may be 
ensured only by comparing predictions and experimental data obtained on 
thermal-physical test facilities and on full-scale installations.

This, in turn, requires adequate criteria for the experimental stability 
boundary evaluation, as well as a clear idea of how predictions made by 
 different techniques relate to the practical stability boundary. This knowledge 
is of practical importance for power equipment designers when determining 
a safety margin to ensure thermotechnical reliability of the equipment.
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4.2 Experimental Determination of the Stability Boundary

Let us first consider the behavior of flow parameters (for instance,  coolant 
flow rate) when the steam-generating channel operation loses stability. 
Generally, when approaching the stability boundary, flow parameters tend 
to change in small steps with a certain retention interval after each step.

In the case of the steam-generating channel stable operation, low-inertial 
flow meters commonly record a definite noise level available in the test loop. 
The noise may be due to the stochastic nature of boiling and change of flow 
patterns, produced by pump operation or power supply sources; vortexes 
formed around local obstacles; flow turbulence; disturbances caused by, say, 
mixing condenser operation; and other reasons. The average noise level may 
reach several percent of the nominal coolant flow rate.

The noise level may be over 10% of the nominal flow rate in isolated 
 steam-generating channels with a plug flow at the outlet or with other two-
phase flow specific features (e.g., in coil-type steam generators).

When approaching the stability boundary, the system disturbances may 
lead to an increased noise level in the channel flow rate due to resonance 
characteristics of the steam-generating channel, and transient oscillations 
in the channel with periodic disturbances may be accompanied by flow 
rate fluctuations occurring at a frequency close to that of the low-frequency 
 thermal-hydraulic instability.

Near the oscillatory stability boundary, all the curves of self-oscillation 
development in the steam-generating channel may be roughly subdivided 
into two kinds.

 1. A small stepwise increase in power (or in some other regime 
 parameter) near the stability boundary leads to spontaneous flow 
rate swaying and establishment of high-amplitude self- oscillations. 
Sometimes, the amplitude may reach the level at which the channel 
may get destroyed in the case of electrical heating. This  character 
of instability development is typical of steam-generating channels 
with linear properties at moderate flow rate fluctuation  amplitudes. 
The oscillograms illustrating the development of flow rate self- 
oscillations show random noises observed in stable regimes. 
It  should be noted that in this case the stability boundary can be 
recorded rather clearly if there are no large forced disturbances in 
the system, with the boundary being stable “in the small.”

 2. For a certain class of steam-generating channels and flow  parameter 
regions, there exists a different mechanism of instability devel-
opment. Let the input power increase, or channel input throttling 
decrease in a stepwise manner. In the latter case, the noise level may 
increase considerably, since dissipation losses decrease and the noise 
energy decays to a lesser extent. At the transition from the stable to 
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101Some Notes on the Oscillatory Flow Stability Boundary

unstable region and in absence of large forced  disturbances, the flow 
rate  oscillogram exhibits regularity, which becomes  apparent and 
clear with the further stepwise power rise. A slow increase of the 
regular flow rate oscillation amplitude  corresponds to each step of 
power rise (with the reduced inlet throttling). There is no sponta-
neous  acceleration of the process. In this case, the  oscillation onset 
 boundary is blurred and cannot be determined correctly without 
special measures (e.g., spectrum analyzer). Though the  stability 
 boundary is the boundary of stability in the small, it may fail to deter-
mine  reliability of the steam-generating channel  operation because of 
the low  amplitude of parameter  fluctuation in the  instability region.

In the general case, it may be stated that self-oscillations are not  obligatory 
monoharmonic and sometimes may have a more complex nature. In some 
cases, when the power to the channel is increased (or inlet throttling is 
decreased), the oscillogram exhibits the origin of the second and even 
third (which is rare) harmonics of the experimental flow rate. However, 
the  preserved regularity is that each unstable channel regime has its own 
specific level of flow rate fluctuation amplitudes and set of harmonics. The 
development of complex oscillations may be illustrated by the results of flow 
stability investigations in the electrically heated coil-type channel [84]. The 
channel inlet and outlet constant pressure at a preset level was achieved by 
air cushions in the inlet and outlet headers. The channel was brought to the 
unstable regime by a stepwise decrease of inlet throttling using the control 
valve and by the appropriate feed vessel discharge in order to maintain 
 constant average channel flow rate and pressure.

Figure  4.1 shows the oscillogram of the inlet flow rate change from 
Gerliga et al. [84] that illustrates the channel oscillation development. One 
can see that in region I with the inlet resistance ΔPin of 0.3–0.15 MPa, small 
 nondamping oscillations of pressure and flow rate at 3–10 Hz (depending 
on the coil diameter) were observed in all the tested channels. With the coil 
diameter of 56 mm, the frequency was 3–4 Hz and was found to increase 
up to 10 Hz with the coil diameter increasing up to 224 mm. The amplitude 
of flow rate fluctuations in this region amounted on the average to 7%–9% 

Gst

I II III

t, s

G
, g

/s

FIGURE 4.1
Flow rate fluctuations’ development in the coiled channel. I: ΔPin = 0.3–0.15 MPa; 
II: ΔPin = 0.15–0.03 MPa; III: ΔPin < 0.03 MPa.
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102 Coolant Flow Instabilities in Power Equipment

of the steady-state value (Go); with throttling decreasing down to ΔPin = 0.15 
MPa, it increased to about 12% of Go at the constant frequency. The cause of 
such oscillations is probably the changing structure of the two-phase flow 
in coils. The cycle of oscillations is substantially smaller than the time it 
takes the liquid particle to pass through the heated channel and does not 
 correspond to the  frequency of density-wave instability.

In region II, the flow rate and pressure fluctuations appeared at 1–1.3 Hz 
in all coiled channels at the decrease of the inlet resistance (ΔPin < 0.15 MPa). 
It was accompanied by growth of the oscillation amplitude at the unchanged 
frequency, finally reaching 60% of Go with ΔPin = 0.03–0.05 MPa.

The nature of such oscillations is not fully clear and may be due to  specifics 
of the test facility, apart from the density waves mechanism.

Finally, with ΔPin < 0.03 MPa in region III, the lowest (~0.3–0.1 Hz) frequency 
flow rate oscillations appear in the coils and previous oscillations become 
superimposed by the new ones. The amplitude of the 0.3–0.1 Hz oscillations 
increases at a higher rate and, at ΔPin = 0.015–0.02 MPa, it exceeds the steady-
state value. The nature of these oscillations most of all corresponds to the 
mechanism of density wave low-frequency oscillations. At said frequencies, 
oscillations result in considerable periodic deformations of the coiled chan-
nel, which was found to contract and stretch axially as a spring (up to 6 cm at 
0.3–0.1 Hz) and simultaneously twists and untwists in a tangential direction. 
These effects may lead to destruction of the channel. The provided example 
shows a rather complex structure of flow oscillations with superposition of 
oscillations of different types.

Let us consider criteria underlying the experimental determination of the 
flow stability boundary, as well as problems associated with the  unambiguous 
prediction of the stability boundary in experimental investigations.

References 2, 8, 9, 13, 15, 32, and 55, as well as others, offer the criteria that 
are most widely used for determining the experimental boundary of the 
oscillatory instability initiation:

 1. Small steady-state oscillations of the inlet flow rate are initiated at a 
typical frequency.

 2. The inlet flow rate oscillation amplitude is extrapolated up to zero 
value at the amplitude change, depending on the input power.

 3. There is a certain level of amplitudes of the inlet flow rate  steady-state 
oscillations. In different published sources, this level corresponds 
to 5%, 10%, 20%, and 30% of the average steady-state flow rate in a 
channel or loop.

 4. Flow rate oscillations with an increasing amplitude are initiated.
 5. There is an appearance of a bend on the curve representing the depen-

dence of the flow rate oscillation amplitude on the input power that 
characterizes a transition from slow to fast growth of the  oscillation 
amplitude when power is increasing. An example of the stability 
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103Some Notes on the Oscillatory Flow Stability Boundary

boundary determination using the preceding  criterion [13] is shown 
in Figure 4.2. A typical oscillogram of the experimental channel inlet 
flow rate oscillations at different fixed power levels [13] is shown in 
Figure 4.3.

 6. Periodic burnouts are initiated in the channel with coolant flow 
oscillations.

More rarely, such statistical methods as, for example, the least squares 
method for determining the line separating the regions with stable and 
unstable regimes, or the flow noise dispersion analysis, are applied for 
 determining the stability boundary. An experimental method that is being 
developed for determining the flow stability boundary by flow parameter 
noises will be described later.

The preceding criteria clearly show that the stability boundary  determined 
on their basis may differ in a rather wide range. Even the procedure of 
 criteria selection is based on different approaches. So, the first and sec-
ond  criteria  have been selected stemming from the initiation of system 
 fluctuations. This condition relates also to small stable amplitudes of the inlet 
flow rate  fluctuations (about 5% of the average value) in the third criterion.

The fourth, fifth, and, especially, sixth criteria of the stability  boundary 
determination have been selected to meet safety and thermal  reliability 
of power equipment. In part, the preceding condition relates to large 
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FIGURE 4.2
Dependence of the inlet flow rate fluctuations’ relative amplitude on the channel power [13]. 
1: stability boundary; ○: Δisub = 13.7 kJ/kg; ◽: Δisub = 24.4 kJ/kg; ▵: Δisub = 51.2 kJ/kg.
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104 Coolant Flow Instabilities in Power Equipment

amplitudes of steady-state fluctuations in the third criterion. It is the so-called 
“ dangerous” stability boundary from thermal reliability considerations.

Sometimes, experimental determination of the stability boundary apply-
ing some of the previously listed criteria is confronted with difficulties. For 
example, the presence of constant disturbances in full-scale or test facilities—
namely, natural noise due to coolant boiling caused by stochastic nature of 
boiling and change of flow regimes, disturbances introduced by  circulating 
pumps or occurring in steam–water mixing heat exchangers upstream from 
the test section, periodic switching-on of automatic control systems, etc.—may 
cause the slowly converging flow rate fluctuations with a typical frequency 
in the stable region, which is sufficiently remote from the stability boundary. 
It should be noted that the initial amplitude of these fluctuations  may be 
found to rise when approaching the stability boundary. Figure 4.3 may be 
offered as an example of the beginning of flow fluctuations’ development at 
low power levels. Therefore, stability boundary  determination for real sys-
tems using the first criterion may yield a substantial error.

10
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FIGURE 4.3
Coolant inlet flow rate fluctuations at different power levels in the test section [13]. Δisub = 
24.4 kJ/kg; (a) N = 4.4 kW; (b) N = 5.85 kW; (c) N = 6.825 kW; (d) N = 7.1 kW.
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105Some Notes on the Oscillatory Flow Stability Boundary

Application of the second criteria may lead to uncertainty in stability 
boundary determination. Apart from the disadvantage of the first  criterion, 
extrapolation to zero of the inlet flow rate fluctuation amplitude is fre-
quently difficult due to the nonlinear dependence of the flow rate fluctuation 
 amplitude growth on power (see, for example, Figure 4.2).

Determination of the stability boundary by the third criterion is a simple 
procedure, but the criterion itself is sufficiently conventional. Indeed, there 
is no clear justification of the flow rate fluctuation amplitude boundary 
value, which is determined by different investigators arbitrarily. Secondly, 
 depending on the nonlinear system properties, the growth rate of the flow 
rate fluctuation amplitude may be different when moving off the  boundary 
into the instability region. Therefore, for different circulating systems in 
the instability region, the distance from the stability boundary into the 
instability region at the same relative flow rate fluctuation amplitude may 
be  different within the range of parameters in question. This complicates 
 comparison of the experimentally determined stability boundary with that 
predicted using a linear model.

The fourth criterion, based on the determination of the onset of fluctuations 
with the increasing amplitude, is conventional, since oscillatory instability of 
two-phase flows in power equipment shows, as a rule, a limited amplitude 
growth due to the nonlinear feedbacks. Evidently, the fourth criterion in this 
case should be understood as a condition promoting a sharp growth of the 
flow rate steady-state fluctuation amplitude following either a small power 
change or reduction of channel throttling. Figure 4.4 [22] illustrates a sharp 
rise of the fluctuation amplitude at a small increase of power.

Practically, the fourth and fifth criteria have much in common; the latter 
has the purpose of determining the stability boundary by the point where 
the curve bends from slow to rapid rise of the flow rate fluctuation amplitude 
with the increasing power (see Figure 4.2). These criteria also have a number 
of drawbacks.

First, not all two-phase coolant systems in the instability region demon-
strate a sharp change in the rate of the fluctuation amplitude growth when 
power is increasing. Experiments show that rather frequently the amplitude 
is found to rise smoothly (type B). Second, as one can see from Figure 4.2, 
a sudden bend on the curve showing the fluctuation amplitude change as 
a function of power may happen at a large flow rate fluctuation amplitude 
(about 10% of the average flow rate), which is already dangerous for thermal 
reliability of power-generating equipment.

Third, when the flow rate fluctuation amplitude is high, the flow  instability 
development becomes influenced by dynamic characteristics of the model 
test facility, which may substantially differ from those of a full-scale plant. 
Therefore, even in the case of complete similarity between the investigated 
experimental and full-scale channels, the results of the stability boundary 
determination on the model test facility may substantially differ not only 
quantitatively, but also qualitatively, if, for instance, there is no constant 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
05

 0
8 

M
ar

ch
 2

01
6 



106 Coolant Flow Instabilities in Power Equipment

pressure drop in the parallel-channel system, no constant inlet enthalpy, or 
when circulating loops of test facilities incorporate compressible volumes 
(missing in the full-scale plants) to balance fluctuations of pressure and 
flow rate.

Fourth, quite frequently, a different parameter instead of power (e.g., 
inlet enthalpy) is varied in the experiments devoted to stability boundary 
 determination. The growth rate of the inlet flow rate fluctuation amplitude 
may be different depending on the varied parameter. For example, it was 
previously shown (see Figure  1.21 in Chapter 1) that when the inlet cool-
ant subcooling is increasing, the flow rate fluctuation amplitude, due to the 
ambiguous effect of subcooling on the stability boundary, may first grow 
and then decrease. This effect may contribute additional uncertainty to find-
ing the stability boundary using the fourth and fifth criteria. It should be 
noted that the last three constraints may be manifested when  determining 
the stability boundary on the basis of the third criterion with a high  boundary 
amplitude of the flow rate fluctuation.

The sixth criterion, which makes the onset of periodic burnouts a condi-
tion for determining the stability boundary, is unacceptable. Indeed, peri-
odic burnouts appear in the region of the developed instability at very 
high flow rate fluctuation amplitudes and lead to a rapid destruction of the 
heated channel. For instance, it has been shown [9] that a periodic burn-
out in the experimental channel was developing at a power amounting to 
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FIGURE 4.4
Coolant flow fluctuations’ development at the test channel inlet with small power 
increments [22].
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107Some Notes on the Oscillatory Flow Stability Boundary

40% of the  steady-state critical one, when the flow rate fluctuation ampli-
tude reached high values in presence of the oscillatory instability. A typical 
example of the effect of instability of the critical heat flux (CHF) is given in 
Figure 4.5 [63], where CHFs are shown in dependence on the exit bulk qual-
ity at  identical flow parameters in the nonfluctuating regime provided by 
strong inlet  throttling, and in the fluctuating regime.

At low exit bulk qualities (xe ≈ 0.05) in the fluctuating regime, the  minimal 
thermal load was observed to be over two times lower than that in the 
 nonfluctuating regime under otherwise equal conditions. However, thermal 
reliability of the channel may be impaired at lower amplitudes of flow rate 
fluctuations due to the long-acting periodic thermal stresses or due to other 
reasons. Then, the condition of the onset of periodic burnouts may not be the 
minimum “dangerous” flow stability boundary.

Thus, a brief survey of the existing approaches to the evaluation of the 
experimentally determined two-phase flow stability boundary shows that

 1. Experimentalists employ two approaches when determining the 
 stability boundary: (a) the boundary is defined as a condition of 
the onset of steady-state flow fluctuations with a typical frequency—
that is, the boundary of asymptotic stability (“in the small”) of 
the steady-state regime, and (b) as a condition of the initiation of 
flow fluctuations, which are dangerous for the system thermal 
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FIGURE 4.5
Comparison of CHFs in fluctuating and nonfluctuating regimes of the electrically heated tube 
[63]. Δin = 18 mm with P = 9.1 MPa and ρW = 750 kg/m2s; l: nonfluctuating regime; 2:  fluctuating 
regime.
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108 Coolant Flow Instabilities in Power Equipment

reliability, the so-called practical or “dangerous” stability bound-
ary. The  indicator of the dangerous stability boundary is specific for 
each concrete  system and is not determined by a preset fluctuation 
amplitude. The practical stability boundary may be determined for 
a concrete  system in the following way: Depending on the required 
channel life at the known fluctuation frequency, the permissible 
fluctuation amplitude is obtained and then is used to determine the 
practical stability boundary in the range of flow parameters.

 2. Accuracy of the experimental determination of the onset of flow 
steady-state fluctuations with a typical frequency due to the noise 
present in the two-phase flow systems and due to the system 
 nonlinearity may, in some cases, be sufficiently low and differ from 
the theoretically obtained asymptotic stability boundary.

 3. When comparing stability boundaries determined numerically with 
those obtained experimentally by various authors, the knowledge 
that is required in addition to the design and flow parameters of 
a thermophysical test facility refers to (a) criteria of  determining 
the stability boundary under given experimental conditions, 
(b) the habit of the coolant flow rate fluctuation amplitude with flow 
 parameters’ variation in the unstable region, and (c) the technique 
used for conducting experimental investigations on the stability 
boundary determination.

4.3  Experimental Determination of Thermal-Hydraulic 
Stability Boundaries of a Flow Using 
Operating Parameter Noise

A promising approach to experimental determination of the flow stability 
boundary is being developed by one of the authors of references 100 and 101. 
It is based on the use of the operating parameter noise for the purpose. This 
can facilitate solving two problems:

 1. The requirement of the steam-generating channel dynamic  isolation 
prevents the test facility meant for investigating static problems 
to be used for stability investigations. The constraints may be 
removed if the stability boundary study is limited to that in the 
small,  neglecting the specifics of instability development and self-
oscillation amplitudes. The low-frequency noises of inlet coolant 
flow rate and pressure drop in the channel connected to the test 
facility without hydrodynamic pressure isolation make it possible 
experimentally to find a numerical value of the left-hand part of 
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109Some Notes on the Oscillatory Flow Stability Boundary

the characteristic equation of the channel, depending on frequency. 
Further,  application of the generally accepted techniques permits 
determination of the steam generator stability boundary in the small 
and solution of problems related to the stability margin.

 2. Inferior reliability of the steam-generating channel thermal- 
hydraulic stability boundary determination by numerical methods 
is, in  particular, due to approximate correlations for friction, steam 
void fraction, and heat transfer. Insufficiently reliable predictions 
are also due to the fact that, in the process of power-generating 
equipment operation, heat flux distribution along the channel length 
changes, as well as the boiling and friction conditions in the two-
phase  sections because of the uncontrolled thicknesses, structure, 
and composition of deposits. These peculiarities of real operation 
 cannot be fully accounted for either in predictive or in physical 
 models of the test channels, which above all fail to model dynamic 
behavior of the full-scale loop. Also, the experimental steam- 
generating  channels are difficult to model due to a lower power in 
the model channel (as compared to the real one) and its changed 
geometry. Finally, there may be no full confidence in correctness 
of the extrapolation of both numerical and experimental results to 
the full-scale steam-generating channel. In such a situation, it is 
very tempting to possess a diagnostic method ensuring effective 
 monitoring of the thermal-hydraulic stability margin during the 
current steady-state regime in the process of normal operation of 
the full-scale plant.

Now, let us consider a steam-generating channel with the inlet local 
 pressure drop. Theoretically, the channel may be brought to the stability 
boundary by changing the inlet pressure drop. The boundary inlet pressure 
drop ΔPin.Bn will correspond to the boundary state of the channel. Formally, it 
may even be negative. The difference in the real and boundary values of this 
pressure drop should be regarded as the stability margin. From the equa-
tions of motion that describe the steam-generating channel coolant state 
using the commonly accepted assumptions, upon linearization and Laplace 
transformation at zero initial conditions and taking the relationships

 P1 – P′1 = ΔPin (Gin),

 iin = const.

into account,

 � � �δ − δ = ∆ + Π




δP P

P
G

s G
2

( )in
in1 2  (4.1)
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110 Coolant Flow Instabilities in Power Equipment

may be derived for the dynamically isolated steam-generating channel, 
where �δx denotes the Laplace-transformed noises of respective parameters 
x, G is the steady-state channel coolant flow rate, and Gin is the inlet channel 
unsteady flow rate. It has been taken into account that, for the quadratic inlet 
resistance

 
∆ = ∆d P
dG

P
G

2in in
,

the expression

 
δ − δ

δ
= ∆ + ΠP P

G
P

G
S

2
( )

in

in1 2

represents the “channel flow rate-pressure drop” transfer function; S is the 
Laplace transformation parameter. The characteristic equation for analyzing 
the interchannel instability (δP1(t) = 0, δP2(t) = 0) looks as follows:

 ∆ + Π =P
G

S
2

( ) 0in . (4.2)

Relationship (4.1) may also be obtained from the following simple 
 considerations. The channel, located downstream relative to the inlet 
 resistance, may be considered as a linear “black box” with the inlet δGin and 

outlet � �δ − δP P1
'

2. The relation between the inlet and outlet will be expressed 
via the transfer function

 � � �δ − δ = Π ⋅δP P S G( ) in1 2 . (4.3)

From (4.3) and the linearized relationship for the inlet pressure drop

 � � �δ − δ = ∆ δP P
P

G
G

2 in
in1 1

' ,

expression (4.1) follows.
It is evident that the left-hand part of the characteristic equation  coincides 

with the channel flow rate-pressure drop transfer function within the 
 accuracy of the multiplier G/2:

 
� �

�Π = δ − δ
δ

S K
P P

G
( )

in

1 2 ,

where K = G/2.
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111Some Notes on the Oscillatory Flow Stability Boundary

The characteristic function,

 Π = ∆ + ΠS P K S( ) ( )in ,

upon the S = jω substitution, may be obtained empirically by spectral  analysis 
of the operation parameter noise [99]:

 ( ) ( )
( )Π ω =

ω
ω

∆
j K

S j

S
G P

GG
, (4.4)

where SGΔP(jω) is the reciprocal spectral density of noise power δGin(t) and 
δΔP(t) = δP1(t) – δP2(t); SGG(ω) is the self-spectral density of the noise power 
δGin(t). These noises are, in fact, low-frequency stochastic fluctuations of 
flow parameters around their steady-state values. At the stability boundary, 
we have

 Re [Π(jω0)] = 0;

 Im [Π(jω0)] = 0. (4.5)

In the steady-state condition,

 Re [Π(jω0)] ≠ 0, (4.6)

which ensures the nonzero margin for the steam-generating channel 
 thermal-hydraulic stability. The drop of ΔPin down to ΔPin.Bn. corresponds 
to Re [Π(jω0)] tending to zero. Practically, the margin is determined on the 
basis of the real axis section from the origin of coordinates of the complex 
plane (0, j0) up to the point of the axis crossing with the hodograph of the 
 characteristic equation left-hand part.

Technical feasibility of the suggested method has been proved in labora-
tory conditions. The test facility represented a vertical closed loop containing 
a steam generator and condenser in the lower and upper parts, respectively. 
The steam generator was modeled, when required, either by two parallel, 
identical thin-walled joule-heated tubes, or by a single  austenite Cr-Ni tube. 
The condenser was produced in the form of a multichannel  construction 
of the “pipe within a pipe” type. Distilled water was used as the coolant. 
To ensure forced or combined coolant circulation, a pump could be  connected 
to the loop. The quick-response tachometer with a tangential turbine was 
used as the primary flow transducer at the steam generator inlet, while an 
induction pickup of the DDI-20 type was used as the channel pressure drop 
transducer in combination with the IVP-2 converter. The outputs of both 
measuring channels were connected to the inputs of the deduction device 
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112 Coolant Flow Instabilities in Power Equipment

based on the integral operational amplifier KI40UD8. The online logging of 
the flow parameter measured values was done using the NO67 analogous 
multichannel magntitograph.

The experimental technique was as follows. Using the results of prelimi-
nary tests of the two-channel steam generator, the boundary of the interchan-
nel thermal-hydraulic stability areas was found to coincide with the stability 
boundary of a single dynamically isolated steam-generating channel. The 
experiments were conducted under different flow conditions at pressures 
ranging up to 10 MPa, mass velocities from 100 to 1500 kg/m2s, subcooling 
below the saturation temperature at the steam-generating  channel inlet from 
0 up to 150 K, and specific heat fluxes of up to 0.8 MW/m2. Then, the single 
channel (without dynamic isolation, which is a  prerequisite to the thermal-
hydraulic instability onset in a steam-generating channel) was  successively 
brought to different steady-state conditions of the stably  operating loop. 
In each of the investigated steady-state conditions, the flow rate and  pressure 
drop noises, after their filtration in the 0.01–2 Hz frequency range ( covering 
the region of resonance frequencies ω0, determined by the coolant  transport 
through the steam-generating channel heated section) were recorded and 
subjected to spectral analysis according to (4.4), using the fast Fourier 
 transformation algorithm [99]. Based on the results of the spectral analy-
sis, the hodograph of the characteristic function (the left-hand part of the 
 characteristic equation; see Figure 4.6) was constructed.

With a relative error of 12.5% of the spectral analysis, its frequency resolu-
tion was 0.156 Hz. Considering that, for frequencies a priori above 2 Hz the 
coherence function of the analyzed noises is close to zero as a rule, the high-
frequency part of the hodograph may be unreliable. Therefore, the 0–2 Hz 
segment of the hodograph, which contains the basic resonance frequency, 

0.2

×10–5Im Π

0.1

–0.1
–0.1 0.1 0.2

1.56 Hz

(a)

–0.2

–0.2

Re Π

0.2

×10–5

ω      ∞

ω 
   

  ∞

Im Π

0.1

–0.1
–0.1 0.1 0.2

1.56 Hz

(b)

–0.2

–0.2

Re Π

FIGURE 4.6
Hodograph of the Π(jw) function for the steam-generating channel. (a) Tin = 225°C, P = 6 MPa; 
q = 0.7 MW/m2; ρW: 225 kg/m2s; (b) Tin = 130°C, P = 6 MPa, q = 0.7 MW/m2; ρW = 225 kg/m2s.
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113Some Notes on the Oscillatory Flow Stability Boundary

should be controlled for the analysis of the low-frequency thermal-hydraulic 
stability. The steady-state operating conditions of the single dynamically 
nonisolated channel, under which the hodograph Π (jω) crossed the  origin of 
coordinates of the complex plane, were classified as boundary (with respect 
to the dynamically isolated steam-generating  channels) and marked as 
benchmarks in the “mass velocity-subcooling” plane of parameters.

Figure  4.7 illustrates the thermal-hydraulic stability boundary (shaded 
toward the stable steady-state conditions) determined according to the 
experimental results for a two-channel steam generator with a specific heat 
flux of 0.7 MW/m2 and system pressure of 6 MPa.

The half-dark circles denote boundary points derived from the spectral 
analysis results for the flow rate and pressure drop noise across the single 
steam-generating channel and satisfying (4.5). The dark circles designate 
the conditions where the hodograph did not cover the origin of coordinates 
(0, j0), as is shown in Figure 4.6(b); this corresponds to stable operation of 
the two-channel steam generator. Light circles stand for the conditions 
where the hodograph covered the origin of coordinates (0, j0), as is shown 
in Figure 4.6(a); this corresponds to unstable operation of the two- channel 
steam generator. An opportunity of increasing accuracy in  determination of 
thermal-hydraulic stability boundaries for a steam-generating  channel using 
the operating parameter noises is associated with reducing the instrumental 
error of measuring devices used for the purpose, while the random error 
resulting from spectral calculations using the finite segments of noise real-
ization may be reduced by selecting a larger number of  averaging points.

100
50

100

150

200

150 200
ρW, kg/m2s

T i
n, 

°C

250

FIGURE 4.7
Experimental stability boundaries of a steam-generating channel; P = 6 MPa; q = 0.7 MW/m2; 
●: stable steady-state regimes; ○: unstable steady-state regimes; ◓ – stability boundary regimes.
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114 Coolant Flow Instabilities in Power Equipment

Application of the method in real operating conditions of a nuclear 
power plant presents no principal difficulties. However, it requires several 
 additional conditions to be taken into account. For example, in contrast to 
the laboratory conditions, the diagnosed reactor core channel is influenced 
not only by the inlet flow rate and pressure drop disturbances, but also by 
additional ones such as low-frequency noise power δN(t), which, according 
to the dynamic coupling “inlet flow rate—steam void fraction—reactivity—
power” is related to the δG(t) noise. In this case, the process channel as the 
object of diagnostics has two correlated inputs and one output. In contrast to 
the “one input—one exit” model of a steam-generating channel, the unity-
approaching partial (but not general) coherence function should be used as 
the index of internal consistency between the noise measurements of flow 
parameters. The left-hand part of the characteristic equation for the  analysis 
of the interchannel thermal-hydraulic instability may be obtained using 
noises of the three previously mentioned flow parameters. Considering 
the power noise and that of the channel coolant flow rate as correlated, in the 
general case, it may be written [100] that

 SGΔP(jω) = ΠGΔP(jω) SGG(jω) + ΠNΔP(jω) SGN(jω)

and

 SNΔP(jω) = ΠGΔP(jω) SNG(jω) + ΠNΔP(jω) SNN(jω).

From the system of equations, the expression for the unknown quantity is

 ( ) ( ) ( )
( )( )Π ω =

∆ ω ⋅ ω − ω ⋅ ∆ ω
ω ⋅ ω − ω ⋅ ω

j
G S P j S S j S P j

S S S j S j2
( ) ( )
( ) ( )

in G NN GN N

GG NN GN NG
, (4.7)

where SGΔP(jω), SNG(jω), SGN(jω), and SNΔP(jω) are reciprocal spectral densities 
of power of respective pairs of operation parameter noises, while SGG(ω) and 
SNN(ω) are self-spectral power densities of respective noises.

Expression (4.7) may be used for determining the stability margin for the 
steam-generating channel within a parallel-channel system operating in 
the stable steady-state regime according to (4.6). With the presence of sev-
eral correlated inlet disturbances of the diagnosed object, the expression for 
Π(jω) becomes somewhat more complicated. The working channels’ ther-
mal-hydraulic stability margin can be controlled in real time by combining 
the application of software for spectral analysis of the measured operation 
parameter noise realization with the use of devices for the diagnostic signal 
power spectral densities determination.

The described method for diagnosing thermal-hydraulic stability of 
the dynamically isolated steam-generating channels may probably serve 
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115Some Notes on the Oscillatory Flow Stability Boundary

as a basis for constructing diagnostic systems for both laboratory and 
 industrial application.

4.4 The First Approximation Stability Investigation

Let us briefly review the basic numerical methods for determining the 
 stability boundary and their inherent peculiarities and constraints.

It has been stated in the Introduction that two approaches are applied in 
theoretical investigations of thermal-hydraulic instability. The first approach 
deals with studying the behavior of the solution of a system of differential 
equations without search for exact or approximate solution. It is based on the 
utilization of results of the qualitative theory of differential equations and 
consists of the determination of critical parameters at which the disturbance 
path (operation process parameter variation over time in presence of dis-
turbance) starts deviating from the undisturbed path when the disturbance 
is removed. In the context of thermal-hydraulic instability, the steady-state 
regime with parameters determined by the steady-state thermal-hydraulic 
equation is understood as the undisturbed flow.

The theory of stability created by A. M. Lyapunov is under constant 
 development and at present is used (especially as it refers to the linear theory 
methods) in various branches of science and engineering.

The second approach deals with solving a system of nonstationary  nonlinear 
partial differential equations with partial derivatives with given initial and 
boundary conditions. Investigations of stability (or, to be more precise, of the 
solution self-oscillating behavior) by means of direct numerical solution of 
the equations describing the nonstationary flow thermal hydrodynamics in 
the components of power-generating equipment acquire a wider application 
now due to the rapid development of computer  techniques [8,9,11,15,29,54, 
etc.]. In many investigations of the two-phase thermal-hydraulic instability, 
this method is known as the method of analysis of a finite difference scheme 
for the nonlinear model.

Let us first consider the method of stability investigation in the first 
approximation. Some generally known definitions and notions of the stabil-
ity theory are given in references 2, 3, 4, and 56.

Let parameter deviations from the steady-state condition δx1 be described 
by a dynamic system of differential equations,

 δd x
dt

1 = χ (t, δx1,…, δxn); (l = 1,…, n). (4.8)

In terms of A. M. Lyapunov, such an equation is called the equation of 
 disturbed motion.
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116 Coolant Flow Instabilities in Power Equipment

Definition 1. The undisturbed motion is stable, if for each positive number 
ε, notwithstanding how small it is, there exists another positive number η(ε), 
at which

 |δx1(t0)| ≤ η (4.9)

is met for all disturbed motions with t = t0 at the initial moment, and

 |δx1(t)| < ε (4.10)

is satisfied for all t > t0.

Definition 2. If the undisturbed motion is stable and if the number η may be 
chosen so small that for all disturbed motions satisfying (4.9) the conditions

 δ =
→∞

x tlim ( ) 0
t

1  (4.11)

will be met, then the undisturbed motion is called asymptotically stable.

If region (4.9) of initial disturbances δx1(t), for which the asymptotic stabil-
ity condition (4.11) is met, is not evaluated, then the asymptotic stability in 
the small is considered.

Let Q be a certain, a priori set region of changing variables δx1 wherein the 
values of δx1(t0) of the initial disturbances may lie.

Definition 3. The undisturbed motion is called asymptotically stable “in the 
large” (within the Q region), if it is stable and condition (4.11) is fulfilled for 
all δx1(t0) within the Q region.

In particular, the Q region may be determined by the inequality

 |δx1(t0)| ≤ K

where K is the preset number.

Definition 4. The undisturbed motion is called asymptotically stable “on the 
whole” if this motion is stable and condition (4.11) is fulfilled for any initial 
disturbances δx1(t0), no matter how large they would be.

The mathematical model for describing unsteady thermal-hydraulic 
 processes in a heated channel with the two-phase coolant is in fact an 
 essentially nonlinear system of partial differential equations. As a rule, 
 stability investigations of the nonlinear system in the large and, even more 
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117Some Notes on the Oscillatory Flow Stability Boundary

so, on the whole are rather difficult and frequently represent an  unsolvable 
 problem. Therefore, for solving the majority of practical problems, 
 investigations are limited to those of stability in the small (i.e., to those based 
on linear approximation of the initial nonlinear dynamic system). Such a 
method of stability investigation is known as the first approximation stabil-
ity theory. The engineering experience of using the method of the two-phase 
flow stability boundary determination in the small with regard to thermal 
power plants shows that it is practicable for the analysis of qualitative effects 
of parameters on the stability boundary, and it is quite sufficient to provide 
quantitative estimates of the stability boundary for simple thermal- hydraulic 
schemes.

The first approximation methods of stability investigation are described in 
detail in references 2–4, 56, and 57. Here, in compliance with Morozov and 
Gerliga [2] and Goryachenko [3], the general principle and the  procedure 
of an investigation for the assessment of possible errors introduced by 
 assumptions and the reliability of comparing the predicted and real stability 
boundaries are given.

Let dynamics of the steam-generating channel be described by a system of 
nonlinear differential partial equations as deviations from the equilibrium

 
∂δ
∂

= δ δ ∂δ
∂

∂δ
∂







x
t

F z x x
x
z

x
z

, , ..., , , ...,n
n1

1 1
1 , (4.12)

where δx1 = x1–xlo (l = 1,..., n). δx1 = 0 corresponds to the undisturbed process.
For investigating stability of the solution for the system of equation (4.12), 

its right-hand parts are divided into linear and nonlinear components and 
written as

 
∂δ
∂

= δ + ∂δ
∂

+ φx
t

A z x B z
x
z

( ) ( ) , (4.13)

where A(z) and B(z) are square matrices of coefficients and ϕ is the column 
matrix of nonlinearities.

The linearized system of equations

 
∂δ
∂

= δ + ∂δ
∂

x
t

A z x B z
x

z
( ) ( )  (4.14)

is called the first approximation system of equations and is further used 
for the evaluation of stability in the small of the initial nonlinear system 
(4.12). The boundary conditions are also subject to such linearization. It is 
 supposed that all nonlinearities incorporated into the mathematical model 
can be  linearized. However, as Morozov and Gerliga [2], linearization is 
impossible for the description of some thermal-hydraulics (e.g., for shock 
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118 Coolant Flow Instabilities in Power Equipment

waves arising at passing of the two-phase flow parameters over the local 
sound velocity, etc.).

Solution of the linear system (4.14) with appropriate boundary conditions 
may be represented as

 ∑δ =
=

∞

x t z e U z( , ) ( )S t
k

k 1

k , (4.15)

where Uk(z) for the fixed z is the constant dependent on the boundary and 
initial conditions (the latter being the function of initial disturbances), while 
Sk is the roots of characteristic polynomial complex in the general case

 Sk = λk + jωk. (4.16)

The values of Sk are defined by parameters of the steady-state system.
Then, the solution of (4.15) may be

 ∑δ = ⋅ ω + ωλ

=

∞

x t z U z e t j t( , ) ( ) (cos sin )k
t

k

k k

1

k . (4.17)

As one can see from (4.17), the asymptotic stability (or instability) of the 
linear system is determined by the sign of the real part of the  characteristic 
polynomial roots. If all λk < 0, then the system (4.14) is asymptotically  stable; 
if at least one λk > 0, it is unstable. It follows from (4.17) for the linear  system 
that if a system is stable with small initial disturbances, then it will be  stable 
at any large disturbances (i.e., on the whole). However, it is not true for the 
initial nonlinear system. When the linear system is asymptotically stable 
(4.14) on the whole, theory guarantees asymptotic stability of the  initial 
nonlinear  system (4.12) only in the small and does not guarantee it to be 
stable in the large. This is because only at small initial disturbances is behav-
ior of the  nonlinear system found to differ insignificantly from its linear 
approximation.

The subsequent investigations into the first approximation system 
 stability envisage determination of the sign of the real part of the roots of 
 characteristic polynomial of the linear system. When doing this, it is not 
mandatory to solve the characteristic equation and determine its roots. 
There are  different  methods providing necessary and sufficient conditions 
for  determining the region of parameters where all roots of the charac-
teristic polynomial have negative real parts. Usually, the system of linear 
equations and  boundary  conditions are Laplace transformed with zero 
initial conditions, thus obtaining the characteristic function Π(S). Actually, 
it is equivalent to substituting a partial solution eS tk  into the obtained  system 
of linear  equations. For the case of asymptotic stability in the small, it is 
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119Some Notes on the Oscillatory Flow Stability Boundary

 necessary and sufficient that all the roots of the characteristic equation 
Π(S) = 0 be located in the left-hand half-plane S that does not incorporate 
the imaginary axis.

To determine the region of parameters where stability of the linear 
 system is ensured, a special method of separating the areas of stability—the 
D-division method—is widely used. It is described in detail in references 
2, 3, and 57, so we will not dwell on it. The procedure of its application is 
well  established and causes no fundamental difficulties when investigat-
ing  stability of steam-generating channels. It should be noted that this 
method permits outlining of the region of parameters where all roots of 
the  characteristic equation have negative real parts, thereby determining 
 stability boundaries of the linear system.

Now, let us consider how the thus obtained system stability boundary 
determines practical stability of steam-generating channels of test facilities 
or real equipment.

If the stability boundary is of the “A” type, then with an adequate 
 mathematical description of the process, the stability boundary in the small 
(predicted using either a nonlinear or linearized model) is generally close to 
the experimentally derived boundary with smooth variation of parameters 
and with no forced disturbances in the test loop.

As has been stated before, the investigation of stability in the small does 
not permit determination of the region of permissible initial disturbances 
at which the system is asymptotically stable. The maximum permissible 
initial disturbances may be smaller than those present in real boiling sys-
tems. In such cases, the real system, though theoretically linearly stable 
within the considered range, is practically unstable. This circumstance 
may  substantially deteriorate the range of stable operation of the system. 
Because of great difficulties with theoretical substantiation of behavior of 
the dynamic system near the boundary and determination of the type of the 
stability area boundary (safe or unsafe), quite frequently the only criterion 
of checking conformity of the predicted linear stability boundary to the real 
one is an experimental investigation of thermal-hydraulic flow stability on 
thermophysical test facilities. This being the case, it is desirable to model 
not only the steam-generating channel and the boundary conditions therein, 
but also the disturbances that may present in the real system, as close to the 
real systems as possible.

On the other hand, some systems that, according to the linear theory, 
are within the instability region near its boundary may be considered as 
 practically stable because the maximum amplitude of fluctuations  happens 
to be too small (“B” type). Such instability is very difficult to  identify 
 experimentally on thermophysical test facilities because the level of 
 parameter fluctuation may happen to be lower than natural noises always 
present in a real system. This may complicate comparison of theoretical and 
experimental stability boundaries and lead to incorrect conclusions on the 
accuracy of predictions based on the linear model.
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120 Coolant Flow Instabilities in Power Equipment

A simple example [56] illustrates this. With regard to this work, let us 
 consider the following equation:

 = λ −dx
dt

x x2 3 . (4.18)

The root of the characteristics equation of the first approximation is λ2; 
that is, it has the positive real part and the undisturbed motion is unstable. 
However, it follows from Malkin [56] that with any initial disturbances of x, 
its value tends over time either to +λ or to –λ. If λ is very small, the disturbed 
motion will practically tend to the equilibrium state, and the system will be 
stable.

On the other hand, according to Malkin [56], if the equation of motion is 
written as

 = −λ +dx
dt

x x2 3, (4.19)

the root of the characteristic equation will be negative, and the undisturbed 
motion will be asymptotically stable, according to Lyapunov. In this case, as it 
follows from Malkin [56], if the value of λ is very small, then the motion may 
be considered as practically unstable since with initial disturbance above 

limx
t

λ × → ± ∞
→∞

. It directly follows from (4.19), as with |x| > λ, the inequality 
x(dx/dt) > 0 holds true.

Though the offered example may be not typical for the known types of 
thermal-hydraulic two-phase flow instabilities, it cannot be excluded that 
such a pattern of the process development may be encountered in new 
 thermal-hydraulic circuits.

Now, let us dwell on another aspect of practical system instability, which 
is not directly associated with Lyapunov’s stability or instability. As was 
noted in Morozov and Gerliga [2], such dynamic characteristics as  transient 
 oscillations, the time of their decay, and the steam-generating  channel 
resonance characteristics are of great importance for safe operation of 
power- generating systems. With unfavorable dynamic characteristics, 
the steady-state stability and even stability on the whole, as was noted in 
Vdovin [58], does not guarantee safe operation, since small disturbances 
present in the system may cause impermissibly large, slowly converging 
flow rate fluctuations in the steam-generating channel. The resonance 
 characteristics of the channel become most pronounced when approaching 
the stability boundary. In boiling water reactor (BWR) conditions, periodic 
flow rate oscillation packages were observed in the core channels when 
the feed water relay control system was actuated. Under these conditions, 
the steady-state regime is not practically stable irrespective of its stability 
according to Lyapunov.
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121Some Notes on the Oscillatory Flow Stability Boundary

As an illustration, here is an example [58] where characteristics of a 
BWR with a large positive steam coefficient of reactivity are analyzed. The 
 existence of such a feedback in combination with heat transfer inertia in 
the core may cause impermissible power surge and activation of emergency 
protection in case of small disturbances of input variables. It may result in 
sufficiently rigid requirements to permissible disturbances (or to the rate of 
their introduction) with regard to both coolant temperature and velocity at 
the core inlet.

With some limiting assumptions (upon introduction of a disturbance, the 
inlet flow rate and enthalpy are assumed to be constant), a diagram was 
 plotted in Vdovin [58] and is offered here in Figure 4.8. It shows the  boundaries 
of  permissible and impermissible (leading to the emergency  protection 
 activation) disturbances depending on density of the  reactivity coefficient γρ. 
One can see from Figure 4.8 that when γρ = 10β (for the VK-50 reactor, as is 
noted in Vdovin [58], in some test conditions γρ ≈ 30β), the steady-state regime 
loses its practical stability, since the permissible  overall  disturbance (δG/G – 
δiin/ΔI) shall not exceed 1.8% for the conditions described in Vdovin [58]. 
In this case, δG and δiin are the inlet flow rate and enthalpy  disturbances, 
respectively, while G and ΔI are the steady-state  values of flow rate and 
enthalpy drop in the core. It should be noted that in the given example the 
equilibrium state is stable on the whole according to Lyapunov (i.e., at any 
large feedback coefficients).

Thus, a brief analysis of the first approximation method for stability 
 investigation shows that

2

2

1

1

5 10

–0.12

–0.06

0
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=
δi

0
∆I γρ
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FIGURE 4.8
Boundary of permissible (1) and impermissible (2) disturbances.
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122 Coolant Flow Instabilities in Power Equipment

 1. The linear stability calculation permits conducting illustrative 
 qualitative and quantitative analyses of the effect of various design 
and flow parameters on the stability boundary.

 2. This stability analysis yields a quantitative assessment of the  stability 
boundary that is close to the real one only for the  nonlinear systems 
with the so-called “soft excitation,” for which stability in the small 
also determines stability in the large. However, the  correspondence 
between the stability boundary determined by the linear  analysis 
and that of a real full-scale plant described by the investigated 
nonlinear system can be practically proved by  comparison of the 
predicted boundary with that obtained experimentally on the 
 thermophysical test facility capable of simulating the real system 
with real disturbances.

 3. The linear approximation stability analysis fails to determine the 
nature of parameter variation in the unstable region. At the same 
time, for some nonlinear systems in the unstable region near the 
boundary, deviation of parameters from the steady-state values may 
be small, and the system can be practically stable. Under such con-
ditions, exact experimental determination of the stability boundary 
on the thermophysical test facility, as has been shown previously, 
becomes problematic because of natural noises in the system, and 
it complicates the comparison of the predicted and experimental 
boundaries.

 4. Unfavorable dynamic characteristics of the nonlinear systems may 
create dangerous operating conditions of power plants even with the 
existence of stability on the whole, according to Lyapunov, because 
in this case small disturbances may lead to the appearance of slowly 
converging parameter fluctuations with a large initial amplitude, 
thus making the system practically unstable.

These constraints suggest that the quantitative data on the stability boundary 
obtained on the basis of linear approximation should be treated with care.

4.5  Stability Investigations Based on Direct Numerical 
Solution of the Unsteady System of Nonlinear Equations

When an adequate mathematical model and numerical solution are 
 available, stability investigations, based on the direct numerical  integration 
of the unsteady nonlinear system of partial differential equations that 
describes thermal-hydraulics of the two-phase flow in the components of 
power  equipment, have a number of significant advantages as compared 
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123Some Notes on the Oscillatory Flow Stability Boundary

to the methods of search for the boundary using the linear theory, and 
even to respective experimental investigations on model test and full-scale 
facilities.

In contrast to the linear methods of boundary determination, direct 
 numerical solution of the nonlinear system allows modeling of real 
 thermophysical test facilities and full-scale plants with the inherent system 
disturbances and feedbacks. Additionally, a numerical solution, being in 
fact a numerical experiment, permits determination of not only the stability 
boundary but also the nature of development of local and integral param-
eter fluctuations in the unstable region, as well as behavior of parameters 
in the stable region near the boundary influenced by the permanent system 
 disturbances. This provides a more exact quantification of the asymptotic 
stability boundary, determination of the “dangerous” or “practical” stability 
boundary, and a more reliable comparison of predictions and experimental 
results to validate adequacy of the mathematical model.

In comparison with the experimental investigation, a numerical solution, 
as has been stated (e.g., in Patankar [62]),

helps to decrease the cost of research, especially when studying stabil-
ity in complex systems

makes it possible to perform a large number of calculations varying 
some design and flow parameters in a wide range in ideal conditions 
and keeping other parameters unchanged, for the sake of selecting 
optimal conditions of increasing system stability (as it is a problem 
to make on the experimental facilities)

yields detailed information on spatial and time variation of all basic 
parameters, including those difficult to measure (as it is practically 
impossible to register by sensors during experiments)

provides knowledge on the time-dependent behavior of parameters 
in the entire range of solutions and a possibility of purposeful 
 variation of design and flow parameters, and of initial and boundary 
 conditions, discriminating ideally between the influence of  different 
factors and thus revealing the physical mechanism of instability 
and the regularities in the effect of basic parameters on the stability 
boundary

permits modeling instability conditions of the real plant being designed, 
which is difficult under conditions of a model thermophysical test 
facility

However, despite these considerable advantages of the stability investiga-
tion techniques by the direct numerical solution, they have not found wide 
application yet in engineering practice, though a number of  recent works 
describes computer codes and the results of investigation of thermal- hydraulic 
instability by this method, while dynamic investigations of  transients 
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124 Coolant Flow Instabilities in Power Equipment

and emergency situations in power plants have become  customary in the 
 engineering practice.

Apart from conventional difficulties associated with the numerical 
 solution of a nonlinear system of differential equations of the two-phase 
flow, which will be considered later, additional problems of creating an 
 adequate  mathematical model for investigating thermal-hydraulic  instability 
and its numerical realization on the computer are aggravated by the fact 
that  parameters defining the system stability boundary are critical ones; in 
their region, the solution of the system of nonlinear equations may  bifurcate 
or change the qualitative structure of the phase portrait. This leads to 
the  situation when the solution near and at the stability boundary is very 
 sensitive to small variations of the boundary and initial conditions, small sys-
tem disturbances, type of solution on the approach to the boundary, and the 
 oscillatory nature of parameters’ variation in the unstable region. Therefore, 
the accuracy of stability boundary determination and parameters’ variation 
in the unstable region using a numerical solution largely depends on:

 1. An adequate description of thermal-hydraulic parameters’ 
 distribution in components of the considered plants

 2. Substantiation of the choice of nonlinear correlations for closing the 
system of equations, which should reflect both static and dynamic 
characteristics of thermal-hydraulic processes

 3. Selection of a scheme for the difference approximation of the initial 
equations and a method of their numerical solution, etc.

It should be noted that these requirements are more rigid than in the case 
of investigating transients and emergency situations by dynamic mathemat-
ical models in the stable region of parameters.

It should be noted that the existing mathematical theory of  numerical  solution 
of the nonlinear partial differential equations, as is stated in Roache [60], fails 
to provide a rigorous investigation of numerical stability,  evaluation of the 
error, and convergence of the solution. Also, the  numerical solution of thermal 
hydrodynamics becomes more difficult because of  complex  geometry, strong 
nonlinearity, substantial variation of liquid  properties, and phase changes., 
As a rule, formalized principles cannot be used for  building algorithms and 
computer codes for the numerical  solution of  complex  thermal-hydrodynamic 
problems, and each successfully solved concrete problem is mostly due to the 
calculator’s skill. Therefore, a  numerical  solution often must

be based on experimental results of thermal-physical investigations
rely on intuition and heuristics
use physical peculiarities of the processes to simplify equations and 

upgrade numerical methods and solution algorithms
employ various algorithmic “tricks”
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125Some Notes on the Oscillatory Flow Stability Boundary

As a rule, all this not only reduces computation time several times or 
essentially increases accuracy of solution, but sometimes determines the 
possibility of solving a concrete problem numerically. Let us illustrate some 
basic difficulties and constraints encountered when the thermal-hydraulic 
two-phase flow instability is investigated by the direct numerical solution of 
a nonlinear dynamic mathematical model.

The difference of the numerical solution of the mathematical model 
from characteristics of the real physical process may be determined by the 
 following factors:

 1. Validity of the mathematical model used (i.e., by the degree of its 
correspondence to the real thermal-hydraulic processes under 
 investigation). Equally, this factor determines reliability of other 
methods for stability investigations (e.g., the methods of the linear 
theory)

 2. Validity of building a discrete analog of the initial system of 
 equations and correspondence of the discrete analog solution to that 
of the initial system

 3. Selection of the optimal stable method of numerical solution of 
the obtained system of equations and optimal approximation of 
nonlinearities

 4. Appearance of various effects of the algorithmic nature caused by 
discrete algorithm for describing continuous processes instead of 
physical peculiarities of the process

Now, let us briefly consider each of these factors, requiring careful 
 substantiation in order to minimize the difference of the numerical solution 
from real parameters of the nonstationary thermal-hydraulic process.

The following analysis is of a qualitative nature, just to illustrate the 
 difficulties and constraints to be overcome in the numerical solution of 
the problem of stability boundary determination and two-phase flow 
 parameters’ variation in the unstable region.

Validity of the initial mathematical model is the decisive factor of 
 successful numerical solution of the flow stability problem. If such a model 
is inadequate to the process under investigation, no numerical method will 
yield true results.

The two-phase flow thermohydrodynamics obeys the basic laws of 
 conservation used in single-phase hydromechanics. However, such 
 equations are very complex in the case of two-phase flows and the inner 
forces  determining phase interaction are not strictly defined. Therefore, the 
presently used mathematical models are unfit for the description of local 
parameters.

These difficulties are caused, as was mentioned in Wallis [72], by the  infinite 
number of the interphase interface forms and two-phase flow regimes, 
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126 Coolant Flow Instabilities in Power Equipment

flow prehistory effect on the interface structure, stability of the  collective 
 interaction of interphase surfaces and other, very often sudden factors. 
Theoretically, it is impossible to describe the behavior of two-phase system 
parameters not only for unsteady-, but also for most steady-state  conditions. 
It should be noted [73] that now there are no complete  experimental data 
on velocity fields, gas content, and turbulent characteristics for gas– liquid 
flows. Only individual problems (e.g., growth of a single bubble on the 
heated  surface, film boiling, annular flow, etc.) may be solved by  approximate 
 theoretical analysis. Therefore, modification of the existing and  development 
of new mathematical models of the two-phase flow are largely based on 
experimental investigations. During these investigations, flow regimes, 
their boundaries, and the averaged two-phase distribution of phases and 
 velocities typical of the regimes in question are determined. Also, depen-
dence of quality, friction, and heat transfer on the mean integral two-phase 
flow characteristics such as mass-averaged velocity, enthalpy, pressure, heat 
flux, channel geometry, etc. is studied.

Though significant success has been achieved in experimental and 
 predictive two-phase flow investigations (e.g., in those devoted to flow regime 
boundaries [74] and other thermal-hydraulic characteristics determination), 
no  reliable quantitative relations have been revealed yet. This is due to the 
fact that the flow regime boundary is separated by intermediate zones where 
physical processes are unknown, stability depends on many uncontrolled fac-
tors, and  the experimental setting of the regimes is insufficiently reliable [75].

The dependencies defining dynamic and thermal nonequilibrium, as 
well as heat transfer and hydraulics, are related to the flow regime, and the 
form of these dependencies is different for each regime. For some processes, 
the structural form of dependencies is determined on the basis of simple 
physical hypotheses, while the constants and power exponents are refined 
in experimental investigations. For other processes, the dependencies repre-
sent empirical correlations valid only for the conditions of their derivation 
and not based on physical notions of the process.

These constraints of the theory necessitated the development of a scheme 
of transforming general local two-phase flow equations with indefinite func-
tions of internal forces (which mainly reflect the interphase interaction) into 
a practically applicable form. Such a technique is described, for instance, in 
references 76–79. Here, one can find only a simplified description of these 
transformations as an illustration of the limitedness and, in some cases [72], 
even “unreliability” of the initial system of two-phase flow equations.

To make them practically applicable, the local equations of conservation 
for the two-phase flow are averaged with respect to a certain time interval 
(shorter than the characteristic time of the unsteady process) to eliminate 
the instantaneous oscillation components of basic parameters. Then, they are 
averaged with respect to the channel cross section to express the unknown 
functions of the interphase surface interactions in the integral form. Thus, 
one-dimensional spatial nonstationary partial differential equations 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
05

 0
8 

M
ar

ch
 2

01
6 



127Some Notes on the Oscillatory Flow Stability Boundary

expressing the laws of mass conservation, momentum, and energy are 
obtained for each phase.

Such a system of equations is known as the separated flow model (or two-
fluid or heterogeneous flow model). The time- and cross-section averaged 
functions of the interphase interaction and interaction on the channel inner 
surfaces, as was stated earlier, cannot be found theoretically. However, they 
can be determined through experimental investigations of each flow regime. 
The equation of the separated flow model incorporates these correlations as 
additional empirical terms or various coefficients. For example, the empirical 
correlation for the interphase slip, or the relation obtained on the basis of the 
flow drift model, is used to determine the dynamic nonequilibrium.

Thus, one can see that in a two-phase flow each regime is described by 
 different equations characterized by additional terms and coefficients 
derived experimentally. It is impossible to describe with sufficient accuracy, 
say, bubble and annular flow regimes by the same mathematical model.

The thus obtained mathematical model provides a basis for  investigating 
unsteady thermal-hydraulic processes, including instability, in steam- 
generating channels and power plants employing two-phase coolant 
systems. These equations, together with that for the channel wall  thermal 
 conductivity, meet the conservation laws and, with some accuracy,  determine 
the real temperatures, density, velocity, and flow section of each phase in 
both equilibrium and nonequilibrium conditions. The accuracy of these 
parameters’ description depends on the following constraints:

 1. Some members of the initial system of equations have either semi-
empirical or empirical origin. These dependencies have been derived 
for steady-state conditions. They describe static  characteristics 
well, but fail to reflect fully dynamic properties of the system. 
The  example offered in Section 1.4 (Figure 1.26) in Chapter 1 proves 
it, as it shows that a description of surface boiling applying two 
 different  techniques yields different results in determination of 
the  flow  stability boundary by the numerical solution, though for 
the steady-state conditions these techniques yield similar results.

 2. Under the unsteady conditions in the steam-generating channel 
in fixed coordinates with respect to the channel length, change of 
flow regimes may be observed in different periods of time, start-
ing with the single-phase liquid flow with the subsequent change 
of all  patterns of the two-phase flow and terminating in the steam 
flow. In this case, different equations describing flow regimes have 
to be used for some channel sections where change of flow regimes 
takes place. The differences in members of such equations may 
change even the type (hyperbolic, elliptic) of the system of equa-
tions. When a numerical solution for the unsteady conditions in 
question is sought, there arises an extremely complex problem of 
joining these equations, which is due to the change of the equation 
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128 Coolant Flow Instabilities in Power Equipment

type, function discontinuity, jumps in derivatives, and the presence 
of  nonlinearities of different natures.

 3. The empirical correlations may not only differ because of changes 
in two-phase flow regimes, but may also be of different form even 
for the same flow regime, depending on the channel geometry. 
Therefore, a computer code for numerical investigation of the two-
phase flow instability in channels with specified geometries is not 
universal and often cannot be used without essential correction 
and checking for investigating instability in channels with different 
geometry.

Therefore, the full-scale use of the stratified flow model, which is an 
 approximate model itself, is associated with considerable difficulties. 
Usually, the initial system of equations is subjected to further  simplifications 
in order to solve particular unsteady problems. These simplifications are 
 determined by the nature of the studied regime, range of parameters, 
 intensity of disturbing influences, and other factors. The most frequently 
used  simplifications are as follows:

 1. The neglect of thermal nonequilibrium (for instance, the model does 
not describe nonequilibrium boiling)

 2. The neglect of dynamic nonequilibrium (the relative velocity of 
phases is either disregarded or assumed constant)

 3. The transformation (though with some loss of accuracy) of empiri-
cal or semi-empirical correlations incorporated into equations, their 
 representation as a single dependence on continuous parameters 
(e.g., real quality, mass velocity, pressure), excluding their  association 
with the flow regime

The latter simplification makes it possible to avoid the possible equation 
type change and function discontinuity when the channel flow regimes are 
changed.

When equations are simplified, two opposite tendencies arise. On the one 
hand, it is desirable to make the model as simple as possible to facilitate 
numerical solution and interpretation of the results obtained; on the other 
hand, the model should be as accurate as possible. Thus, the main constraint 
in simplification is the required accuracy.

Figure  4.9 [80] illustrates qualitative relation between accuracy and 
 simplicity. The curve L confines from above and right a “domain” of all 
 possible mathematical models. However, of practical interest are only the 
models designated M1, M2, and M3 and located in the shadowed area where 
the models are computable and offer acceptable accuracy.

It is an extremely difficult problem to find the optimal relation between 
simplicity and accuracy, especially at an early stage of investigations when 
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129Some Notes on the Oscillatory Flow Stability Boundary

the dominating processes are not yet clear. In such a case, quite often one 
should rely on personal intuition, previous experience, and qualitative 
understanding of the processes.

No methodological prescriptions for simplifying and checking the 
 adequacy of a mathematical model exist; nevertheless, some general 
 recommendations commonly used in practice may be given:

 1. It is necessary to develop specific mathematical models capable of 
solving concrete urgent problems instead of universal ones,  applicable 
for description of all details of a real process. Depending on the 
investigation objective, specific models may be designed for describ-
ing separate processes, individual components, or a plant as a whole; 
and concrete operating modes and difference in the degree of detail-
ing, accuracy, speed, and area of application. It is very  important in 
view of the fact that investigators usually tend to  construct a model 
that takes into account all details of a real  process—often secondary 
ones—relying on the computer’s ability to solve all real complexities. 
Such an approach, as is stated in Shannon [64], is erroneous not only 
because of extremely increased numerical  solution difficulties and 
computation time, but also largely because of the danger of miss-
ing basic interrelations and dominating  processes in a variety of 
 secondary details.

 2. A mathematical model of a steam-generating channel, especially for 
the reactor core conditions, is a complex system describing different 
processes. It is important to meet a number of conditions in order to 
select the model components and their interactions correctly. In this 

Quite
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S

FIGURE 4.9
Selection of the optimal mathematical model [80]; S: simplicity; A: adequacy.
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130 Coolant Flow Instabilities in Power Equipment

respect, the principle of equal accuracy of  mathematical  description 
[61] may be mentioned. According to it, all the modeled interrelated 
physical processes should be described in  approximately equal detail. 
A more detailed description of one process or element may lead not 
only to increased computation time and complicated  program, but 
also to a lower accuracy of the mathematical model. This statement 
may be illustrated by an example [61] where a numerical solution 
of the accident induced by a sudden steam extraction in the single 
loop PWR was obtained. Figure 4.10 [61] shows numerical solutions 
of the accident based on different models. Curve 1 (Figure 4.10) was 
plotted on the basis of the point description of kinetics and one- 
dimensional thermal hydraulics, disregarding nonequilibrium 
boiling. Refining of the model by using spatial (one-dimensional) 
kinetic equations has yielded a solution (curve 2) that provides a 
worse description of the experiment (curve 4) than a more rough 
model (curve 1). The nonequilibrium boiling taken into account 
in the model in combination with spatial description of  neutron 
kinetics gives a solution (curve 3) that practically  coincides with 
the  experiment. Such a behavior of solutions has a clear  physical 
 explanation, which is offered in Malkin and Filin [61] and illustrates 
the principle of equal accuracy.
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FIGURE 4.10
Results of the neutron flux power (n) calculation in emergency conditions with steam extrac-
tion disturbance [61]. 1: Point kinetics and thermal hydraulics model without surface boiling; 
2: spatial kinetics and thermal hydraulics model without surface boiling; 3: spatial kinetics and 
thermal hydraulics model with surface boiling; 4: reactor experiment.
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131Some Notes on the Oscillatory Flow Stability Boundary

 3. Validation of a mathematical model requires the results of the 
model-based numerical solution to be compared with  experimental 
results obtained on a thermophysical test facility or a real plant. 
It should be mentioned that complexities of numerical solution of 
a detailed model may cause difficulties in validating adequacy of 
the initial differential mathematical model, which is  additionally 
 aggravated by the problems of accuracy and validity of its  numerical 
solution. Therefore, it is desirable, especially at early stages of 
 investigations, to check adequacy of the maximally  simplified 
 mathematical model, whose numerical solution  presents no  principal 
difficulties. Such a model should describe the test regimes  sufficiently 
well. Afterward, the model may be refined and  numerical and 
experimental studies closely coordinated. One should bear in mind 
[64] that the extent of understanding a  phenomenon is inversely 
proportional to the number of unknowns. If one follows the natural 
striving to a more detailed model, the latter will become so complex 
that no interpretation of the results it yields will be possible.

4.5.1  Construction of the Discrete Analog of 
the Initial System of Differential Equations

Since the rules and methods of constructing discrete analogs for 
 hydrodynamics and heat-mass exchange problems are clearly and completely 
presented in, for example, references 59, 60, and 62, this section offers some 
typical examples illustrating the difficulties that appear when a numerical 
solution is sought for the initial system of differential equations, as well as 
the caution the obtained results should be treated with. In the following, the 
basic concepts and typical examples from Roache [60] and Patankar [62] are 
explained in a simplified manner.

The initial equations describing thermal hydraulics express the 
 conservation laws and they may be reduced to the general form [62] of

 
∂
∂

+ = ∇ +
t

div u div S( ) ( ) ( )ρφ ρ φ φ
�

Γ , (4.20)

where ϕ is the variable, ρ is density, Γ is the diffusion factor, and S is the 
source term.

The form of Γ and S depends on the sense of variable ϕ; for instance, for the 
energy conservation equation, S is the volumetric rate of heat release, while 
Γ is the thermal conductivity coefficient. Enthalpy, temperature,  velocity 
 component, or turbulent kinetic energy may be the variable.

In the general case, the differential equation (4.20) includes four 
 components—that is, the nonstationary, convective, diffusion, and source 
term. Some terms—say, the source, or convective, or the diffusion term—
may be absent. For the steady-state problem, the nonstationary term is not 
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132 Coolant Flow Instabilities in Power Equipment

used. If the diffusion term is not expressed in the gradient form, it may be 
related to the source term.

When ϕ ≡ 1, Γ = 0, and S = 0, (4.20) becomes the continuity equation.
In the general case, the coordinates x, y, and z and time t are  independent 

variables. For the problem of numerical investigation of two-phase flow 
self-oscillations, the differential equations are used in one-dimensional 
 approximation (i.e., the variables depend on one spatial coordinate).

For numerical solution, each differential equation is transformed into the 
algebraic form, which is called the discrete analog of the initial equation, 
whereupon the obtained equations are solved.

It is useful to consider construction of the discrete analogs in the form 
of algebraic equations and the algorithms of their solution as two separate 
problems and to neglect the interaction effect for the sake of clarity.

These two problems are related to the notions of approximation and 
 iterative convergences. The discrete analog correctly approximates the  initial 
equations, if with Δx → 0, Δt → 0, the algebraic equation tends to the  solution 
of the partial differential equation. The iterative convergence is the way to 
solve the finite-difference algebraic equation in the process of iterations. 
The condition of convergence is ϕK+1 ≈ ϕK.

If the numerical solution is stable, the fulfillment of these conditions for 
the two problems in question yields the solution of the initial problem.

Let us dwell on the methods of equation discretization.
Substitution of the initial equations by the discrete analog supposes the 

replacement of continuous information contained in the exact solution 
with the values of ϕ variable in the finite number of points in the region of 
 independent variables called mesh nodes.

The algebraic equations of the discrete analog links values of the  dependent 
variable ϕ in a certain group of adjacent mesh nodes.

When constructing these equations, the nature of ϕ variations between the 
nodes should be specified using some considerations or assumptions. The 
existence of a multiplicity of discrete analogs is the consequence of different 
assumptions concerning the type of the dependent variable profile (linear, 
fixed, exponential, etc.) and ways of analog constructing.

Some assumptions used when constructing the discrete analog, as is shown 
in Roache [60] and Patankar [62] and illustrated later, may change not only quan-
titative accuracy, but also qualitative behavior of the initial system. For instance, 
some kinds of discrete analogs introduce the effects (e.g.,  viscosity effect) absent 
in the initial equation or lead to the nonphysical change of parameters.

A discrete analog may be obtained using (a) the Taylor series expansion, 
(b) the variation method, (c) the weighted residuals method, (d) the control 
volume method, etc.

Apart from mathematical difficulties, the variation method suffers  from 
a constraint that it is not inapplicable to all differential equations of  interest 
and has not found wide application in treating problems of thermal 
hydrodynamics.
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133Some Notes on the Oscillatory Flow Stability Boundary

The essence of the weighted residuals method is in minimization of 
the difference between the exact and approximate solution specified by a 
 polynomial. For minimization, a sequence of weighted functions is selected, 
and their forms define different versions of the method, each having its 
own name. The simplest and most frequently used weighted functions are 
W = 1 and W = 0. This variant of the method is known as the control volume 
method.

Let us consider in more detail the method that is most frequently used to 
deal with problems of thermal hydrodynamics, which employs the Taylor 
series expansion and the control volume method.

The essence of the method employing the Taylor series expansion is in 
approximation of derivatives in the differential equation by the finite 
 number of the Taylor series terms. In this case, the central difference scheme 
of the finite-difference equation is obtained. When the difference analog 
is derived by the Taylor series expansion, it may seem that the condition 
of the  approximation convergence is met automatically. But in reality it is 
not always so. The method yields good results when the dependence of ϕ 
on x is close to the polynomial. For example, the Taylor series expansion 
gives good  approximation for the thermal conductivity equation. However, 
for the case of, say, exponential dependence of ϕ on x, as is the case with 
the  convective-term energy equation, application of this method yields 
 erroneous results. This is due to the fact that the truncated Taylor series 
approximates the  exponent with insufficient exactness.

To illustrate this, here is an example [60]. Let us consider a one- dimensional 
steady-state energy equation in the dimensionless form with a convective 
term constant coefficient,

 ∂
∂

= ∂
∂

φ φ
x x

1 2

2Re
, (4.21)

with the following boundary conditions:

 φ = φ = ≤ φ ≤ ≤ ≤x(0) 0; (1) 1; 0 1; 0 1 . (4.22)

Re is the Reynolds number.
Using the Taylor series expansion, the central finite difference scheme is 

obtained:

 φ φ φ φ φi i i i i

x x
+ − + −− = − +1 1 1 1

22
1 2

∆ ∆Re
. (4.23)

When the ∆x = 0.1 step size is chosen, the boundary conditions in the  discrete 
form are φ1 = 0; φ11 = 1.
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134 Coolant Flow Instabilities in Power Equipment

Figure  4.11 shows the exact solution of the initial equation (4.21) when 
Re = 1 and Re = 100, while Figure 4.12 offers the numerical solution of the 
finite difference equation (4.23) by the sweep method with the same Re 
 numbers. One can see that the numerical solution with Re = 1 is smooth 
and coincides with the exact solution, while with Re = 100, typical  sawtooth 
oscillations are formed. To be more exact, the solution of the initial equation 
is smooth with the latter Re value; however, it has a very large  derivative. 
The sawtooth oscillations in this case, as is noted in Roache [60], are not 
caused by the iterative process instability and nonlinearity (the latter often 
blamed for the occurring difficulties), but in fact represent the exact steady-
state  solution of (4.23). Thus, in presence of the exponential growth of the 

1.0

0.5

0 1

2
1

x

FIGURE 4.11
Exact solution of (4.21). 1: Re = 1; 2: Re = 100.
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1

1
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FIGURE 4.12
Solution of (4.23) with central differences. ∆x= 0.1; ф = 1; u = const.; 1: Re = 1; 2: Re = 100.
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135Some Notes on the Oscillatory Flow Stability Boundary

 derivative, its   approximation by the truncated Taylor series may yield 
a  discrete analog that does not correspond to the initial equation. For an 
unsteady equation, this effect is observed at each time step. Such problems 
belong to the class of the so-called rigid type problems, the theory of which 
is intensively  developed at present and solving of which is confronted with 
great difficulties.

To eliminate oscillations, various artificial techniques for the wall bound-
ary conditions are used: either the time steps are considerably reduced with 
respect to the spatial coordinate or the step size is varied with respect to the 
spatial coordinate. The radical way—switching to another finite-difference 
scheme—will be discussed later.

The control volume method is simple to interpret physically and its 
essence is as follows. The prediction area is subdivided into several nonin-
tersecting control volumes comprising a node. To obtain a discrete analog, 
the  distribution function of the dependent variable ϕ between the nodes is 
specified and the initial differential equation is integrated over each control 
volume.

One of the main features of the control volume method is in  conservation, 
under certain conditions to be described, of mass integral quantities, 
 momentum, and energy in any control volume and, hence, in the entire 
 prediction area. This case satisfies the requirement of conservatism that 
 consists in identical conservation in the finite-difference scheme of exact 
integral balances laid down in the initial equations for microvolumes. Thus, 
the numerical solution, even with the coarse mesh used, should satisfy the 
exact integral balances.

Like any other finite-difference technique, the control volume method 
yields a solution in the form of the variable ϕ values only in the nodes.

Prior to considering special conditions to be fulfilled when using the 
 control volume method to achieve conservatism, it should be remembered 
that for the integration of equations by the control volume, the  variable 
 profile between the nodes should be specified. It is of importance that, 
for  different variables, different profiles can be used and there is no need 
in using the same profile for all terms of the equation. The previously 
 mentioned  freedom in selecting the profiles of ϕ between the nodes results 
in  numerous  methods of constructing discrete analogs of initial equations. 
However, special requirements that ensure conservatism limit the range of 
potential profiles of ϕ when the control volume method is applied. These 
special conditions are as follows [62]:

 1. A numerical solution should be physically plausible.
 2. The solution should keep the integral balance.

The first condition means that the discrete analog solution should 
 qualitatively coincide with the exact solution and may be easily checked for 
simple cases [62]. For example, in the case of a thermal conductivity problem 
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136 Coolant Flow Instabilities in Power Equipment

without heat sources, the node temperature should not be beyond the  limits of 
temperatures in the adjacent nodes. Such qualitative tests should be applied 
when constructing a discrete analog, and it is indicated that a researcher may 
achieve optimal results with the help of the numerical solution if  physics of 
the studied processes is sensed well.

The second condition says that heat fluxes, mass flow rates, and  momentum 
flows should correctly reflect the balance with appropriate sources and sinks 
for any number of nodes. The condition is satisfied with the  equality of 
flows between the adjacent control volumes on the surface separating these 
 volumes. An example of this condition violation is the construction of a 
 discrete analog for the energy equation with convective and diffusion terms 
(4.21) using the linear profile between the nodes. The control volume method 
in the case of linear profile of ϕ leads to a discrete analog with the central 
differences (4.23). That is, in this case, the discrete analog coincides with that 
obtained by the Taylor series expansion for the variable and, with large Re 
numbers, yields a physically implausible solution (Figure 4.11). Thus, the ϕ 
variable linear profile between the nodes is unacceptable for the convective 
term, though it may be applied to the diffusion one.

The previously mentioned conditions are met if the value of ϕ for the 
 convective term on the boundary of the control volume is equal to that 
in the adjacent node on the side opposite to the direction of mass velocity 
(i.e., with the stepwise variable profile). Such a difference analog is called 
the upwind difference scheme and is successfully used for the convection 
 problems’ numerical solution. Such a profile has a clear physical sense for 
this  problem, since at a high mass velocity, when convection substantially 
exceeds  diffusion, the heat flux through the control volume boundary is 
 completely determined by the convective component in the direction of 
the coolant flow and equals zero in the opposite direction. With the lin-
ear  profile of ϕ between the nodes, the flow between the adjacent volumes 
at the  boundary of the control volume is directed both ways irrespective 
of the direction and value of mass  velocity. This contradicts physics of 
the process. It should also be noted that the upwind difference scheme is 
very  convenient in the case of coolant reversal, since the change of coolant 
direction is automatically taken into account in the difference scheme and 
requires no  artificial techniques often used for the purpose—say, nodes’ 
renumbering.

Here is another example of possible violation of the numerical solution 
physical plausibility caused by the form of the initial equations  presentation. 
Numerical solution of energy equations has physical sense if the preset 
velocity and density fields satisfy the continuity equations. The flow field 
is frequently not really preset, but rather is calculated iteratively from the 
momentum equation; thus, with the use of the finite-difference analogs 
of energy and continuity equations and their simultaneous solution at 
 intermediate iterations prior to the final convergence, the flow fields may 
not meet the continuity equation and physically erroneous solutions may be 
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137Some Notes on the Oscillatory Flow Stability Boundary

obtained. Therefore, it is desirable to rearrange the energy equation using 
the continuity equation. Such a form of the energy equation is known as 
conservative (or divergent) and, when building a discrete analog, it permits 
keeping the integral nature of the flow in the finite-difference scheme and 
the flow continuity at the control volume boundaries.

Conservatism of the difference scheme is not obligatorily connected 
with the increasing accuracy of the scheme. For some types of equations, 
the  nonconservative scheme may yield more exact results. However, the 
 conservative scheme ensures a physically plausible difference analog.

It has been stated already that determination of the actual velocity field 
meets great difficulties. The essence of these difficulties and possible ways of 
eliminating them are briefly described next in accordance with Patankar [62].

The velocity field components are described by the momentum equation, 
and the difficulties of calculating the velocity field are due to the unknown 
pressure field. There is no explicit equation for determining the pressure 
field; the pressure gradient is only a part of the source term in the  momentum 
equation (in the one-dimensional case, the term is dP/dx).

When constructing a discrete analog of the momentum equation—for 
example, for the one-dimensional case (Figure 4.13, where W, P, and E are 
nodes, and ω and e are the control volume boundaries)—the integration over 
the control volume yields the Pω – Pe difference, which, in fact, is the pressure 
force applied to the control volume. By assigning the pressure piecewise-
linear profile between the nodes, we obtain

 − = −
ωP P

P P
2e

W E . (4.24)

Thus, the pressure difference is not taken from the adjacent but rather 
from the alternate nodes (i.e., from a coarser mesh). However, this is not the 
main disadvantage. If the pressure in the nodes has the wavy character, as is 
shown in Figure 4.14, then the obtained difference approximation will show 
zero (PW – PE = 0) pressure drop at each node P (i.e., the wavy pressure field 
in the momentum equation is treated as uniform).

Similar difficulties arise when a discrete analog of the continuity equation 
is constructed. For the steady-state flow with the linear-piecewise velocity 
profile, the discrete analog has the UE – UW = 0 form (for nodes,  designation, 
see Figure  4.13). That is, velocities in the discrete analog are equal in the 
alternate instead of the adjacent points. Therefore, the discrete analog may 
be  consistent with the nonphysical wavy velocity field similar to that in 
Figure 4.14.

These difficulties should be eliminated before the numerical method 
has been formulated to obviate the nonphysical solution in the problems 
 incorporating velocity and pressure components.

These problems are overcome thanks to a technique according to which 
velocity components are determined using a mesh that is different from that 
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138 Coolant Flow Instabilities in Power Equipment

used for other variables, the so-called staggered mesh. In this case, the nodes 
for all variables, with exception of velocity, are within the control volume, 
while the nodes for velocity are on the control volume boundary. The stag-
gered mesh offers the following advantages:

 1. Mass flow rate through the control volume boundary is determined 
without interpolation of velocity components.

 2. The discrete analog of the continuity equation incorporates the dif-
ference of the velocity components in adjacent nodes located inside 
the control volume, and therefore the wavy velocity field will not 
satisfy the continuity equation.

 3. The pressure difference between the adjacent nodes located inside 
the control volume determines the velocity components located 
between them; therefore, the wavy velocity fields will not be treated 
as uniform and cannot be used as possible solutions.

The staggered mesh somewhat complicates the program logic and requires 
a larger RAM capacity, but it facilitates obtaining a physical  solution. 
The TRAC code [82], currently the most advanced one for predicting unsteady 
two-phase flow thermal hydraulics in reactor systems, employs this mesh 
structure concept, according to which such variables as pressure, internal 
energy, and steam void fraction have been obtained for the mesh cell center, 
while the flow variable—for the cell boundaries.

Another way of eliminating these difficulties is to present the  momentum 
equation in the integral form using the Mayer-Rose method. However, 
it ignores sound effects and in this case only the low-frequency two-phase 
flow oscillations can be investigated using the integral model.

Let us dwell on one more aspect in constructing the difference analog, 
which is the presentation of source term S in equation (4.20). Often, this term 
is a function of the dependent variable ϕ. Since the solution of the discrete 

W
x

P E

eω

FIGURE 4.13
Three successive nodal points (the dashed area is the control volume) [62].

P = 100 500 100 500 100 500

FIGURE 4.14
A wavy pressure field [62].
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139Some Notes on the Oscillatory Flow Stability Boundary

analog is generally found by the method of solving a system of linear 
 algebraic equations, then S should be presented as a linear function of ϕ:

 S = Sc + Sp ϕ, (4.25)

where Sc and Sp are constants.
In such an approximation, it is assumed that the ϕ variable value within 

the entire control volume equals that at the node ϕp. The character of  solution 
depends on the type of (4.25) approximation, and even a  nonphysical 
 solution may be obtained. To avoid the latter, the Sp coefficient should be 
nonpositive. Even if S is linearly dependent on ϕ and Sp is positive in  reality, 
while the calculation process is iterative, then sometimes Sp should be 
 artificially made zero or negative for the sake of convergence at each step.

The nonphysical solution possibility may be easily illustrated by an exam-
ple [62]. Let the discrete analog for a one-dimensional thermal conductivity 
equation with a volumetric source of heat release be an algebraic equation,

 aPTP = aETE + aWTW + SΔx, (4.26)

where TE, TW are temperatures at the adjacent nodes, and aE, ap, and aW are 
constant coefficients.

Let us represent S as the linear function of T (4.25) and introduce into (4.26):

 (ap – Sp Δx) TP = aE TE + aW Tw + ScΔx. (4.27)

If Sp is positive and has a sufficiently large value, it may turn out that ap – 
SpΔx ≤ 0. With ap – SpΔx = 0, no solution of (4.27) exists, while with a – SpΔx < 0, 
the solution is nonphysical, as the increasing temperature at adjacent nodes 
Tw and TE causes a decrease in Tp temperature at the intermediate node.

An unsteady term in the equation leads to the appearance of the unidirec-
tional time coordinate t and the solution is sought by time traversing from 
the preset initial distribution of the dependent variable; that is, the values 
of ϕ preset for the nodes at the time moment t shall be used for determining 
values of ϕ at the time moment t + Δt:

 ( ) ( )φ → φ φ φ φ + → ′φ ′φ ′φt , , ; t Δ t , ,p
0

E
0

w
0

p E w

When constructing a discrete analog of the initial equation, it should be inte-
grated over the control volume and time interval Δt.

It is assumed that the variables ϕp, ϕE, and ϕW change within the t to (t + Δt) 
interval as follows:

 ∫ φ = ′φ + − φ  ∆
+∆

dt f f t(1 )
t

t t

0 , (4.28)
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140 Coolant Flow Instabilities in Power Equipment

where f is the weight coefficient with values from 0 to 1. Then, the difference 
analog without the source term will be

 
′φ = ′φ + − φ  + ′φ + − φ 

+ − − − − φ

f f f f

f f

a a (1 ) a (1 )

a (1 )a (1 )a .

p p E E E W W W

p W W p

0 0

0 0
 (4.29)

For example, for the one-dimensional thermal conductivity equation with-
out the source term, with the constant thermal conductivity coefficient K, 
and with the control volume boundary located in between the nodes, the 
coefficients in (4.29) have the form of

 =
∆

=
∆

=
ρ ∆

∆
= + +K

x
K
x

c x
t

f fa
2

; a
2

; a ; a a a aE W
p

p E Wp
0

p
0 . (4.30)

When the weight function value f is fixed, the discrete analog yields dif-
ferent finite-difference schemes. For instance, the explicit scheme is obtained 
for f = 0, the Crank-Nicolson scheme for f = 0.5, and the completely implicit 
scheme for f = 1.

The explicit scheme implies that the ϕP
0 value from the previous step is 

maintained within the entire time step with exception for (∙) (t + Δt). Thus, to 
obtain a new value of ϕP′, it is necessary to know values of ϕ at nodes of the 
previous step (i.e., it is determined explicitly through the known values at 
the previous step).

The implicit scheme means that ϕp sharply changes from ϕp
0 to ϕp′ at a time 

moment t and then remains constantly equal to ϕp′ throughout the entire 
time step. In the case of the Crank-Nicolson scheme, ϕP varies linearly during 
the time step from ϕp

0 up to ϕp′. Let us consider qualitative behavior of the 
solution for each of the schemes.

For the explicit scheme (f = 0) from (4.29), we have

 ′φ = φ + φ + − − φa a a (a a a )p p E E W W p E W p
0 0 0 0 . (4.31)

From algebraic equation (4.31) one can see that the physically plausible 
solution can be obtained when the coefficient is positive with ϕp

0, i.e., with 
ap

0 > aE + aw. If this condition is violated, the increased variable ϕ in the point 
under consideration and at the adjacent nodes of the previous step may cause 
ϕP′ to decrease.

For example, for a thermal conductivity equation with coefficients as in 
(4.30), the positive coefficient with Tp

0 yields

 Δt < ρcp(Δx)2/2K. (4.32)

That is, time and space coordinate steps should be matched.
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141Some Notes on the Oscillatory Flow Stability Boundary

For the semi-implicit Crank-Nicolson scheme (f = 0.5) from (4.29), we have

 ′φ = ′φ + φ + ′φ + φ + − − φa 0.5a ( ) 0.5a ( ) (a 0.5a 0.5a )p p E E E W W W p E W p
0 0 0 0  (4.33)

This scheme yields a physically plausible solution when ap > 0.5 (aE + aw). 
For example, for a thermal conductivity equation with coefficients from 
(4.30), the positive coefficient with Tp

0 gives

 Δt < ρcp(Δx)2/K. (4.34)

Thus, the time and space coordinate steps should be matched in order 
to obtain a physically plausible solution using the Crank-Nicolson scheme. 
The semi-implicit scheme differs from the explicit one, first, by less rigid 
 requirements imposed by the physical plausibility condition on the time step 
selection. Second, the presence of values of variables at the adjacent nodes for 
t + Δt in the right-hand part of (4.33) yields a solution that oscillates around 
the true solution with the damping amplitude.

For the completely implicit scheme (f = 1) from (4.29), we have

 ′φ = ′φ + ′φ + φa a a ap p E E W W p p
0 0 . (4.35)

It is obvious from (4.35) that all coefficients in the algebraic equation are 
 positive and the completely implicit scheme should be absolutely stable at 
any combination of the time and space steps.

However, for practical use of these schemes for the numerical  investigation 
of dynamic and especially self-oscillating processes of two-phase flows in 
power-generating equipment, everything is not as simple as it may seem. 
Let us consider the problems in brief.

First, the offered considerations on stability of the explicit and completely 
implicit schemes are valid for linear equations only. Even the completely 
implicit scheme may be unstable for the equations with strong nonlinearities.

Second, the selection of a large time step even for the stable completely 
implicit scheme leads to a considerable loss of accuracy when it relates to 
physical processes with rapidly changing parameters and especially for 
oscillatory processes of large frequency and amplitude. The use of a small 
time step in multi-iteration at each step may result in the fact that the 
 completely implicit scheme becomes less efficient economically as compared 
to the explicit one due to large computation time.

Third, a theorem was proved [81] that for any (stable or unstable)  differential 
system, there exists such a value of time step, Δt , that the  completely 
implicit analog of the initial system is asymptotically stable at the Δt > Δt
step. Thus, if the differential system is unstable, its discrete analog may be 
 asymptotically stable when the integration step Δt > Δ t  has been accordingly 
selected, and these two systems describe qualitatively different processes. 
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142 Coolant Flow Instabilities in Power Equipment

This can be illustrated by an example [83] that considers a vessel with a 
 horizontal tube with saturated steam–water mixture at P = 6.9 MPa and 
with quality of 0.8 maintained constant. At the initial time moment, these 
 systems are  connected to the vessel under constant pressure (P) of 5.17 MPa. 
The system of unsteady equations for the two-phase flow may be brought 
to the nonhyperbolic form if some simplifying assumptions (say, pressure 
equality in steam and liquid phases) are made. Solution of the problem with 
initial conditions for such equations is unstable (though the physical process 
is stable) and its discrete analog, constructed using the completely implicit 
scheme and solved on the basis of stable iteration, is also unstable. However, 
if the time step is increased and goes above a certain value, the solution 
becomes stable. However, fails to correspond to the solution of the modified 
initial equation and loses physical sense (Figure 4.15), since pressure in the 
pipeline cannot be below that in the vessels it is connecting.

This reasoning leads to the fact that the explicit or semi-implicit schemes 
are usually used in mathematical modeling employing the computer-based 
numerical solution of dynamic and especially self-oscillatory regimes in 
two-phase flows.

In conclusion, it should be noted that special conditions permitting the 
 construction of the optimal discrete analog using the control volume 
 technique are met by adhering to four simple rules [62]:

Rule 1. The control volume boundary flows should be matched (i.e., 
the presentation of the flows across the boundary common for 
two  adjacent control volumes should be identical in formulation of 
 discrete analogs for such volumes).

0.88

α

0.86

0.84

0.82

0.80

0.78

0.76
0 1 2 3 4

30
30
40
40

50

50

60

60

t = 86 s

68

Z, m

FIGURE 4.15
Calculation of steam quality variation with a leaky pipe [83]. Dashed lines: nonhyperbolic 
equation system; solid lines: hyperbolic equation system.
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143Some Notes on the Oscillatory Flow Stability Boundary

Rule 2. The coefficients of the discrete analog dependent variables 
should be positive. Physical sense of this rule may be illustrated 
by positive coefficients ap, ae, and aw in equation (4.26) without the 
source term, in which positivity of ae and aw requires ap also to be 
positive so that the rise of temperatures at the adjacent nodes Te and 
Tw would lead to the temperature rise at the middle node Tp.

Rule 3. When the source term is linearized as S = Sc + SpTp, the coefficient 
Sp should be negative or zero. Physical sense of this rule was illus-
trated by equation (4.27) and is linked to the observation of Rule 2.

Rule 4. For the cases when a differential equation is satisfied also 
with the addition of a constant value to the dependent variable, it is 
 necessary for the coefficient of the variable at the considered node 
to be equal to the sum of the coefficients of variables at adjacent 
nodes—that is,

 ∑=a anbp  (4.36)

The relationship (4.36) preserves this property of the differential equation in 
the discrete analog. If the source term depends on ϕ, the rule is inapplicable.

It should be noted that these rules help not only to construct the discrete 
analog correctly, but also to ensure or optimize the iteration convergence 
(i.e., to select an optimal numerical method that would ensure fast conver-
gence when solving the discrete analog).

For the two-phase flows, the preceding difficulties and problems reveal 
themselves to a greater extent in numerical investigation of self-oscillatory 
regimes. First, this is because of the increased nonlinearities in the equa-
tions due to the enthalpy-influenced sharp variation of the two-phase den-
sity and other thermal-physical coolant parameters, as well as to nonlinear 
empirical correlations. Second, periodical switching from one set of nonlin-
ear empirical dependencies to another when the flow pattern changes is pos-
sible during the problem solving. This switching is frequently accompanied 
by function discontinuities and changes in the character of nonlinear cor-
relations. Third, this is connected with the appearance and disappearance of 
single- and two-phase coolant sections in the channel and with the necessity 
of using artificial algorithmic techniques to eliminate the division by zero in 
this case.

In thermal-hydraulic instability investigations, these effects have been 
shown [6] to be capable of initiating nonphysical periodic fluctuations either 
due to calculations getting into an endless loop or due to the appearance of 
periodic disturbances during logic operations aimed at switching between 
sets of dependencies.

To eliminate or mitigate such effects, it is necessary, as was noted in 
Syu [82], to minimize logical transfers; eliminate, wherever possible, 
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144 Coolant Flow Instabilities in Power Equipment

singularities and discontinuities when selecting correlation dependencies; 
use the  continuous transfer between the correlations that describes differ-
ent  mechanisms of the physical process; and, where possible, strive to sim-
plify nonlinear  correlations at the stage of program debugging, even at the 
expense of losing some accuracy.

4.6 Conclusion

Thus, the overview provided in this chapter shows that

 1. For predictive quantitative determination of the stability boundary, 
the “dangerous” or “practical” boundary included, most preferable 
is the direct numerical solution of the adequate nonlinear dynamic 
model of the system or plant under consideration.

 2. Prediction of the stability boundary using the first  approximation 
model is preferable for a qualitative investigation of the effect 
of design and flow parameters on the stability boundary, and for 
 selecting the optimal way of increasing system stability. Also, 
 acceptable  quantitative results may be obtained if the system 
 properties are close to the linear ones.

 3. Adequacy of the description of real thermal-hydraulic processes by 
the nonlinear dynamic model and accuracy of numerical solution 
are verified by experimental investigations of thermal-hydraulic 
instability on a model thermophysical test facility with subsequent 
comparison of experimental results with predictions. In so doing, 
the conditions of (4.1) will be fulfilled.

 4. If the design thermal-hydraulic parameters of the full-scale plant 
ensure just a small stability margin of the system as predicted by 
[(ρW)/(ρW)Bn < 1.3], then the full-scale plant commissioning test 
should include experimental determination of the stability  boundary 
for all channels dangerous in this respect.
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5
Static Instability

5.1 Basic Definitions

The static coolant flow instability in a heated channel, sometimes called the 
Ledinegg instability, is manifested as a spontaneous “drift” of the steady-
state operating parameters upon reaching the stability boundary. At the 
onset of static instability, the channel parameters acquire a new steady 
state. However, if static instability is developing along with the  decreasing 
 coolant flow rate, then either burnout conditions or oscillatory  instability 
may develop in the channel (or the interaction between oscillatory and 
static instabilities may start with fluctuations of the channel pressure drop). 
An opportunity of the onset of oscillatory instability at the initiation of static 
instability should be taken into account when analyzing the experimental 
results of flow  stability in power equipment. Cases are known [2] in which 
static instability was  confused with oscillatory instability in conditions 
when self-oscillations of the coolant flow developed immediately after the 
short-term flow rate reduction.

The experimentally registered behavior of the coolant flow rate in a steam-
generating channel for three cases of static instability is shown in Figures 5.1, 
5.2, and 5.3. The presented oscillograms have been recorded for a channel 
with the constant pressure drop and smooth variation of parameters on the 
approach to the stability boundary.

The reason for static thermal-hydraulic instability of coolant flow is the 
ambiguity of the static hydraulic curve of a heated channel or a group of 
channels. In the presence of this ambiguity, the dependence of the channel 
pressure drop (ΔPc) on the channel coolant flow rate (Gc) in a certain region of 
flow rates has the negative slope, and several flow rate values (Gc) correspond 
to the preset channel pressure drop (Figure 5.4).

The hydraulic curve of a channel is understood as the dependence of 
 pressure drop on the coolant flow rate ΔPc = f(Gc) when inlet enthalpy and 
power supplied to the channel are constant.

As one can see from Figure  5.4, a higher pressure drop corresponds to 
a lower static flow rate in the (Gc

A, Gc
B) region in the (ΔPc

A, ΔPc
B) range. 
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0.5

G

1.0 1.5
t, s

FIGURE 5.1
Static instability development in the coiled channel, followed by transition to a new steady-
state regime.

G

t, s

Reddening and
following burn-out

of channel wall

FIGURE 5.2
Static instability development in the coiled channel, followed by transition to the crisis regime.

G

t, s

FIGURE 5.3
Static instability development, followed by transition to the self-oscillatory regime.
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147Static Instability

Therefore, stable steady-state channel operation in this region of flow rates is 
impossible if the channel pressure drop ΔPhd is maintained constant.

Let ΔPc
hd be a preset pressure drop across headers, independent of flow rate 

fluctuations in the given channel. If we admit that there exist  conditions with 
Gc

c flow rate, then any random flow rate decrease will lead to an increase 
in channel pressure drop (ΔPc > ΔPc

hd), which, in its turn, will result in the 
further flow rate drop down to a stable Gc

c1 value at a constant ΔPc
hd. If the 

flow rate is increased randomly, the process takes a different direction from 
Gc

c: The channel pressure drop decreases and at ΔPc
hd = const. causes the 

further flow rate rise up to a stable Gc
c2 value. Thus, the flow rate regime 

within the Gc
A, Gc

B range cannot be realized with the preset pressure drop, 
since small disturbances, which are always present in the system, cause flow 
rate change to a new value that corresponds to one of the stable states (Gc

c1 or 
Gc

c2), depending on the direction and kind of disturbance.
The boundaries of static stability as well as of oscillatory stability are 

generally determined for one out of three (or several) most typical thermal 
and hydrodynamic boundary conditions, which are considered in detail in 
Section 1.1 in Chapter 1.

The conditions for the static stability boundary determination for these 
three types of boundary conditions may be derived from the analysis of 
simple models.

Let us first consider the conditions of static stability of a circulation loop (the 
third type of boundary condition) for a simple two-phase system  presented 
in Figure 5.5. Let the pressure difference between vessels P3 – P1 be constant. 
For the sake of simplicity, let us cancel the hydrostatic and  friction  pressure 
drops in the outer loop portion (with exception for the heated  channel). 
Let us set forth the solution obtained in Yadigaroglu [15]. In accordance with 
Yadigaroglu, a relation,

C´ C C˝

B

A

∆P

∆PAc

∆PChd

∆PBc

GC1c GAc GCc GBc GC2c G

FIGURE 5.4
Hydraulic curve of a channel with an ambiguity region.
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148 Coolant Flow Instabilities in Power Equipment

 P3 – P1 = ΔPc – ΔPp – 
H
A

H
A

dG
dt

c

c

1

1
−





= const., (5.1)

should be fulfilled for any moment in time. In this relation, ΔPP is the pump 
head characteristic; ΔPc is channel hydraulic characteristic in steady-state 
conditions; Hc and H1 are the lengths of the loop outer section and heated 
channel, respectively; Ac and A1 are the loop outer section and heated chan-
nel flow areas, respectively; and G is the coolant flow rate.

For small deviations from the steady-state conditions designated by zero 
subscript, (5.1) may be written as

 P t P t H
d G t

dt
( ) ( )

( )
p cδ∆ − δ∆ = δ

, (5.2)

where

 H
H
A

H
A

c

c

1

1
= − .

Let us represent δΔPp(t) and δΔPc(t) as

 P t
P
G

G t( ) ( )p
p

0

δ∆ =
∂∆
∂

δ  (5.3)

and

 P t
P

G
G t( ) ( )c

c

0

δ∆ = ∂∆
∂

δ . (5.4)

P1 P2

P3

q

1 4

2

3

FIGURE 5.5
Simplified hydraulic loop scheme. 1 and 3: Constant pressure tanks; 2: heated channel; 
4:  circulating pump.
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149Static Instability

By substituting these expressions into (5.2), we obtain the equation for the 
flow rate deviation from the steady-state condition:

 H
d G t

dt
A G t

( )
( )

δ = δ , (5.5)

where

 A
P
G

P
G

p c

0 0

=
∂∆
∂

− ∂∆
∂

.

The solution of (5.5) for the initial deviation δGo is

 G t G t e( ) ( ) A H t
0

/δ = δ ⋅ ( )⋅ . (5.6)

One can see from (5.6) that system disturbances will increase with positive 
A (i.e., the system will be unstable), if the negative slope of channel hydraulic 
curve is smaller than that of the pump head curve

 P
G

P
G

p c∂∆
∂

> ∂∆
∂

. (5.7)

In this case, the stability boundary will be defined by

 P
G

P
G

p c∂∆
∂

= ∂∆
∂

. (5.8)

In practice, the channel pressure drop is usually much smaller than the 
system absolute pressure, and the loss of pressure in the channel, being 
 insignificantly dependent on pressure variation along the path, is  determined 
by the system absolute pressure. Therefore, partial derivatives in (5.7) and 
(5.8) may be substituted by total derivatives with respect to coolant flow rate.

Figure  5.6 presents the thermal-hydraulic curve of the heated channel 
with an ambiguity region and head curves of circulating pumps of  different 
types. Obviously, a piston pump with an abrupt dropping head curve 
 provides stable operation of a single channel in accordance with (5.7) even in 
the ambiguity region of the static hydraulic characteristic. Indeed, a random 
reduction of, for example, flow rate causes in this case a smaller increment 
in the channel pressure drop than the pump head increase, which results in 
the increased flow rate and system stabilization. However, if the condition of 
(5.7) is fulfilled, but the pump head characteristic is not very steep, resonance 
characteristics of the system may result in slowly decaying oscillations in the 
presence of disturbances. To ensure fast decay of disturbances and better 
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150 Coolant Flow Instabilities in Power Equipment

control, close approaches to the static stability boundary should be avoided. 
According to Bailey [9], the following relation should be maintained:

 
P
P

G
G

0, 3 0,6
δ∆
∆

⋅
δ

≥ + , (5.9)

where ΔP and G are the channel (loop) pressure drop and flow rate at a work-
ing point, respectively, and δ(ΔP) and δG are the pressure drop disturbance 
and the respective coolant flow rate static disturbance.

For the first type of boundary conditions corresponding to the isolated 
channel with a preset pressure drop, the preceding analysis (with no circu-
lating pump) yields the following instability condition:

 d P
dG

0c∆ < , (5.10)

and the relation for determination of the stability boundary is

 d P
dG

0c∆ = . (5.11)

Thus, the static stability boundary coincides with the hydraulic curve 
extremum for an isolated heated channel with the constant pressure drop. 
The instability range encompasses the entire region of hydraulic curve 
ambiguity.

In the case of the second type of boundary condition, when the preset inlet 
enthalpy and the total flow rate in a system of parallel channels are preserved, 
the hydrodynamic interaction between parallel channels is observed in the 
instability area, and the pressure drop between the headers is not constant. 
Using the previous simplified analysis of stability and taking into account 
that, at the constant total flow rate in the component, flow rate variation in 

∆P

G

FIGURE 5.6
Hydraulic curve of the heated channel and pumps of different type [15]. Solid line = channel 
hydraulic curve; dashed-dot line = head curve of the centrifugal pump; dashed line = head 
curve of the piston pump.
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151Static Instability

unstable channels leads to an equivalent change (with the opposite sign) of 
the flow rate in stable channels, we obtain the following condition of the 
heated channel static instability for the considered case:

 
d P

dG
K

d P
dG

c c1 2− ∆ > ∆
, (5.12)

and the condition for determining the stability boundary for the second type 
of boundary condition will be

 
d P

dG
K

d P
dG

c c1 2− ∆ = ∆
, (5.13)

where ΔPc1 is the static hydraulic characteristic of the hot channel with an 
ambiguous characteristic and ΔPc2 is the static hydraulic characteristic of the 
averaged channel from a group of stable parallel channels.

K
G
G

c

c

1

2
= ∆

∆
 is the ratio between the averaged coolant flow rates in stable 

and unstable channels at the preset total flow rate in the system of parallel 
channels.

The value of K·(d ΔPc2/dG) defines the derivative of pressure drop between 
headers with flow rate variation in the unstable channel. The conditions of 
stability boundary determination (5.11) and (5.13) show that the hydrody-
namic influence of nonidentical parallel channels on each other, under oth-
erwise equal conditions, leads to an increased static flow stability in parallel 
channels in comparison with the isolated channel with the constant pres-
sure drop. Physically, the reason for stability improvement is that within a 
portion of the hot channel hydraulic curve with the negative slope, where 
0 < –dΔPc1/dG < K(dΔPc2/dG), the flow maintains stability. This is because 
when the flow rate decreases in the hot channel, the flow rate increases in 
the averaged channel (in relation to K). According to the condition, the rise 
of pressure drop between the headers in this area is greater than in the hot 
channel, leading to an increase in flow rate in the latter channel and to sys-
tem stabilization.

It can be seen from (5.13) that with a large number of stable channels, when 
K → 0 and the flow rate change in the unstable channel has little influence 
on the pressure drop variation between the headers, the condition of (5.13) 
transits into that of (5.11); that is, the static stability boundary in the parallel-
channel system approaches that of the isolated channel. With a rigid connec-
tion of two operating parallel heated channels or parallel steam generators, 
K = 1, and the maximum influence of the hydrodynamic interaction of com-
ponents operating in parallel on the static stability boundary is observed. 
In the latter case, stable operation of a steam-generating component within 
the unstable region of the hydraulic curve is frequently observed in practice.
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152 Coolant Flow Instabilities in Power Equipment

The static stability boundary for the three types of boundary conditions 
respectively defined by (5.11), (5.13), and (5.8) can be determined in practice 
as follows.

In simple cases with a large number of simplifying assumptions, a third-
order algebraic equation of coolant flow rate may be derived for the isolated 
channel from the steady-state (stationary) equations for momentum, energy, 
and continuity. Using this algebraic equation, the flow rates corresponding 
to the hydraulic curve extremum—that is, satisfying the condition of (5.11)—
may be obtained analytically.

However, the method has a limited application due to the  following  reasons: 
(1) It can be used for a limited number of sufficiently simple  particular 
cases and therefore is not universal, and (2), a large number of simplifying 
 assumptions used to obtain the analytical expression undermine accuracy of 
the static stability boundary determination.

At present, two methods are employed for the static stability boundary 
determination:

 1. On the basis of the steady-state equations of momentum, energy, and 
continuity with closure correlations for the coefficients of  friction, 
heat transfer, steam quality, etc., the hydraulic curve of a channel, 
component, or circulation loop is numerically predicted (mostly 
by computer codes) and, depending on boundary  conditions (5.11), 
(5.13), or (5.8), the flow static stability boundary is determined by 
numerical differentiation. The nature of the parameters’ change, 
depending on the law of control, heat and hydraulic  irregularities 
in the component, changes in the nature of heat transfer in the 
case of convective heating and other factors, should be taken into 
account.

 2. The second method is based on the application of the linear 
 theory of stability—that is, on the investigation of stability by the 
first  approximation [2]. To this end, the unsteady equations of 
 conservation for the two-phase flow are linearized and a search is 
made for a region with no real root in the solution of the character-
istic polynomial using qualitative methods of the theory of differen-
tial equations.

To optimize the design of power equipment and eliminate the  appearance 
of static instability in the working range of parameters, it is necessary not 
only to determine static stability boundaries reliably, but also, first of all, 
to understand the physical mechanism of instability clearly and reveal 
the effect of different design and flow parameters on the static stability 
boundary.

The ambiguity region that appears on the hydraulic curve causes the onset 
of static instability. Its appearance depends on the working medium type, 
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153Static Instability

pressure loss components’ ratio in the channel, nature of coolant flow (flow 
pattern), input power distribution along the channel, kind of heating, range 
of preset parameters, coolant flow direction, etc.

Let us first consider the shape of hydraulic curves for the boiling  channel 
with constant heat supply, and qualitatively assess the effect of various design 
and flow parameters on the appearance of the ambiguity region. In  this 
case, the reduction of the static channel flow instability is  understood as a 
decrease of the negative and increase of the positive slope of the  hydraulic 
curve, while the flow destabilization is understood as an increased negative 
and decreased positive slope of the hydraulic curve.

The three most typical situations when the channel hydraulic curve may 
include a region with the negative slope are as follows: (1) the appearance 
of sections with surface and volume boiling (with low bulk quality in the 
 latter case) at the heated channel exit, (2) the presence of a long superheating 
 section in the heated channel, and (3) the presence of a coolant downflow 
 section in the heated channel or its portion. In some cases, the hydraulic curve 
 ambiguity may be caused by the nonlinear dependence of  thermophysical 
properties of the one-phase coolant (say, viscosity) on temperature, or by 
complex channel and circulation loop geometry.

5.2  Ambiguity of Hydraulic Curve due to Appearance 
of a Boiling Section at the Heated Channel Exit

When flow rates in the heated channel are high, the coolant is in a single-phase 
state and the pressure drop decreases almost in quadratic  dependence with 
the decreasing flow rate. Starting from a certain flow rate level, first surface 
and then volume boiling appear at the heated channel exit. The  friction pres-
sure drop starts increasing in the boiling section because of a sharp reduc-
tion of coolant density. This increase may exceed the pressure drop reduction 
in the single-phase section and result in the overall growth of the channel 
pressure drop despite the decreased flow rate. With the further coolant flow 
rate reduction, the boiling section increases, while the zone of sharp density 
reduction shifts away from the exit. Therefore, the integral coolant density in 
the boiling section decreases not so sharply when the flow rate decreases. The 
growing pressure drop due to the reduced density fails to compensate for the 
quadratic reduction of the friction pressure drop along with the coolant flow 
rate decrease, and the overall pressure drop starts to decrease again.

For the sake of the initial qualitative analysis of the parameters’ influence 
on the static stability boundary in this characteristic case, let us assume that 
the channel pressure drop is determined only by the pressure loss across the 
inlet and exit orifice plates.
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154 Coolant Flow Instabilities in Power Equipment

The channel friction in this case is made up by pressure losses across the 
inlet and exit orifice plates, ΔPin and ΔPe, respectively:

 ΔPc = ΔPin + ΔPe. (5.14)

The first component depends only on the coolant flow rate because of the 
unchanged inlet density,

 P
G
A2in in

L

2

2∆ = ξ
ρ

, (5.15)

where A is the channel flow passage area, G is the coolant flow rate, and ρL 
is the liquid density.

The second component of (5.14) is dependent on both the steam–liquid 
mixture flow rate and mixture density, which is the function of the two-
phase flow enthalpy at the exit from the channel heated section:

 P
G

A i P2 ,e e
e

2

2 ( )∆ = ξ
ρ

. (5.16)

Considering that ie = iin + (ΠHq/G) (where H is the length of the  channel 
heated section, Π is the heated perimeter, and q is the heat flux density), 
we have

 P
A

G

i
H q

G
P2 ,

e
e

in

2

2

∆ = ξ

ρ + Π





. (5.17)

One can see from (5.17) that a reduced G causes simultaneous diminishing 
of the numerator and denominator. In some cases, the rate of coolant density 
reduction may be so intense that the pressure drop ΔPe increases along with 
the decreasing flow rate.

According to the condition (5.10), the system stability in the small may be 
evaluated for the isolated channel with the preset pressure drop on the basis 
of the flow in the operating point (designated by “0”), depending on the sign 
of the complete channel pressure drop derivative:

 d P
dG

0c

G0

∆ >  = the channel process is statically stable;

 
d P
dG

0c

G0

∆ <  = the channel process is statically unstable.

By differentiating (5.14), taking (5.17) into account, and neglecting (∂ρ/∂G) 
and (∂ρ/∂P), we obtain
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d P
dG G

P P
i i

i
2

1 0.5c

G
in e

e in

e e G
00 0

∆ = ∆ + ∆ + −
ρ

∂ρ
∂




























. (5.18)

The derivative (∂ρ/∂i)e has the negative sign, and its qualitative  distribution 
depending on enthalpy is shown in Figure  5.7. The maximum of the 
(∂ρ/∂i)e modulus is located in the area where the flow section  averaged 
enthalpy is close to the saturation enthalpy (or, in the case of supercritical 
pressure fluid, to the enthalpy of maximum heat capacity area). It is seen from 
(5.18) that the expression in brackets may be negative, and with  appropriate 
relation between ΔPin and ΔPe, the right part of (5.18) may turn out to be 
 negative with the resultant static instability in the channel.

In the general case, there are no troubles with numerical  determination 
of the derivative ∆(d P /dG)c G0

, with due account for the channel axial 
 distribution of thermohydraulic parameters and pressure losses due to 
flow acceleration, friction, and gravity. However, even in the general case, 
the effect of ΔPin, ΔPe, (∂ρ/∂i)e, (ie – iin)/ρe on flow stability is qualitatively 
the same as in (5.18), which is applied for the analysis of the effect of some 
parameters on  the  coolant flow static instability in the isolated steam- 
generating channel.

5.2.1 Effect of Local Hydraulic Resistance

It is obvious from (5.18) that the increase of inlet resistance ΔPin (by means of 
inlet throttling, or nonheated upstream section) may yield a positive value 
of the right part of (5.18), thereby eliminating the ambiguity region on the 
hydraulic curve and stabilizing the system as regards the static  stability. 
Physically, it can be clearly explained as follows. With the  increasing 
ΔPin,  the share of the channel pressure drop increases in the single-phase 
 section; therefore, the increased two-phase flow friction (whose contribution 
to the overall pressure drop reduces) at the channel exit becomes, with the 

iis

∂ρ
∂i

–

FIGURE 5.7
Dependence of the (∂ρ/∂i) derivative on flow enthalpy.
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156 Coolant Flow Instabilities in Power Equipment

decreasing coolant flow, less than the pressure drop reduction value in the 
single-phase section. Figure 5.8 [9] exemplifies elimination of the ambiguity 
section on the hydraulic curve by additional inlet throttling. This approach 
is a major contributor to stabilization of statically unstable flows.

It is seen from (5.18) that an increase in the exit pressure drop ΔPe when the 
expression in the brackets is negative destabilizes the flow in terms of static 
stability, since it increases the modulus of the negative term in the right part 
of the relation. The mechanism of such an effect of ΔPe is as follows: When 
ΔPe increases, the share of the pressure drop in the boiling section within 
the total channel pressure drop also increases, and the increased pressure 
drop in the boiling section along with the decreased flow rate fails to be 
compensated for by a lower pressure drop along the single-phase section. 
This leads to the appearance of the ambiguity region on the hydraulic curve 
or increases the negative slope of the curve. To the greatest extent, the desta-
bilizing effect of exit throttling is manifested at xe ≈ 0, where the maximum 
of the derivative (∂ρ/∂i)e modulus is attained (see Figure 5.7). At xe > 0, the 
destabilizing effect of exit throttling drops with increasing exit bulk quality 
and, as is shown in Morozov and Gerliga [2], ends at

 
x

i i
i

2

1
.G in

LG L

G

≈ − − ρ
ρ

−

Therefore, the ambiguity region on the hydraulic curve appears when 
the boiling section forms in the exit section of the heated channel. When 
the boiling section becomes longer and, consequently, the exit bulk quality 
increases, the hydraulic curve, starting from a certain value, becomes unam-
biguous with the positive slope.

∆P

G

FIGURE 5.8
Effect of channel inlet throttling on flow static instability [7]. Solid line: hydraulic  characteristic 
curve of the heated channel; dashed line: pressure drop across the inlet throttle; dashed-dotted 
line: hydraulic characteristic curve of the heated channel with the inlet throttle.
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157Static Instability

Worth mentioning is an example [2] that shows the influence of the exit 
resistance on static stability. Let there exist a nonheated region at the heated 
channel exit. Let the ambiguity section on the hydraulic curve appear when 
surface boiling starts at the heated channel exit (xe < 0). Let us suppose that 
steam bubbles that arrive from the region of surface boiling have enough 
time to condense before the exit throttle located in the nonheated region 
and the single-phase current flows through the throttle. For such condi-
tions, it was found [2] that the increased exit throttling is a stabilizing factor 
as regards the static stability. Indeed, in this case, the exit throttling, like 
the inlet one, decreases the pressure drop in accordance with the quadratic 
equation, reduces the flow rate, and eliminates the ambiguity region, since 
the share of the pressure drop due to the single-phase flow friction becomes 
increased.

5.2.2 Pressure Effect

The qualitative effect of pressure on the flow static stability boundary in 
an isolated channel at a preset pressure drop can be traced from (5.18). 
The  increasing pressure, other conditions being equal, stabilizes the flow 
in the heated channel for two reasons:

 1. With identical bulk qualities, the two-phase flow density increases, 
thus decreasing the factor before the (∂ρ/∂i)e multiplier in (5.18) 
because of a lower pressure drop across the boiling section.

 2. The (∂ρ/∂i)e derivative modulus decreases because of the lower rate 
of density change along with the increasing enthalpy at a higher 
pressure.

These two factors substantially diminish the modulus of the negative term 
in brackets in (5.18) by decreasing the negative slope of the hydraulic curve, 
or making it positive. The stabilizing effect of an increased pressure becomes 
especially apparent at small absolute pressures (P < 4 MPa), when the two-
phase flow density reduces sharply along with the increasing pressure, and 
the (∂ρ/∂i)e modulus value is high. At low pressures, the destabilizing effect 
of exit throttling is also most noticeable.

5.2.3 Effect of Channel Inlet Coolant Subcooling

The amount of channel inlet coolant subcooling (ie) has an ambiguous influ-
ence on the static stability boundary. Let us consider a case with a  stable 
vertical steam-generating channel with preset flow rate, pressure, heat flux 
density, geometry, and throttling. With the increasing inlet  coolant  subcooling 
(at ie  ≥  is), ie will be approaching is and, as is clearly seen from Figure 5.7, 
the modulus of the (∂ρ/∂i)e derivative will be increasing  intensively. The 
 coefficient before (∂ρ/∂i)e in (5.18) reduces at the expense of  the increasing 
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158 Coolant Flow Instabilities in Power Equipment

ρe at ie → is. However, the total negative value of the second term in the brack-
ets of (5.18) decreases, as a rule, because of a more intensive decrease of (∂ρ/∂i) e 
and leads to the appearance of the negative slope of the hydraulic curve and 
to static instability. The further increase of inlet subcooling makes ie < is and, 
as is seen from Figure 5.7, the value of the modulus of the (∂ρ/∂i)e derivative 
decreases intensively and leads to flow stabilization from the point of view 
of static instability.

Most strongly, the described inlet subcooling influences static  instability 
at low pressures (≤4 MPa), at which the (∂ρ/∂i)e derivative changes most 
intensively.

5.2.4  Effect of Heat Flux Density, Channel Length, 
and Equivalent Diameter

With the increasing heat flux and other design and flow parameters being 
constant (except for the mass velocity), the region of static instability shifts 
toward the higher flow rates region. As an illustration, Figure 5.9 shows the 
experimentally obtained hydraulic curves for the Π-shaped panels under 
different heat loads [46]. The reason for this influence of the heat flux  density 
is as follows: When q increases at low exit qualities, the surface boiling 

500
0

0.01

0.02

0.03

1000
ρW, kg/m2s

∆P
, M

Pa

FIGURE 5.9
Experimental hydraulic curves for Π-shaped tubes at P = 14.5 MPa [46]: solid line: 
q = 0.12 MW/m2; dashed line: q = 0.06 MW/m2.
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159Static Instability

section increases and the coolant density gradient (∂ρ/∂i)ev in the  channel 
exit heated section becomes larger due to a more rapid increment of mass 
quality per channel length unit. As one can see from Figure 5.9, this leads 
to a  displacement of the static instability boundary to the higher flow 
rates  region when q is increasing. An increase in coolant flow rate while 
 keeping the outlet quality unchanged increases the slope of the hydraulic 
curve negative branch, since Δρin and Δρe are proportionate to G2. Therefore, 
as one can see from (5.18), dΔPc/dG ~ G. At the same time, when the heat flux 
density is increasing along with the increasing enthalpy-determined area 
where the (∂ρ/∂i)e modulus value is large, max |(∂ρ/∂i)e| may decrease with 
the  increasing q (Figure 5.10) and, to a certain extent, reduce the destabilizing 
effect of the increased q.

The influence of a longer channel on static instability may be analyzed 
on the basis of respective heat flux density variation. Indeed, if the input 
power is assumed to be preset and constant, an increase of the channel 
heated length should be accompanied by a corresponding decrease in the 
heat flux density, which, as was shown before, decreases the hydraulic curve 
 ambiguity area.

If the heated length increase is supposed to occur at constant other design 
and flow parameters, the flow may stabilize if the channel is within the 
region of the maximum variation of the (∂ρ/∂i) gradient below the  channel 
exit  section; the flow may destabilize if the channel was previously in the 
 stable region and coolant was in the single-phase state. For such  conditions, 
an increase of the channel heated length leads to the static stability  boundary 
displacement toward the region of higher flow rates and may have the 
 stabilizing effect, if the nominal flow rate is less than that corresponding to 
the lower boundary of static stability at the channel exit when the nominal 
flow rate xe > 0.

The effect of the increased channel equivalent diameter on static  instability 
may be analyzed in a similar manner. At fixed values of P, ρW, ie, iin, H, and q, 
an increase in the channel equivalent diameter leads to the static instability 

i

q3

∂ρ
∂i

–
q2

q1

FIGURE 5.10
Dependence of the (∂ρ/∂i) derivative on flow enthalpy at different heat flux densities: q1< q2 < q3.
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160 Coolant Flow Instabilities in Power Equipment

boundaries’ displacement into the lower mass velocities region (ρW), though 
it does not rule out a possibility of static instability appearance during the 
partial-load operation of the equipment.

5.2.5 Effect of Heating Distribution and Kind

For the considered conditions, in which the onset of static instability is 
 associated with the appearance of surface and bulk (with low xe) boiling at 
the heated channel exit section, the relative height distribution of heat flux 
density along the boiling section is essential for the static stability boundary.

As was shown previously, an increase of the relative heat flux density in 
the boiling section (i.e., in the channel exit section) broadens the region of 
static instability. The relative heat flux density height distribution along the 
single-phase coolant section produces no marked effect on channel flow 
static instability.

Hydraulic characteristics are reasonably easy to analyze in the case of 
joule or radiation heating of the heating surface, when the coolant fluid flow 
rate may be varied at constant heat input. However, the analysis becomes 
 sufficiently more complicated when hydraulic characteristics are  considered 
and flow static stability boundaries are determined for the convection-
heated steam generator channels. For example, these are steam generators 
with liquid-metal, water, or gas heating fluid.

Despite the fact that a whole series of work has been dedicated to steam 
generator instability with convective heating [86–90], no clear notion of the 
flow behavior under these conditions has been obtained so far, and further 
research is required. In part, such an analysis will be provided in Section 5.3.

5.2.6  Effect of the Pressure Drop Gravity Component 
and Steam Slip Coefficient

Static instability with coolant downflow is considered in Section 5.4, so here 
we evaluate only the effect of the pressure drop gravity component and the 
steam slip coefficient on the static stability boundaries in the  vertical channel 
with coolant upflow. At high coolant mass velocities, the steam void  fraction 
is mostly determined by mass quality and increases with the  decreasing 
mass velocity, thereby decreasing the pressure drop gravity  component. 
Therefore, as was stated in Yadigaroglu [15], with the  decreasing flow rate, the 
 hydrostatic pressure in the vertical channel with coolant upflow decreases 
the negative slope of hydraulic curve (or increases the positive slope); it is, in 
fact, the very stabilizing factor as regards the static instability. At low mass 
 velocities caused by steam slip, the steam void  fraction changes not as sharply 
at the reduction of velocity as in the case with high mass  velocities. Therefore, 
the pressure drop gravity component in these  conditions may have a flatter 
dependence on mass velocity, and the  stabilizing effect of the hydrostatic 
pressure decreases. This aspect of steam slip influence has a destabilizing 
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161Static Instability

effect on static instability. However, steam slip, causing a lower exit  quality 
at a decreased mass velocity, decreases the rise of pressure drop due to 
 friction in the boiling section, thereby increasing system static stability. The 
 integral effect of steam slip on static instability from the previous oppositely 
acting effects depends on the ratio of change of hydrostatic pressure drop 
 components and friction pressure drop in the boiling section.

In conclusion of this section it should be noted that, as a rule, the two-
phase flow static instability at low exit qualities is observed in hydraulic 
 systems with forced coolant circulation. The natural-circulation systems 
(e.g., natural-circulation boilers and single-loop NPPs (nuclear power plants) 
with boiling reactors and natural circulation) feature low coolant subcooling 
at the heated channel inlet and low circulation rate. As a rule, this ensures 
their operation in the entire working range of power on the left stable branch 
of hydraulic curve (to the left of point A in Figure 5.4). However, the onset 
of flow static instability cannot be ruled out for two-loop NPPs with  boiling 
reactors and natural circulation or for natural-circulation boiler lighting 
up modes, when high coolant subcooling at the heated channel inlet and 
low exit qualities may appear at a definite combination of parameters—in 
 particular, when the height of individual risers is small [7].

5.3  Hydraulic Characteristic Ambiguity in 
the Presence of a Superheating Section

5.3.1 Specifics of the Ambiguity Region Formation

A region of ambiguity on the hydraulic curve of the steam-generating  channel 
may appear with the presence of a considerably long  superheating section 
and high coolant subcooling at the channel inlet. Examples of  predicted 
hydraulic curves for the coil-type steam generator with liquid-metal (Na) 
heating, with due account for the friction loss distribution along the channel 
length and different inlet temperatures of heating water coolant, are given 
in Figure 5.11.

Let us analyze the channel pressure drop components when  considering 
the physical mechanism of appearance of an ambiguity region on the hydrau-
lic curve under such conditions. First, the numerical analysis shows that the 
pressure drop due to acceleration and the gravity component of pressure 
drops are, with flow rate variation, of monotonous type with positive gradi-
ent (for the vertical channel with coolant upflow), while the hydraulic curve 
ambiguity is due to the friction pressure drop along the channel. To reveal 
the preceding behavior of the friction distributed along the channel, let us 
consider the predicted curves of variation of superheating, boiling, and 
economizer section lengths (Figure  5.12) and the curves of pressure drop 
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162 Coolant Flow Instabilities in Power Equipment

variation in these sections (Figure 5.13) depending on the working fluid flow 
rate variation.

One can see from Figures 5.12. and 5.13 that in the case of the example 
in question, the nonlinear decrease of the superheating section length with 
the increasing flow rate, and the quadratic rise of pressure drop in the same 
 section with the increasing coolant flow rate per length unit leads, in a  certain 
range of flow rates, to the appearance of a maximum on the curve of pressure 
drop variation in the superheating section, depending on coolant flow rate. 
Such a manner of pressure drop change in the superheating section leads to 
the appearance of a region of ambiguity on the hydraulic curve.

The considered mechanism of an unstable region formation on the hydrau-
lic curve somewhat differs from the previous one that formed at the origin 
of a boiling section at the heated channel exit. Therefore, the effect of param-
eters on static instability for these two mechanisms of ambiguity regions’ 
formation may also differ.

G

∆P

T1
T2

T3

FIGURE 5.11
Hydraulic characteristic of a coil-type steam generator with liquid-metal heat-transfer medium 
(Na); T1 > T2 > T3.

50

25

0
0.2 0.4 0.6

G, kg/s

H
, 

FIGURE 5.12
Channel section lengths variation at the flow rate change.     superheating section; 
------- boiling section; _._._ economizer section.
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163Static Instability

For example, in the case of the considered mechanism of the instability 
region origin, both exit and inlet throttling may increase the system static 
stability. Without influencing the regularity of change of the relative lengths 
of the superheating, boiling, and economizer sections, increased inlet and 
exit throttling increases the share of the single-phase flow (liquid or steam) 
local resistance in the channel’s overall pressure drop.

However, if density of the working fluid steam decreases noticeably along 
with the increasing temperature, then the pressure drop across the exit 
throttle may decrease less intensively with the flow rate reduction than in 
accordance with the square law, and the stabilizing effect of exit throttling 
may disappear.

If the dependence of steam density on temperature is strong for some 
coolants, exit throttling may cause flow destabilization as regards the static 
instability.

An increased pressure may destabilize the flow, as it decreases the share of 
friction pressure drop in the evaporating section in the total channel  pressure 
drop due to a reduced evaporating section length because of a lower heat of 
evaporation. The mechanism of this effect of pressure will be considered 
in more detail in the next section. Static instability is much influenced by 
the kind of heating, especially by convective heating, some peculiarities of 
which are also considered in the next section.

5.3.2 Effect of the Kind of Heating

Steam generators with convective heating have found wide  application 
in various branches of engineering. In the first place, this refers to 
nuclear power engineering where water, gas, and liquid–metal coolants 
are used. Steam generators with convective heating find application in 
space  power  plants,  chemical and food industries, auxiliary systems of 
 thermal power  engineering, etc.

G, kg/s

∆P
, M

Pa

0.3

0.2

0.1

0
0.2 0.4 0.6

FIGURE 5.13
Pressure drop variation across different sections depending on the flow rate.     superheat-
ing section; ------- boiling section; _._._ economizer section.
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164 Coolant Flow Instabilities in Power Equipment

In presence of a superheating section and high inlet subcooling of the 
heated fluid in steam generators with convective heating, a serious problem 
arises as to ensuring static stability at nominal and especially partial-load 
operation. Predictive and experimental results show that convective heating 
may cause unfavorable conditions for the appearance of static instability, as 
compared to joule or radiation heating. This fact is of particular importance 
not only for identifying regularities that determine the effect of convective 
heating on flow static stability in steam-generating channels, but also for 
validating techniques of simulation of flow instability in real components of 
thermophysical test facilities.

When joule and radiation heating are used, the value and manner of 
 distribution of the heat supplied to the heating fluid are independent 
of its flow rate. A specific feature of convective heating is in the fact that, 
 depending on the heating fluid flow rate and inlet temperature, as well as 
its thermal-physical properties (heat capacity in particular), variation of the 
heating fluid flow rate may greatly change the heat input and its distribution 
along the steam-generating channel. Thus, the distribution of lengths of the 
economizer, evaporating, and superheating sections, which determine the 
nature of dependence of the channel pressure drop on the heated coolant 
flow rate, may vary considerably.

Figure  5.14 [86,87] presents thermal-hydraulic characteristic curves 
of a steam generator with convective heating employing different heat 
input methods. For a comparison, the figure also shows the hydraulic 
 characteristic curve of a steam generator (curve 3, Figure 5.14) with a heat 
input  independent from the typical working fluid flow rate (e.g., of radiation 
or joule heating). The calculations of the thermal-hydraulic characteristic of a 
steam  generator with convective heating consider two cases. In the first case 

G/G0

∆P
2

3

1

1

FIGURE 5.14
Hydraulic characteristic of a steam-generating component with differently specified 
heat exchange [86]. 1: Heat balance preservation; 2: constant heating surface temperature 
 distribution along the component length; 3: constant heat flux density distribution along the 
component length.
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165Static Instability

(curve 2, Figure 5.14) with the varying working fluid flow rate, the heating 
medium temperature distribution along the heating surface was assumed 
constant and corresponding to the working point (D/D0 = 1); that is, it was 
supposed that variation of the heated medium flow rate has no substantial 
effect on the temperature of the heating medium. Practically, this case may 
realize, for instance, when the heating medium flow rate is high (G0 >> D0), 
or when the thermal-hydraulic characteristic of one of the steam generator 
tubes with crossflow of multiturn coils by a well mixed heating medium, 
the temperature of which is practically independent of thermal condition of 
the pipe in question. As one can see from Figure 5.14, the thermal-hydraulic 
characteristic in the vicinity of the working point is unambiguous and fea-
tures a sharp rise of the curve.

In the second case (curve 1, Figure  5.14), a calculation of the thermal- 
hydraulic characteristic assumed that the working fluid flow rate  variation 
causes, according to heat balance, a change of the heating medium  temperature 
 distribution along the heating surface, while the heating medium flow rate 
and inlet temperature are kept constant. In reality, such conditions can occur 
in a tube system of the parallel-connected steam generators, or in one of 
parallel tubes of a steam generator in the absence of the heating medium 
mixing. Under some conditions [86,87], the thermal-hydraulic characteristic 
shows an ambiguity region in the second case (curve 1, Figure 5.14).

Thus, Figure 5.14 indicates that, depending on the heat input  distribution 
along the steam generator length, various deformations of the channel 
 pressure drop variation curve are possible depending on the heated medium 
flow rate in the working point region. These deformations can span from the 
positive stable slope with a large gradient up to the unstable characteristic 
curve with an ambiguity region.

Let us analyze the influence of heat input distribution on the shape of 
the thermal-hydraulic characteristic curve and possible appearance of the 
 ambiguity section.

From the previously described mechanism of an ambiguity region 
 appearance on the thermal-hydraulic characteristic curve of a steam- 
generating channel with the superheating section, it follows that the main 
reason is the nonlinear variation of lengths of the superheating,  evaporating, 
and economizer sections caused by varying the heated medium flow rate. 
Let us determine the regularities in variation of heat input to the steam- 
generating channel depending on the medium flow rate.

To analyze this regularity, let us consider the results of calculations 
 performed for a coil-type steam generator in which water with the inlet 
 temperature of 100°C, exit pressure (Pe) of 4 MPa, and working fluid flow 
rate at the nominal load of 60 t/h was used as the heated medium, and water 
with the inlet temperature of 360°C, inlet pressure (Pin) of 20 MPa, and flow 
rate at nominal load of 300 t/h was used as the heating medium. The results 
of calculations for three values of heating medium flow rate (2G0, G0, and 
0.5G0) are presented in Figures 5.15, 5.16, 5.17, and 5.18.
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FIGURE 5.15
Pressure drop and its components’ variation across the coil-type steam generator depending on 
the heated medium flow rate at different flow rates of the heating medium. 1: G = 2G0; 2: G = G0; 
3: G = 0.5G0;     total pressure drop in the steam generator; _._._ friction pressure drop across 
the superheating section; ------- friction pressure drop across the evaporating section.
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2
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0.7

FIGURE 5.16
Variation of the economizer, evaporating and superheating sections lengths depending on the 
heated medium flow rate at different flow rates of the heating medium. 1 – G = 2G0; 2 – G = G0; 
3 – G = 0.5G0;     superheating section; _._._ evaporating section; -------  economizer section.
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167Static Instability
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FIGURE 5.17
Distribution of the heating and heated media temperatures along the steam generator at 
G = 2G0; 1 – heating medium; 2 – heated medium.     temperature distribution at D = 25 t/h; 
_._._ temperature distribution at D = 40 t/h; ------- temperature distribution at D = 60 t/h; -x-x- 
temperature distribution at D = 80 t/h.
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FIGURE 5.18
Distribution of the heating and heated media temperatures along the steam generator at 
G = 0.5G0; 1: heating medium; 2: heated medium;     temperature distribution at D = 20 t/h; 
_._._ temperature distribution at D = 30 t/h; ------- temperature distribution at D = 40 t/h.
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168 Coolant Flow Instabilities in Power Equipment

It can be seen from Figure 5.15 (curve 1) that when the heating medium 
flow rate is 2G0, the steam generator thermal-hydraulic characteristic 
curve has a stable positive slope with a large gradient in the entire range 
of the heated medium flow rate variation (D/D0 = 0.2/1.4). At the nominal 
flow rate of the heating medium (G = G0), the steam generator thermal-
hydraulic  characteristic curve maintains the stable positive slope, but has 
a small  gradient in a certain range of heated medium flow rates (curve 2 of 
Figure 5.15). And, finally, at G = 0.5G0, the thermal-hydraulic characteristic 
curve has an ambiguity region (curve 3, Figure 5.15.)

Let us consider the cause of the thermal-hydraulic characteristic  deformation 
at different fixed flow rates of the heating medium with other parameters 
being constant. At a high flow rate of the heating fluid (G = 2G0), the  difference 
of its inlet and exit temperatures is small; with a large  temperature differ-
ence between the heating medium and saturation  temperature of the heated 
medium, a change in the heated medium flow rate has an  insignificant effect 
on the temperature head between the  heating and heated media (Figure 5.17). 
Thus, the heat load in the economizer and  evaporating sections varies but lit-
tle at the heated medium flow rate  variation. It is clearly seen from Figure 5.16 
(curve 1) that, in accordance with heat  balance, it leads to an almost linear 
change of the lengths of the  economizer, evaporating, and superheating sec-
tions when the heated medium flow rate is varied.

A simple model yields for the preceding case an approximate estimate of 
the condition stipulating the existence of an ambiguity region on the  channel 
hydraulic characteristic. At the constant specific density of the heat flux, with 
neglect of pressure losses due to acceleration and gravity components, as well 
as of inlet and exit throttling, the channel pressure drop may be written  as
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 (5.19)

where
A is the channel flow area
Π is the channel heated perimeter
dh is the channel equivalent diameter
Hh is the channel heated length
G is the coolant flow rate
q is the heat flux specific density
ξec, ξTP, and ξsh are friction coefficients in the economizer, evaporating, and 

superheating sections, respectively
iin, is, and iLG are the heated medium enthalpies at the inlet and at the 

 saturation line, respectively, and the heat of evaporation

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
06

 0
8 

M
ar

ch
 2

01
6 



169Static Instability

ρL, ρTP, and ρsh are the average heated medium densities at the economizer, 
evaporating, and superheating sections, respectively

It may be assumed approximately that pressure losses due to friction in the 
economizer section are much less in comparison with ΔPC. Firstly, such an 
assumption is close to reality, since in presence of a superheating section the 
share of the economizer section is much smaller than that of the evaporating 
section; secondly, the assumption makes the stability estimate more conser-
vative, since the friction pressure drop in the economizer section proves to 
be a stabilizing factor as regards the static instability.

Since the bulk quality X changes from 0 to 1 in the evaporating section 
of a steam-generating channel with a superheating section, then, taking 
 assumptions from Lokshin, Peterson, and Shvarts [12] into account and 
 performing simple transformations, we can write (5.19) as
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where ψ is the correction for two-phase flow inhomogeneity in the 
 evaporating section, derived from the nomogram in Lokshin et al. [12]

 a G

sh
= ρ

ρ






.

Let us differentiate (5.20) with respect to flow rate and, by determining
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q
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Π

 (5.21)

and
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 (5.22)

from the heat balance, we obtain
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170 Coolant Flow Instabilities in Power Equipment

The channel flow static stability requires the fulfillment of d P
dG

0c∆ >  or, 
from (5.23),

 − − − Ψ



 ≥H H

a
H3

2
3

2
3

8 0h ec TP  (5.24)

Taking into account the small value of 3/8 ψ/a, (5.24) may be written as:

 ( )≥ +H H H3
2h ec TP  (5.25)

or

 ( )≥ +H H H1
2sh ec TP  (5.26)

In order to analyze the influence of parameters on the static instability 
boundary in presence of the superheating section, (5.26) may be written for 
convenience as:

 ≥ −
Π

+
Π







H
i i

q
i
q

G1
2sh

s in LG  (5.27)

For the results of the coil-type steam generator calculations at G = 2G0 
(curve 1) presented in Figures 5.15, 5.16, and 5.17, Hsh = 1 m, while 0.5 (Hec + 
HTp) = 0.6 m. In accordance with the condition from (5.27), it ensures flow 
static stability.

From the condition of static stability (5.27) it may be seen that an increased 
inlet enthalpy of the heated medium, with all other parameters unchanged, 
leads to a smaller value of the right part of (5.27) and stabilizes the flow as 
regards the static instability. An increase of the heated medium pressure at 
the constant inlet subcooling leads to a lower value of the right part of (5.27) 
at the expense of the decreasing iLG and stabilizes the flow in terms of static 
instability.

Let us consider the physical mechanism of said effect of inlet subcooling 
and pressure of the heated medium. As it is seen from Figure 5.15, the friction 
pressure drop component in the superheating section increases as the flow 
rate grows, reaches its maximum, and then starts decreasing and achieves 
zero at the superheating section degeneration. The friction pressure drop 
reduction in the superheating section after the maximum has been reached 
is explained by the fact that the rate of the superheating section decrease in 
this area exceeds the quadratic rise of the flow rate (i.e., G2·Hsh decreases with 
the increasing flow rate).
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171Static Instability

For the uniform heat flux density, it follows from (5.15, 5.16 and 5.17) that 
the maximum pressure loss due to friction across the superheating section 
is attained when the superheating section length equals approximately 
0.4÷0.5 Hh. Actually, starting from this superheating section length, there 
is no excess heating surface, and an increase in flow rate leads to a lower 
channel exit steam temperature.

Evidently, the appearance of an ambiguity region on the hydraulic 
 characteristic requires the rate of friction pressure loss in the  superheating 
section at the decreasing flow rate to exceed the rate of pressure loss in the 
evaporating section. The friction pressure losses in the economizer section 
are negligible. With the increasing flow rate, that of the friction  pressure loss 
decrease in the superheating section depends on the rate of  superheating 
 section shortening, which is determined by the increasing lengths of the 
economizer and evaporating sections; the rate of friction  pressure loss 
increase in the evaporating section depends on the increase of the  evaporating 
 section length only. Therefore, an increase in the inlet enthalpy of the heated 
medium decreases the economizer section length and the  economizer 
 section length growth rate (and accordingly that of the  superheating  section 
length decrease) at the increasing flow rate, without affecting the rate of the 
 evaporating section length change. 

Depending on mass flow rate and pressure of the heated medium  according 
to (5.26), variation of the coefficient ψ (a correction for the two-phase flow 
inhomogeneity) may also affect flow static instability. At ψ > 1, when the mass 
flow rates and pressures are low, the coefficient of HTp in (5.26) decreases, 
thus leading to a decrease of iLG/qH in (5.27) and an increase in flow static 
stability in the presence of a superheating section. At ψ < 1 (high mass flow 
rates and pressures), the flow static  stability decreases. This effect is also 
pretty obvious. At ψ > 1, the two-phase flow friction  coefficient increases in 
the evaporating section and the rate of friction pressure loss increase in the 
evaporating section grows with the increasing flow rate, while the rate of fric-
tion pressure loss reduction in the superheating section remains unchanged. 
This either liquidates or decreases the negative slope section on the hydraulic 
characteristic curve. The opposite effect is observed at ψ < 1.

Now let us consider a case when the specific heat flux, being constant 
in the economizer and evaporating sections, is different in these sections 
(i.e., qTP ≠ qec). Then, by repeating the reasoning applied in the case of heat 
flux constancy along the channel, instead of (5.27) we arrive at the stability 
 condition in the form of

 ≥ −
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+
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 (5.28)

At qTP > qec, it is obvious from (5.28) that the two-phase flow static stabil-
ity in the channel with a superheating section is worsening when the ratio 
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172 Coolant Flow Instabilities in Power Equipment

between heat fluxes in the evaporating and economizer sections is increas-
ing, i.e., when the heat flux is nonuniform and increases along the channel 
length.

The approximate qualitative analysis of flow static instability at  constant 
heat input at the economizer and evaporating sections explains the 
 appearance of an ambiguity region of the thermal-hydraulic  characteristic 
resulting from the coil-type steam generator calculations at G = 0.5G0 
 presented in Figures 5.15, 5.16, and 5.18 (curves 3). The difference between the 
heating medium inlet and exit temperatures increases under such  conditions 
with the heated medium increasing flow rate (Figure 5.18), and this leads to 
a decreased temperature head between the heating and heated media in the 
economizer section. As is seen from Figure 5.18, this occurs more abruptly 
than in the evaporating section. The reduced temperature head leads to a 
higher rate of the economizer and evaporating sections lengthening and to 
a higher rate of the superheating section shortening (Figure 5.16, curve 3). 
The rate of the superheating section length  reduction past the maximum 
of friction pressure loss in the superheating section exceeds that of the 
 superheating section length growth. The preceding  nonlinear change of the 
superheating and evaporating section lengths with the varying flow leads to 
a more intensive reduction of the friction  pressure loss in the superheating 
section as compared to the increased  friction  pressure loss in the  evaporating 
section (i.e., to the negative slope of the thermal-hydraulic characteristic).

Let us note another property of convective heating systems,  considered 
in Dulevsky [189], which may influence the area of flow static  instability. 
If   thermal inertia of the heating medium is such that the time of its 
 temperature field restructuring substantially exceeds that of coolant 
 transport in the economizer and evaporating sections, then the static 
flow instability in the   case of short-term random disturbances may be 
considered to have the constant temperature field of the heating medium 
in the working point. It has been shown previously that it improves sta-
bility of the system. In the case of long-term disturbances, this property 
of the heating medium may lead to a longer time of transition to a new 
stable state when the system finds itself in the static instability area.

5.3.3  Influence of Parallel-Channel Operation 
and Means of Controlling Parameters

Hydrodynamic interaction between parallel channels and the effect of 
the circulation loop cause a change in the conditions of static  instability 
onset (conditions of Equations 5.8 and 5.13), if compared with those of 
static  instability onset in the isolated channel with constant pressure drop 
( condition of Equation 5.11).

Let us use experimental investigations [87] to illustrate the effect of 
 parallelism of channels (or steam generators) and the circulation loop on 
static instability of channel flow with convective heating.
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173Static Instability

In Belyakov, Breus, and Loginov [87], the test section consisted of two 
 parallel steam generator modules. Each module represented a vertical tube 
273 × 30 mm2 and 2300 mm high, with a bundle of three-pass coils (190 mm 
in diameter; with tube diameter of 12 × 2 mm2) arranged inside. Supercritical 
water with Pin = 25 MPa and Tin = 375°C was used as the heating medium, 
whereas water at Tin = 100°C and module inlet pressure pin.h = 10 MPa 
was used as the heated medium. The flow rates of the heated media were 
 regulated by the piston pump. In this case, the heating medium was passed 
through the heater prior to being fed into the intertube space of the steam 
generator module, while the heated medium was fed to the module coiled 
tubes via the throttle with a pressure drop of ΔPin = 15 MPa. The heating and 
heated media flows were countercurrent.

Stable operation of one module with three parallel coils and the second 
module out of operation was studied at the first stage of the investiga-
tions. The inlet heating medium parameters were kept constant, while the 
heated medium flow rate was reduced in small steps, with parameters kept 
 constant for some time, from a high initial value (D = 1.35D0) down to full 
stabilization.

An experimental thermal-hydraulic characteristic curve of the steam 
 generator module for one of the regimes is presented in Figure 5.19 showing 
the minimum of this characteristic at a certain heated medium flow rate. 
This minimum corresponds to the appearance of a superheating section 
at the module coil’s exit. The further decrease of the heated medium flow 
rate results in the module pressure drop growth and superheating section 
increase. With the continued flow rate reduction, the pressure drop reaches 
its maximum and starts to decrease. The point of the module pressure drop 
maximum corresponds to the superheated steam temperature that is close to 
the heating medium inlet temperature.

As one can see from Figure 5.19, a thermal-hydraulic characteristic curve 
has an ambiguity region and supposes the possibility of appearance of the 
loop and interchannel flow static instability. However, in the preceding series 
of experiments, there was no deterioration of flow static stability in any of the 
parallel coils or the circulation loop. The heated medium flow rates were 
 stable also on the unstable branch of the thermal-hydraulic  characteristic 
curve. Let us consider the causes of such a behavior of the flow rate.

Two reasons make loop static instability impossible in this system. First, 
intensive flow throttling past the pumps makes the hydraulic characteristic 
curve of the circulation loop unambiguous, despite the unstable thermal-
hydraulic characteristic curve of the steam generator module. Second, the 
supply of the heated medium into the steam generator module is provided 
by the piston-type pump that has an almost vertical head characteristic 
(Figure 5.6) and ensures flow static stability even with the ambiguity section 
on the loop hydraulic characteristic curve (see the condition of Equation 5.8).

The absence of interchannel static instability is less evident in the given 
experimental series; on the contrary, there was stable operation of  parallel 
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174 Coolant Flow Instabilities in Power Equipment

coils on the unstable section of the thermal-hydraulic characteristic curve 
of the steam generator module at constant flow rates through all the 
coils. The  reason for this is that, though parallel coils are identical, their 
 thermal-hydraulic characteristic differs from that of the module (Figure 5.19) 
composed of these coils. Indeed, the determination of the module thermal-
hydraulic  characteristic shows the distribution of the heating medium 
 temperatures to vary according to the heat balance. For the fixed heated 
medium flow rate through the module that corresponds to the ambiguity 
region of the  thermal-hydraulic characteristic curve, a change of the flow 
rate through one of the parallel coils keeps the flow rate through the mod-
ule  constant. With good mixing of the heating medium in the module, the 
 heating medium temperature variation along one coil with the varying 
heated medium flow rate remains unchanged. As has been shown before, 
such a method of heat input leads to an increased channel flow static  stability 
and may cancel the ambiguity region (see Figure 5.14, curve 2).

The second series of experiments involved two identical parallel  modules. 
Each module had two operating parallel coils. Figure  5.20 shows the 
 thermal-hydraulic characteristic of two steam generator modules [87], as well 
as the distribution of flow rates and pressure drops for each module at the 
heated medium total flow rate variation. One can also see that with the total 
flow rate through two modules of ρW > 1500 kg/m2s,  corresponding to the 
right unambiguous branch of the thermal-hydraulic characteristic curve, the 
modules operate stably and have almost the same flow rates. When the total 
flow rate decreases below the level corresponding to the  minimum of the 
thermal-hydraulic characteristic curve (ρW < 1500 kg/m2s), a  considerable 
module flow maldistribution is noted. A reduction in the total flow rate 
results in a considerably decreased flow rate through one of the parallel 
modules, while the flow rate through the other parallel  module increases 
and stays on the right stable branch of the thermal- hydraulic characteristic 

0.6

∆P
, M

Pa

0.55

0.5

900 1000 1100 1200 1300
ρW, kg/m2s

FIGURE 5.19
Experimental thermal-hydraulic characteristic curve of the steam generator module. (From 
Belyakov, I. I., Breus, V. I., and Loginov, D. A. 1988. Atomnaya Energia 65 (1): 12–17.) Pin = 25 MPa; 
Pin.h = 10 MPa; Tin = 375°C; tin = 100°C; G0 = 2500 kg/h. Dark circle: experimental data; solid line: 
averaging curve.
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175Static Instability

curve. At the reduction of flow rate through the module with maldistribution, 
the flow rate at first stays on the unstable branch of the thermal- hydraulic 
 characteristic curve, keeping operation stable. With the further reduction of 
the total flow rate through the module with  maldistribution, it goes to the 
left stable branch of the thermal-hydraulic characteristic curve. This caused 
oscillatory instability in the module and parallel coils. In this case, the flow 
rate  fluctuation amplitude for the coils was much greater as compared to that 
for the module. The onset of large-amplitude fluctuations prevented further 
total flow rate reduction.

Stable operation of the module with maldistribution on the unstable branch 
of the thermal-hydraulic characteristic curve for the system investigated 
in Belyakov et al. [87] was caused by the influence of the parallel module 
 operating on the right stable branch of the thermal-hydraulic  characteristic 
curve. Indeed, it can be seen from Figure  5.20 that the magnitude of the 
∂ΔPm/∂G derivative modulus on the right branch of the thermal-hydraulic 
characteristic curve is larger than that of ∂ΔPm/∂G on the unstable branch 
of the thermal-hydraulic characteristic curve. According to the condition 
of (5.12), at K = 1, flow stability is ensured on the unstable branch of the 
 thermal-hydraulic characteristic curve. If the number of parallel modules 
in the system is larger than two, then the coefficient K, in the condition of 
static stability of (5.12), becomes smaller than unity in the right part of this 
 inequality. Under certain conditions, static instability appears and leads 

0.5

0.55

∆P
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0.45

0.4

480 720 960
ρW, kg/m2s

FIGURE 5.20
Thermal-hydraulic characteristics curve of a steam generator composed of two  parallel 
 modules. (From Belyakov, I. I., Breus, V. I., and Loginov, D. A. 1988. Atomnaya Energia 65 
(1): 12–17.) Pin = 25 MPa; Pin.h = 8.5 MPa; Tin = 375°C; tin = 95°C. Dark circle: x are experimental 
data on flow rate and pressure drop, in first and second modules, respectively.
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176 Coolant Flow Instabilities in Power Equipment

to  a  situation when it is impossible to keep the flow rate on the unstable 
branch of the thermal-hydraulic characteristic curve. With a sufficiently large 
number of parallel modules, the coefficient in the right part of (5.12) tends to 
zero, and the condition of static stability for such a system becomes that of 
(5.10); that is, static instability appears when the minimum of the thermal-
hydraulic characteristic is attained.

In contrast to the oscillatory instability, experimental investigation of static 
instability in a real system with a large number of parallel components by 
simulating it on a thermophysical test facility with two parallel components 
is incorrect.

Thus, in steam generators with convective heating, flow static instability in 
parallel channels and parallel steam generators is stabilized due to (1) heating 
medium mixing in the steam generator intertube space, (2) heating medium 
thermal inertia, and (3) hydrodynamic interaction of parallel modules.

It has been shown before that the appearance of the ambiguity region 
on the thermal-hydraulic characteristic when a partial power is used for 
 convective heating may be caused by the decreasing flow rate of the  heating 
medium. This is an indication of the fact that the method of parameter 
 control,  depending on the power level of a power plant with the  convectively 
heated steam generators, may influence static flow stability of the system. 
As  a rule, the basic steam generator controlled parameters, apart from 
the heated medium flow rate, are the heating medium flow rate and inlet 
 temperature. Let us consider the effect of these parameters on static flow 
stability in the convectively heated steam generators.

When power of a power plant decreases, the flow rate of the heating 
medium usually decreases in proportion to the decreased flow rate of the 
heated medium. Simultaneously, the heating medium inlet temperature may 
decrease according to the given law, and the heated medium steam pressure 
at the steam generator exit may vary. The decreased heating medium flow 
rate may lead, as shown previously, to a stronger influence of the heated 
medium on the unfavorable distribution of heat input along the steam 
 generator length and contribute to the initiation of flow static instability. 
Therefore, one of the ways of flow stabilization at partial power levels is to 
increase flow rate by decreasing the coefficient in the linear dependence of 
the heating medium flow rate on power or by presetting nonlinearity of flow 
variation.

A change of the heating medium inlet temperature at a preset flow rate 
also significantly influences the static stability boundary. It follows from 
the  physical mechanism of static instability initiation in presence of the 
 superheating section that the ambiguity region of the thermal-hydraulic 
characteristic corresponds to elimination of excessive steam generator 
 surface when the increased heated medium flow rate starts sharply  reducing 
the superheated steam temperature from that of the heating medium inlet 
temperature down to the heated medium saturation temperature. Therefore, 
when the steam generator’s excessive surface is minimal at partial power 
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177Static Instability

 levels and the working point is near the static stability boundary, the flow can 
be stabilized and the working point moved off from the stability  boundary 
region by increasing the heating medium inlet temperature. In this case, the 
increased temperature difference between the heating and heated media 
increases the excessive superheating surface, thereby ensuring static  stability 
of the system.

A similar effect on the static stability boundary is exerted by variation of 
the heated medium pressure. Indeed, the decreasing pressure of the heated 
medium reduces the saturation temperature, increases the temperature 
 difference between the heating and heated media, and increases flow static 
stability—as the increasing inlet temperature of the heating medium does.

Also, let us briefly consider the effect of the variation of heat flux 
 distribution in boiler unit furnaces with the changing load on flow static 
stability in  components. Heat absorption may vary along the steam- 
generating tubes due to the changed furnace chamber aerodynamics at 
partial power levels. In this case, if the heat absorption redistributes at the 
heat load decrease toward a higher heat load in the evaporating section 
and a lower one in the economizer section, then, according to the condi-
tion of (5.28), the  probability of static instability appearance increases. This 
circumstance should be taken into account in design work and, if neces-
sary, different heating surface  layouts or burner characteristics should be 
chosen.

5.3.4 The Ballast Zone

Belyakov, Kvetnyi, and Loginov [86,90] first discovered that, at a definite 
 combination of parameters, steam generator convective heating may lead 
to the heated medium flow instability. The mechanism of its initiation is 
 peculiar in some respects.

When the heated medium flow rate is reduced, or the heating medium 
inlet temperature is increased in a steam generator with the superheat-
ing section, a part of the superheating surface may get excluded from heat 
exchange due to a very small temperature difference between the heating 
and heated media in this section. This part of the surface located in the 
steam  generator exit section is called the ballast zone. Such a position of the 
ballast zone is typical of steam generators, especially those with  convective 
 heating and  countercurrent flow of media. However, the ballast zone may 
be located  differently in steam generators—that is, in the evaporating–
economizer section. It may happen because, with the countercurrent media 
flows, the heating medium temperature is becoming lower along the steam 
 generator evaporating surface and approaches the saturation temperature 
of the heated medium at a certain distance from the boundary between 
the evaporating and economizer sections. Thus, the temperature difference 
between the heating and heated media is reduced to the minimum in the 
remaining part of the evaporating and a part of the economizer sections, 
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178 Coolant Flow Instabilities in Power Equipment

with a resultant increase in the heat exchange surface in these sections of 
the steam generator.

Evidently, the possibility of the ballast zone formation in the  evaporating–
economizer section (at a preset geometry, inlet subcooling, and the heated 
medium flow rate) is contributed by (1) the reduced heating medium inlet 
temperature, (2) the increased pressure and hence the heated medium 
 saturation temperature, and (3) the heating medium decreased flow rate, 
which leads to a sharper drop of the heating medium temperature along the 
steam generator surface.

Figure  5.21 [86] illustrates the distribution of temperatures and heat 
exchange areas during the low load operation in cases of two limiting 
options of the ballast zone position in the superheating and evaporating–
economizer sections.

Following the analysis presented [86,90], let us show (a) the conditions at 
which the preceding options of the ballast zone location are realized at a 
fixed value of the heating medium inlet temperature, and (b) the mutual 
effect of these zones on the steam generator stable operation.

In accordance with Belyakov et al. [86], let us show the relationship between 
parameters that determines the condition of transfer from the ballast zone in 

T

1 2 3 4

Te

tin

Tin
te

∆T

H

T

1 2 34

Te

tin

Tin
te

∆t

H

FIGURE 5.21
Ballast zones’ location in a steam generator [86]. (a) Superheating section ballast zone; 
(b)   economizer-evaporating section ballast zone;     heating medium temperature; ------- 
heated medium temperature; 1, 2, 3, 4: economizer, evaporating, superheating, and  ballast sec-
tions, respectively.
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179Static Instability

the superheating section to that in the evaporating–economizer section and 
vice versa.

The maximum heat input from the heating medium in the superheating–
evaporating section is

 Q = G · (Iin – I0), (5.29)

where G is the heating medium flow rate, Iin is the heating medium inlet 
enthalpy, Io = I(ts + Δt) is the minimal enthalpy of the heating medium in the 
ballast zone, ts is the heated medium temperature at the saturation line, and 
Δt is the minimum temperature difference between the heating and heated 
media in the evaporating–economizer section ballast zone.

The maximum heat that may be obtained by the heated medium in the 
evaporating–superheating section is

 Q = D(ie – is), (5.30)

where D is the heated medium flow rate, ie = i(Tin – ΔT) is the steam enthalpy 
at the steam generator exit, is is the heated medium saturation enthalpy, and 
ΔT is the minimum temperature difference between the heating and heated 
media in the superheating section ballast zone.

By equating (5.29) and (5.30) and assuming Δt and T close to zero, 
it is  possible to derive the condition of unstable relationship between 
parameters, a departure from which either side may lead to the ballast 
zone   appearance in the superheating or in the evaporating–economizer 
sections.

The relationship has the following form:

 G
D

i T i
I I t( )cz

e in s

in s

( )



 = −

−
. (5.31)

When flow rate ratio is above critical,

 G
D

i I i
I I t( )

e in s

in s[ ]
( )



 > − 

−
,

the ballast zone is located in the superheating section, and in the 
 evaporating-economizer section when it is below critical.

According to Belyakov et al. [86,90], the ratio between the heating and 
heated medium flow rates in the once-through steam generators (with 
water as the heating medium) under operating conditions is generally 
much above critical, and the conditions of the ballast zone appearance 
in the  evaporating–economizer section are absent, as a rule. In sodium-
heated once-through steam generators in startup and some emergency 
conditions, as  well as under partial-load operation, the flow ratio may 
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180 Coolant Flow Instabilities in Power Equipment

approach the  critical. In such a case, random or short-term deviations of 
such parameters as inlet  temperature and the heating medium flow rate, 
pressure, and the heated medium flow rate may cause a shift of the ballast 
zone from the superheating to the evaporating–economizer section, and 
vice versa.

Let us consider the interrelation between the formation and shift of ballast 
zones and the heated medium static flow instability. The convectively heated 
steam generators usually use a compact heat exchange surface in the form of 
sharply bent coiled tubes with high hydraulic friction in the evaporating and 
especially in the superheating heat exchange sections. When the ballast zone 
is located in the superheating section, the pressure losses there  determine 
the pressure drop across the steam generator. If a random or short-term 
deviation of parameters results in a flow rate ratio below the critical (G/D 
< (G/D)cz), then the ballast zone starts shifting. In this case, the evaporating 
and economizer sections increase substantially at the expense of the ballast 
zone formation, while the superheating section decreases considerably.

The superheating section decrease lowers pressure losses across the steam 
generator and increases the heating medium flow rate at a preset  pressure 
drop (i.e., an ambiguity region appears on the hydraulic  characteristic curve 
with a sharp negative slope of the unstable branch). As an  illustration, 
Figure 5.22 shows a thermal-hydraulic characteristic of a liquid sodium-heated 
 once-through steam generator [86] calculated on the basis of the heated and 
heating media flow rates’ ratio close to critical. One can see that the unstable 
branch of the thermal-hydraulic characteristic has a large  negative gradient. 
A small variation of one of the determining parameters (a 5% increase in the 
heating medium flow rate) shifts the ambiguity region of the thermal-hydrau-
lic characteristic toward higher flow rates of the heated medium.

∆P

D/D0

1

1

2

FIGURE 5.22
Thermal-hydraulic characteristic of a counterflow sodium-water steam generator with a 
 developed ballast zone [86]. 1: G = G0; 2: G = 1.05 G0.
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181Static Instability

As is seen from the condition of (5.31), when the ballast zone shifts to the 
evaporating–economizer section due to the superheating section reduc-
tion, the heated medium flow rate increases in a nonlinear fashion and 
steam enthalpy at the steam generator exit decreases. When thermal iner-
tia is high, the G/D flow rates’ ratio may be above critical in the dynamic 
mode, and a reverse process of the ballast zone decrease in the evaporating– 
economizer section and its formation in the superheating section starts. The 
zone may shift periodically; the rate of ballast zone shifting depends on 
 thermal inertia of the heating and heated media, heat transfer wall charac-
teristics, and the kind of deviating parameter.

The periodic shifting of the ballast zone across the heating surface may 
cause temperature fluctuations on the heating surface with a peak-to-peak 
amplitude between the heating medium inlet temperature and the heated 
medium saturation temperature, as well as a possible ejection of the steam–
water mixture into the exit common header. Apart from instability in 
steam generator operation under the described conditions and  associated 
 deterioration of thermal reliability, the ballast zone appearance in the 
 evaporating–economizer section essentially reduces thermal efficiency of a 
steam generator.

In these conditions, a large negative slope of the unstable branch of 
the  thermal-hydraulic characteristic curve impairs the efficiency of inlet 
 throttling in flow stabilization in the steam generator, as, according to 
Belyakov et al. [86], the local resistance coefficient required for stabilizing the 
flow may be so large that the steam generator pressure drop in the nominal 
operation mode may be impermissibly great.

Evidently, this kind of instability may be stabilized most efficiently by 
changing the method of controlling parameters, which extend the working 
region with the unambiguous thermal-hydraulic characteristic in order to 
prevent the operating parameters from approaching the dangerous (G/D)cz 
value too closely.

Belyakov et al. [86] recommend ensuring flow stability by maintaining the 
relationship

 G/D > 1.1(G/D)cz (5.32)

for the operating region parameters.
For an approximate evaluation of (G/D)cz in sodium–water steam 

 generators, it is possible to use the diagram numerically obtained in Belyakov 
et al. [90] and presented in Figure 5.23. In it, the (G/D)cz value dependence 
is shown in dependence on the heating medium (Na) inlet temperature at 
 different  pressures of heated water coolant.

In conclusion, it should be mentioned that the preceding analysis of 
 operation of steam generators with ballast zones was made in Belyakov 
et al. [86,90] on the basis of numerical investigations and has been validated 
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182 Coolant Flow Instabilities in Power Equipment

 experimentally only indirectly. In the future, it will be necessary to conduct 
 special experimental investigations of operation modes with the unstable 
ballast zone.

5.4  Hydraulic Characteristic Ambiguity in Cases 
of Coolant Downflow and Upflow–Downflow

Heat exchangers and steam generators with two-phase and single-phase 
coolant downflow movement have found wide application in some areas of 
engineering. In particular, such systems include boiler heating surfaces with 
N, U, and ∩-shaped panel arrangement; economizer downflow sections in 
some types of steam generators; and heat exchangers of NPP auxiliary sys-
tems and safety systems, as well as the two-phase coolant systems in chemi-
cal, space, and other branches of engineering.

At low and moderate coolant velocities when variation of the pressure 
drop gravity component becomes commensurate with (or even higher 
than) variation of friction pressure losses at the flow rate change in the 
heated channel with the coolant downflow (or upflow–downflow), an 
ambiguity region may appear on the hydraulic characteristic, causing 
static instability.

120
(G

/D
) cr

100

80
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40

20

300 400 500
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14 184 6 8 10

FIGURE 5.23
Flow rates’ critical ratio for the counterflow sodium-water steam generator with a developed 
ballast zone. (From Belyakov, I. I., Kvetny, M. A., and Loginov, D. A. 1985. Atomnaya Energia 
58 (3): 155–159.)
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183Static Instability

Let us consider the case in question in more detail concerning the 
 distribution of pressure drop components in the channel with the  variation 
of coolant flow rate. The pressure drop variation in the vertical channel 
from the upper chamber down to the lower one, if the coolant downflow is 
assumed as positive flow and the acceleration losses are neglected, may be 
written as

 P g dz
G G

d A
dz

G G
A2 2c

c c

h

HH

in t
c c

L
2

00

. 2∫∫∆ = − ρ + ξ
ρ

+ ξ
ρ

. (5.33)

Qualitative behavior of pressure drop components in (5.33) is shown in 
Figure 5.24. As one can see from (5.33) and Figure 5.24, the friction and  gravity 
pressure drop components have different signs and different  nonlinear 
 manners of variation with the changing coolant flow rate.

At high coolant flow rates, the heated channel is first filled with water and 
the friction pressure loss exceeds that due to gravity. With the decreasing 
flow rate, the friction pressure drop component decreases in accordance with 
the quadratic law, while the gravity component increases but insignificantly 
until coolant is in the single-phase state. As the flow rate keeps reducing 
and  coolant starts boiling, the gravity component tends to increase more 
 intensively. When the increasing pressure drop gravity component abso-
lute value exceeds that of the decreasing pressure drop friction  component, 
while the flow rate keeps reducing, a section with the negative slope appears 
on the hydraulic  characteristic curve. The section may pass through the 
flow rate zero line and disappear with the negative coolant flow rate (see 
Figure 5.24).

∆P

G

FIGURE 5.24
Qualitative change of pressure drop components in a channel with coolant down-
flow:     variation of the total channel pressure drop (ΔPC); _._._ variation of the friction 
pressure drop component (ΔPf); ------- variation of the gravity pressure drop component (ΔPg).
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184 Coolant Flow Instabilities in Power Equipment

The results of, for example, Proshutinsky and Lobachev [91] may 
serve as experimental proof of the ambiguous region appearance on the 
 hydraulic characteristic curve of the channel with the coolant downflow 
when the  boiling region appears at the channel exit entirely due to the 
gravity  pressure drop component behavior. Their work describes the 
 experimentally obtained hydraulic characteristics of identical single chan-
nels with the  coolant upflow and downflow. The experimental hydrau-
lic  characteristic of a channel with the coolant upflow was represented 
by a monotonous curve that was  rising with the increasing flow rates of 
single- and two-phase  coolants. The  hydraulic characteristic of the identi-
cal channel with the coolant  downflow was ambiguous. In this case, the 
characteristic curve minimum corresponded to the beginning of coolant 
boiling at the channel exit. This fact proves that the basic mechanism of 
the ambiguity region formation on the hydraulic characteristic curve in 
this case is the regularity in the gravity pressure drop change—instead 
of the previously considered (see Section 5.3) mechanism of the ambigu-
ity region formation on the hydraulic characteristic curve at the expense 
of the increased friction due to the appearance of the boiling region at the 
channel exit.

In the general case, it should be noted that the formation of the 
 ambiguity region on the hydraulic characteristic can be contributed by 
all three  mechanisms described before: (1) formation of the boiling region 
at the  channel exit, (2) nonlinear variation of section lengths in the chan-
nel with the heated medium superheating, and (3) variation of the gravity 
pressure drop component with the coolant downflow. In some cases, this 
may even lead to formation of several ambiguity regions on the hydraulic 
 characteristic curve.

The preceding mechanisms of ambiguity regions’ formation have been 
considered separately because each of them may be dominant, and only 
one of them may determine the onset of static instability in a particular 
situation.

It has been shown [91–93,193,194] that at small heat flux densities and low 
loop circulation flow rates, static instability with the reversal of  coolant 
 circulation in the parallel-channel system with coolant downflow is pos-
sible even with the single-phase coolant and with no boiling. Since the 
 development of static instability of the single and two-phase downflow 
coolant has some specific features as regards thermal-hydraulics, let us 
 consider the mechanism of instability onset under these conditions in sepa-
rate sections.

5.4.1 Two-Phase Coolant Flow Static Instability

As a rule, power plants and other heat exchange systems have no  components 
with two-phase downflow at nominal power levels. However, it may be 
found at partial-load operation, in startup, and in emergency conditions, 

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
06

 0
8 

M
ar

ch
 2

01
6 



185Static Instability

with some heat exchange sections disconnected or with partially operating 
equipment.

For example, the coolant downflow may be observed in some or in all 
 channels of the NPP core or in pool-type research reactors with the  downflow 
circulation during accidents due to the primary circuit depressurization or 
complete loss of power supply. Such accidents lead to the cessation of loop 
circulation or to the change in its direction following the safety systems 
actuation. Static instability may occur in channels with coolant downflow 
under the described conditions in the form of circulation reversal in some 
channels, or interchannel circulation appearance in the absence of loop 
 circulation, or when loop flow rates are low.

It has been stated before that the prevailing mechanism of the  considered 
type of static instability in the case of coolant downflow is the  dominating 
variation of the gravity pressure drop component at the change of flow 
rate. Therefore, the boundary of the ambiguity region of the hydraulic 
 characteristic curve, corresponding to its minimum, is shown in  experimental 
and  numerical investigations [46,85,91,92,94,95,195] to appear when the 
 boiling section forms at the downflow channel exit (i.e., at the moment of the 
gravity pressure drop component’s sharp rise with the decreasing flow rate). 
These peculiarities of this mechanism of the ambiguity region formation 
on the channel hydraulic characteristic curve make it possible to perform a 
sufficiently simple qualitative analysis of the influence of various flow and 
design parameters on the conditions of static instability appearance.

Let us first determine the heat input corresponding to the start of steam 
generation at the channel exit (Nigs) which, as has been stated previously, 
shall determine the relation of parameters at the point marking the  minimum 
of the hydraulic characteristic curve; that is,

 Nigs = Nc.Bn,

where Nc.Bn is the channel boundary power corresponding to the minimum 
of the hydraulic characteristic curve.

This power may be easily derived from the balance relationship

 Nigs = ρW A (iIGS–iin) = ρW A Δ iin – ρW · A Δ iIGS, (5.34)

where ρW is the coolant mass velocity, kg/m2s; A is the channel flow area, 
m2; iin and iIGS are coolant enthalpies at the channel inlet and at the cross 
section where steam generation starts, respectively, J/kg; and Δiin and ΔiIGS 
are enthalpies of coolant subcooling below the saturation temperature at the 
channel inlet and at the cross section where steam generation starts, J/kg.

It has been shown [196] that, for the preset channel geometry, we may 
approximately write

 Δ iIGS = Cq/ρW, (5.35)
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186 Coolant Flow Instabilities in Power Equipment

where C is the constant dependent on channel geometry and found within 
C ≈ 150–300 and q is the surface heat flux density at the cross section where 
steam generation starts, W/m2.

For the heat flux with a density constant along the height and taking (5.35) 
into consideration, (5.34) may be transformed into

 N N
C d

H
W d i

1
4

1
4IGS C Bn

h
h in.

1
2= = π +



 ⋅ρ ⋅ ∆

−

 (5.36)

or

 q
C d

H
W

d
H

i
1
4

1
4

h h
in

1

= +



 ⋅ρ ⋅ ⋅ ∆

−

, (5.37)

where dh is the channel equivalent diameter, m, and H is the channel heated 
height, m.

Expressions (5.36) and (5.37) represent the relationships of design and flow 
parameters that determine the minimum of the hydraulic characteristic in 
presence of the ambiguity region and correspond to the right stability region 
boundary in the parallel-channel system.

For analyzing the influence of parameters on the right boundary of the 
static stability region, let us rewrite (5.36) and (5.37) as

 W
C d

H
N d i4 1

4Bn
h

C Bn h in.
2 1( )( )ρ = +



 ⋅ π ∆

−
 (5.38)

or

 W
C d

H
H
d

q i4 1
4

/
Bn

h

h
in( )( )ρ = +



 ⋅ ∆ , (5.39)

where (ρW)Bn is the coolant mass velocity corresponding to the minimum of 
the hydraulic characteristic curve in presence of the ambiguity region.

Now, let us consider the effect of design and flow parameters on flow static 
instability in the channel with coolant downflow.

5.4.1.1 Effect of the Channel Heated Height

Let us assume that the preset parameters are the constant power (Nc), 
 equivalent diameter (dh), inlet subcooling (Δiin), and pressure (P). Then, as is 
seen from (5.38), an increase of H in the presence of the ambiguity region 
on the hydraulic characteristic decreases the limiting coolant flow rate 
 corresponding to the right boundary of the static stability region. On the 
one hand, it somewhat stabilizes the system as regards the static instability, 
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187Static Instability

since the ambiguity region of the hydraulic characteristic curve becomes 
decreased. However, on the other hand, the relative contribution of the 
 friction pressure drop component reduces when the right stability boundary 
shifts toward lower flow rates, while the increased channel height increases 
the relative contribution of the gravity pressure drop component. Both 
 factors increase steepness of the negative slope of the hydraulic characteristic 
curve toward the ambiguity region, thereby destabilizing the system. Thus, 
the increased channel heated height may somewhat decrease the region of 
flow static instability in the channel by means of the reduced right boundary 
flow and the simultaneously increased steepness of the slope of the unstable 
branch of the hydraulic characteristic curve.

However, as it follows from (5.38), such an effect of the channel heated 
height variation on static instability occurs at relatively small H/dh  values 
(H/dh < 150). At H/dh > 150, the influence of the increased channel heated 
height on (ρW)Bn starts to decay (see Equation 5.38). At 

C d
H4

1h << , the 

 increasing H has almost no effect on the stability boundary, and only the 
channel height influences the increasing negative slope of the ambiguity 
branch of the hydraulic characteristic curve (i.e., the increasing channel 
height definitely destabilizes the system).

Now, let us consider a case when constant values have been preset for 
(q), dh, Δiin, and P. As is seen from (5.39), a higher H in this case may cause 
an  increase in (ρW)Bn (i.e., an increase of the region of static instability 
without a decrease or even with an increase in steepness of the hydraulic 
 characteristic curve in the ambiguity region). The latter is due to the fact 
that when (ρW)Bn is increasing and the relative contribution of friction pres-
sure drop grows  accordingly, the relative contribution of the gravity pres-
sure drop  component also increases with the growth of H. This effect of the 
 channel heated height on static instability at constant q manifests itself almost 
 linearly at large H/dh values and decays at small values (see Equation 5.38).

5.4.1.2 Effect of Channel Equivalent Diameter

This effect on static instability is clearly seen from (5.38) and (5.39). At given 
 constant values of Nc (or q), H, Δiin, and P, an increased dh leads, on the one hand, 
to a reduced (ρW)Bn (i.e., narrows the range of static instability and stabilizes the 
system) and, on the other hand, increases the negative slope of the hydraulic 
characteristic curve in the ambiguity region due to the decreased relative share 
of the friction pressure drop component in the total channel pressure drop. 
The friction pressure drop component is reduced due to two reasons: (1) the 
ambiguity region of the hydraulic characteristic shifts into the lower flow rates 
area, and (2) the reduced friction pressure drop absolute value because of the 
increased channel equivalent diameter. The described influence of dh on static 
instability is manifested in full at large H/dh values. At small values of this ratio 
(especially at q = const.), this effect is not so strong (see Equations 5.38 and 5.39).
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188 Coolant Flow Instabilities in Power Equipment

5.4.1.3 Effect of Pressure

With other parameters (Nc, H, dh, Δiin) unchanged, the decreased  pressure 
destabilizes the channel flow as regards the static instability. It does 
not  substantially affect the boundary mass velocity that determines the 
 minimum of the hydraulic characteristic curve. However, the decreased 
 pressure increases the negative slope of the hydraulic characteristic in the 
ambiguity region or causes the ambiguity region appearance on the  hydraulic 
 characteristic curve where it was absent prior to the pressure drop. Such an 
effect of pressure is determined by a considerable decrease in the two-phase 
flow density at the decrease of pressure, which results in a larger variation of 
the gravity pressure drop component at the  beginning of steam generation at 
the channel exit. The effect of pressure is most  pronounced at low pressure 
values, when steam density is more strongly dependent on pressure. The 
preceding qualitative analysis proves  experimental results of Proshutinsky 
and Lobachev [91] and Proshutinsky and Timofeeva [92].

5.4.1.4 Effect of Heat Flux Surface Density

The increased heat flux density, on the one hand, shifts the static  stability 
boundary toward the higher flow rate area (see Equation 5.39), thereby 
extending the ambiguity region and destabilizing the system. On the other 
hand, it can reduce steepness of the slope of the hydraulic  characteristic 
curve ambiguity branch or eliminate the ambiguity region at all (i.e.,  stabilize 
the system). This is due to the fact that an intensive variation of the gravity 
 pressure drop component may occur in the high flow rate area, where the 
friction pressure drop has a higher absolute value and a steep dependence 
on the flow rate. Under conditions with the decreasing flow rate, the increase 
of the gravity pressure drop component in the area of its abrupt change may 
be smaller modulo than the friction pressure drop reduction.

An example of degeneration of the ambiguity region on the  hydraulic 
 characteristic curve at the increase of heat flux density, Figure 5.25  presents 
the experimental results of Proshutinsky and Lobachev [91] and Proshutinsky 
and Timofeeva [92]. As one can see, the increasing  channel input power (heat 
load) is accompanied by the mass velocity increase, which corresponds to 
the minimum of the hydraulic  characteristic curve, and at a certain power 
value and corresponding mass velocity, static  instability is absent and does 
not appear as power increases further.

In Proshutinsky and Lobachev [91] and Proshutinsky and Timofeeva [92], 
the full-scale model of superheating channels at the Beloyarskaya NPP was 
used to obtain mass velocities at which no circulation reversal occurred 
at the beginning of steam generation at the channel exit. As an example, 
Figure  5.26 shows the experimentally obtained dependencies (from these 
authors) of mass velocity corresponding to the boundary of circulation 
reversal at different pressure levels.
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FIGURE 5.25
Dependence of the boundary mass velocity in the downflow channel on the input power [92]. 
P = 12 MPa; ΔTin = 25°C.
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FIGURE 5.26
Dependence of mass velocity, corresponding to the boundary of circulation reversal absence 
in the channel, on heat power [92]. Circle: experimental data at P = 7 MPa; ordinary triangle: 
experimental data at P = 10 MPa; reversed triangle: experimental data at P = 12 MPa; solid line: 
averaging curve.
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190 Coolant Flow Instabilities in Power Equipment

However, degeneration of the ambiguity region of the hydraulic 
 characteristic curve at the increase of the heat flux surface density is far from 
occurring at all conditions. For this to happen, coolant pressure should be 
sufficiently high in the parallel channels system; the channels should have 
a considerably large heated height, small equivalent diameter, and low inlet 
coolant subcooling. Then, steam generation at the channel exit starts at high 
mass velocities, weak effect of gravity due to the increased pressure, and 
small heat flux surface density. For example, in experimental investigations 
[91,92], the heated height of the channel (H) was 6 m, H/dh was about 400, 
and coolant pressure (P) > 7 MPa. Under these conditions, the mass velocity 
at which degeneration of the ambiguity section on the hydraulic character-
istic curve occurred (ρW)* was above 700 kg/m2s, while the corresponding 
surface heat flux density (q*) was less than 150 kW/m2.

At low coolant pressures (which are typical, for example, of the conditions 
of pressurized water reactors’ cooldown during accidents involving the pri-
mary circuit depressurization or of the pool-type reactors), as well as in cases 
with relatively small channel heated height, there may be no  degeneration 
of the ambiguity region on the hydraulic characteristic curve. As it will be 
shown later for such conditions with the increasing flow rate, an increase of 
the heat flux density with the resultant steam generation at the channel exit 
is accompanied by the flow rate reversal. Starting from certain values of q
and corresponding (ρW)Bn, the onset of static instability at the beginning of 
steam generation at the channel exit is accompanied by channel burnout.

5.4.1.5 Effect of Heat Flux Nonuniformity along the Height

The relation (5.39) was obtained assuming uniform surface density of the 
heat flux in the channel. If the heat flux density distribution along the height 
is nonuniform, (5.39) may be transformed into

 W
C d

H
q
q

q
H
d

i4 1
4Bn

h e

h
in( )ρ = +







∆ , (5.40)

where qe is the heat flux surface density at the channel exit section, W/m2.
It follows from (5.40) that the heat flux density increasing toward the 

 channel exit section may destabilize the system as regards the static 
 stability, since it increases (ρW)Bn, thereby extending the ambiguity region of 
 hydraulic  characteristic curve. This is due to the fact that, when the heat load 
is increased at the exit section while the flow exit enthalpy is maintained 
 constant, a higher mass velocity in the channel is required to ensure the 
beginning of steam generation in accordance with (5.35).

However, height nonuniformity of q may reveal itself at limited H/dh values 
(H/dh < 300). At H/dh > 300, as was the case in the experiments of Akyuzlu et al. 
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191Static Instability

[29] and Proshutinsky and Lobachev [91], the  influence of height nonunifor-
mity decayed and steam generation started at xe  approaching zero.

5.4.1.6  Effect of Heating Surfaces’ Arrangement in 
Channels with Coolant Upflow–Downflow

Usually, such designs of heating surfaces are used in large boiler units. The 
results of the investigations of flow static instability and the effect of design 
and flow parameters on the stability region boundary in such systems have 
been published [46,47,94,95].

Location of ambiguity regions on the hydraulic characteristic curve and 
the value of the negative slope of unstable branch in cases of the U-, ∩-, and 
N-shaped arrangement of heating surfaces are determined by the height of 
the panels, ratios between the height and the heated length in the multipass 
designs, mutual arrangement of the distributing and collecting headers, heat 
flux density and distribution, and other factors.

As an example, Figures 5.27 and 5.28 show hydraulic characteristic curves 
and pressure drop components for the panels with the U- and ∩-shaped 
arrangement of heating surfaces [46].

1000 ρW, kg/m2s500

∆P

FIGURE 5.27
Hydraulic characteristic curve and variation of pressure drop components in a channel with 
the U-shaped heating surface arrangement [46].     total pressure drop variation (ΔPC); 
_._._ friction pressure drop component variation (ΔPf); ------- gravity pressure drop component 
variation (ΔPg).
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192 Coolant Flow Instabilities in Power Equipment

It is clear that with the preset parameters, hydraulic characteristic curves 
have ambiguity regions. In the case of the U-shaped heating surfaces’ 
 arrangement with the given parameters and preset pressure drop, the 
onset of static instability causes channel circulation reversal. In the case of 
the ∩-shaped arrangement, the location of the ambiguity region in the first 
quadrant of the plane with [ΔP, (ρW)] coordinates leads to the decreased flow 
rate with the coolant flow direction unchanged.

The cause of such a location of ambiguity regions is clearly seen from 
the nature of pressure drop components’ variation (Figures 5.27 and 5.28). 
In the general case, a comparison of the friction and gravity pressure drop 
 components makes it possible to perform a sufficiently simple qualitative 
analysis of the ambiguity region location on the hydraulic characteristic 
curve for any arrangement of heating surfaces.

The effect of design and flow parameters on flow static instability 
 considered before for the vertical channels with coolant downflow may be 
qualitatively similar for downflow sections of heating surfaces with  coolant 
upflow–downflow. Therefore, only some peculiarities of static instability 
related to heating surfaces with coolant upflow–downflow will be noted.

∆P

1000500
ρW, kg/m2s

FIGURE 5.28
Hydraulic characteristic curve and variation of pressure drop components in a channel with 
the Π-shaped heating surface arrangement [46].     total pressure drop variation (ΔPc); 
_._._ friction pressure drop component variation (ΔPf); ------- gravity pressure drop component 
variation (ΔPg).

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
06

 0
8 

M
ar

ch
 2

01
6 



193Static Instability

First, when the number of passes in panels with coolant upflow–downflow 
increases—that is, when L/H grows (where L is the heated length, L = nH, 
n is the number of passes) due to the increased contribution of the friction 
pressure drop component, the flow becomes statically stable due to coolant 
downflow.

Second, in the case of multipass panels with coolant upflow–downflow, 
several ambiguity regions may appear on the hydraulic characteristic curve; 
they will correspond to the beginning of steam generation at the exit from 
separate downflow sections of the multipass heating panel.

Third, depending on the mutual arrangement of the distribution and 
 collecting headers (both at the bottom, or both at the top, or the  distributing 
header at the bottom and the collecting one at the top, or vice versa), the onset 
of static instability may cause either circulation reversal or flow rate  reduction 
in the unstable channel, while the prescribed coolant flow  direction in the 
parallel-channel system remains unchanged.

It has been shown [46,47,85,94,95] that the onset of static instability in 
such systems, especially in the channels with reversed circulation, is 
 accompanied by the establishment of a low flow rate and heavy-duty 
 temperature  conditions on the heating surface. Therefore, static instability 
in these  systems is extremely undesirable. In addition, when determining 
the temperature regime of the channel, the hydraulic characteristic curve in 
the region of negative flows should be plotted, taking into account that the 
coolant inlet temperature at the reversal of circulation is equal to that of the 
collecting header. With convective heating, the value and axial distribution 
of heat flux density change because of the changed temperature difference.

5.4.1.7 Effect of Throttling

The increased inlet throttling facilitates flow static stability in a system. 
However, since static instability caused by variation of the gravity pressure 
drop component with coolant downflow generally occurs at low coolant mass 
velocities (ρW < 1000 kg/m2s), the efficiency of influence of throttling on the 
magnitude of friction pressure drop change reduces as the flow rate decreases. 
Additionally, the ambiguity region cannot be completely eliminated under 
these conditions. The increasing throttling shifts the ambiguity region on the 
hydraulic characteristic curve toward the area of lower flow rates.

Thus, the use of inlet throttling to stabilize the flow in the described 
 conditions is not justified because

 1. Low throttling efficiency demands a large friction coefficient of the 
throttling orifice to increase static stability, but it creates a high pressure 
drop during the nominal mode and reduces power plant efficiency.

 2. Throttling fails to eliminate the ambiguity region on the  hydraulic 
characteristic curve completely and only shifts it toward lower 
flow rates.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
06

 0
8 

M
ar

ch
 2

01
6 



194 Coolant Flow Instabilities in Power Equipment

 3. Each of the parallel channels requires individual throttling, thus 
causing design problems.

Therefore, the most optimal method of avoiding static instability is either 
the arrangement of heating surfaces or selection of operation modes and 
means of power plant control that prevent parameters drifting toward the 
region close to static instability.

Like inlet throttling, exit throttling facilitates flow static stability. 
However, apart from the preceding constraints associated with both inlet 
and exit throttling, the increasing inlet throttling leads to additional system 
 destabilization as regards the oscillatory instability. Therefore, this method 
of static instability stabilization is not applied.

5.4.1.8 Effect of Steam Slip

Steam slip in the vertical channel with coolant downflow causes 
flow   destabilization as regards the static instability. It does not strongly 
affect the boundary mass velocity corresponding to the minimum of 
the hydraulic characteristic curve; however, the steam slip increases 
slope  steepness of the unstable branch of the hydraulic characteristic 
curve at the expense of the increasing steam quality in the channel with 
 coolant  downflow and flow rate below (ρW)Bn (i.e., at the expense of a 
sharper increase of the gravity pressure drop component following the 
flow rate decrease after the beginning of steam generation at the channel 
exit).

The destabilizing effect of steam slip is most pronounced at downflow 
coolant low mass velocities (ρW < 500 kg/m2s) and at low pressures, when 
the slip factor has a noticeable value.

It should be noted that calculations of the channel downflow branch 
hydraulic characteristic in the two-phase area are associated with certain 
difficulties due to the lack of reliable empirical correlations for determining 
the steam void fraction α and friction pressure losses.

5.4.1.9 Effect of Channel Inlet Coolant Subcooling

In the case of inlet enthalpy that does not exceed the enthalpy of the 
 beginning of steam generation, an increase in Δiin at constant design 
 parameters and values of P and q, as is seen from (5.39), decreases (ρW)bn 
(i.e., shifts the  minimum of the hydraulic characteristic curve toward lower 
flow rates), thereby decreasing the ambiguity region and stabilizing the 
system as regards the static instability. However, when inlet subcooling is 
small and is close to that corresponding to the onset of steam generation, 
an opposite effect of inlet subcooling is observed at preset design and flow 
parameters (i.e., the increasing inlet subcooling stabilizes the flow as regards 
the static instability). To illustrate this effect of inlet subcooling, Figure 5.29 
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195Static Instability

shows the results of experimental-numerical investigation [92]. One can see 
the ambiguous effect of inlet subcooling on static flow instability in the case 
of coolant downflow.

To conclude this section, let us consider the effect of static flow 
 instability  on coolant flow regimes in the system of parallel heated 
 channels with no loop circulation or at low velocities of circulation 
through  this   system. The following analysis is based on the results of 
experimental investigations  presented in detail in Khabensky, Migrov, 
and Efimov [195].

The greatest problems in a study and quantification of thermal- 
hydraulics and critical situations in the system of parallel heated  channels 
(e.g., in the reactor core, with no loop circulation or at low velocities) 
are  associated with the necessity of taking into account hydrodynamic 
 interaction of  parallel operating channels. It has been shown [91–93,193–
195,197,202] that the  behavior of thermal-hydraulic  parameters in the 
system and in  separate channels under quasisteady-state and unsteady 
 conditions may  qualitatively differ from similar processes at high circula-
tion  velocities, or in a single channel with a strictly preset flow rate. The 
onset of static  instability under such conditions in the reactor core may 
cause the  interchannel  circulation with an intensity depending on the 
energy release and its nonuniformity, flow rate direction and  magnitude, 
coolant  temperature in the upper and lower plenums, and other factors. 
In this case, some  channels (with a lower heat input) exhibit single-phase 
 downflow and in some  channels the  coolant flows upward together with 
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FIGURE 5.29
Static stability boundary in the channel with coolant downflow [92]. P = 7 MPa; (a) heat power, 
N = 6 kW; (b) heat power, N = 17.8 kW; 1: stability boundary; 2: Xin line = 0; 3: Xe line = 0.
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196 Coolant Flow Instabilities in Power Equipment

steam generation, while, in some channels, with the intermediate heat 
input, multiple flow reversals may be observed.

Experimental investigations [195] were conducted to study flow regimes 
and critical situations in a multichannel reactor core with no loop 
 circulation, or at low circulation velocities with coolant downflow, tak-
ing  simulation of hydrodynamic interaction of parallel channels into 
account.

There were several reasons for taking the hydrodynamic interaction into 
account in Khabensky et al. [195]. Under steady-state and unsteady conditions, 
thermal-hydraulic and critical phenomena in each separate heated channel 
are determined by the pressure drop in the core (or other system of  parallel 
heated channels) and by temperature distribution in the upper and lower 
plenums, which depends on the interchannel interaction. However,  variation 
of flow regimes and critical phenomena originates first in a small group of 
separate channels (i.e., these processes in channels with different thermal-
hydraulic characteristics may be considered under  conditions of the preset 
pressure drop).

Therefore, the experimental simulation of thermal-hydraulics in separate 
channels of a multichannel reactor core using a thermophysical  installation 
[195] employed a system consisting of the channel simulator with the 
 nonheated bypass, which ensured channel simulator investigations with 
variation of preset constant values of the channel pressure drop and of 
 coolant temperature in the upper plenum. The simulator pressure drop was 
preset by the downflow coolant flow rate via two bypass tubes of 70 mm in 
diameter equipped with control valves. The ratio between the bypass and 
channel simulator flow rates (GBy/Gc) was 10–80 and was found to have no 
influence on the results in this range. With the pressure drop and tempera-
ture preset in the upper plenum, the initial simulator power was zero and 
then increased in small steps. In Khabensky et al. [195], the simulator was 
made as a rectangular section channel 3.5 × 70 mm2 with the heated height 
(H) of 1000 mm, and distilled water at atmospheric pressure was used as 
coolant.

Figure 5.30 presents the experimentally obtained [195] typical  diagram 
of the coolant flow regimes in a channel simulator at a fixed coolant 
 temperature in the upper plenum (Tin = 35°C) in coordinates: heat flux 
 surface density q and pressure drop ΔP measured by the differential 
 pressure gauge. In this case, ΔP = ΔPc + ρing Hc, where ΔPc is the total 
 channel pressure drop and Hc is the height. For the sake of clarity, the 
X-axis provides a scale for scoring downflow velocity in the channel 
 simulator (WBeg), which the coolant had at zero power. In this case, the 
zero value of WBeg corresponds to no loop  circulation and is simulated in 
the experiments [195] by closing the valve in the installation circulation 
loop.

As is seen from Figure 5.30, the values of q and ΔP and the direction of 
their change determine different coolant flow regimes in a channel when its 
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197Static Instability

parallel operation is simulated. The regions with different flow regimes and 
heat transfer are separated by typical curves having clear physical sense:

Curve 1 corresponds to the beginning of steam generation at the 
 channel exit and separates the single-phase flow region (below 
curve 1) and the two-phase flow region (above curve 1). In the case 
of single-phase coolant downflow, a section of curve 1 (on the right 
of the minimum point) is the static instability boundary.
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FIGURE 5.30
Coolant flow pattern map in the slit-shaped channel, its parallel operation simulated [195]. P = 0.1 
MPa; Tin = 30°C–35°C. Boundaries: 1: incipient boiling; 2: single-phase stable downflow; 3: burnout; 
regions I, II: single- and two-phase upflow, respectively; III: single-phase downflow; IV: burnout.
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198 Coolant Flow Instabilities in Power Equipment

Curve 2, being short and connecting the coordinate origin with the 
minimum point on the curve at the beginning of steam generation, 
is the single-phase coolant state static instability boundary that 
 separates the upflow (on the left of curve 2) and downflow.

Curve 3 corresponds to the onset of burnout in the slit-shaped  channel 
when its parallel operation is simulated. On curve 3 to the right 
of the minimum point, the onset of burnout coincides with the 
 boundary  of  the beginning of steam generation and is caused by 
static  instability onset.

Let us consider specifics of thermal-hydraulics in these regions in 
more detail. When heat flux values are in the 0 < q < q1 range (Figure 5.30) 
(in   conditions of Khabensky et al. [195] with q1 = 14 kW/m2), the coolant 
is  single phase within the entire range of pressure drop variation in the 
test  section. When the pressure drop decreases at constant q (as one can 
see from Figure 5.30), the channel coolant flow may change from the initial 
downflow to upflow in conditions corresponding to the flow static instabil-
ity boundary (i.e., at an intersection with curve 2). In this case, the coolant 
upflow without boiling (region 1 in Figure 5.30) becomes established in the 
heated channel along with the bypass downflow. The single-phase coolant 
static instability and peculiarities of the associated thermal-hydraulic pro-
cesses are described in more detail in Section 5.4.2.

When heat flux values are in the q1 < q < q2 range (in conditions of 
Khabensky et al. [195] with q2 = 46 kW/m2) at constant q and  decreasing ΔP 
 corresponding to the decreasing loop circulation, the single-phase  coolant 
in the downflow channel starts to boil and the coolant flow changes its 
 direction at the crossing of the right branch of curve 1 (Figure 5.30). In this 
case, the  two-phase upflow with low exit quality is established in  the 
 channel. The  further decrease of pressure drop in the channel results 
in the increased  coolant upflow velocity and boiling termination at the 
crossing of the left branch of curve 1 (Figure 5.30), while the single-phase 
upflow  is  maintained. Such behavior of parameters in the considered 
range may be simply explained when analyzing the channel hydraulic 
characteristic curves and coolant exit quality variation given in Figure 5.31 
(curve 1).

When heat flux values are in the q2 < q < q3 range (in conditions of 
Khabensky et al. [195] with q3 = 185 kW/m2) at constant q and decreasing 
ΔP, the single-phase coolant downflow in the channel is found to boil and 
change its direction for upflow when boundary 1 is reached (Figure 5.30). 
However, boiling is this region does not terminate as ΔP keeps reducing 
until the complete cessation of coolant loop circulation. This fact is proved 
by the results of the channel static thermal-hydraulic calculation (see 
curve 2 in Figure 5.31). In this case, the two-phase upflow (along with the 
bypass single-phase downflow) is accompanied by the “geysering” flow 
 instability with coolant ejection through the channel upper and lower 
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199Static Instability

sections. Steam slugs entrained to the upper plenum by the subcooled cool-
ant start to condense intensively, thus leading in Khabensky et al. [195] to 
hydraulic hammers with strong mechanical vibrations in the test section 
and test facility as a whole. Figure 5.32 shows variation of some parameters 
in one of these regimes.

Finally, when heat fluxes are in the q > q3 range and ΔP > ΔP1 (for the 
given example from Khabensky et al. [195], the value of ΔP1 corresponds 
to WBeg  =  0.5 m/s), coolant channel boiling (curve 1 in Figure  5.30) at the 
decrease of ΔP causes deterioration of downflow stability with simultaneous 
onset of burnout (i.e., the coolant incipient boiling boundary is at the same 
time the burnout boundary), while curves 1 and 3 coincide. When ΔP < ΔP1 
and q > q3 is increasing, the parameter fluctuation frequency increases in 
the case of the geysering instability, the exit quality increases along with 
the growing upflow flow rate, and the burnout occurs at a certain value of 
q = qcz.

The experimental results presented in Figure 5.30 show that the qcz value 
has a clear minimum at a certain pressure drop value ΔP = ΔP1 and the 
 corresponding finite value of coolant downflow velocity WBeg

Bn. This is due to 
the oppositely acting gravity and inertia forces.

Indeed, when ΔP = 0 (WBeg = 0) and thermal load is present, natural 
 circulation starts between the bypass and the heated channel (or  interchannel 
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FIGURE 5.31
Calculated dependencies of true exit flow quality (a) and channel pressure drop (b) on the 
 coolant mass flow rate at different heat flux densities. 1: q = 30 kW/m2; 2: q = 80 kW/m2.
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200 Coolant Flow Instabilities in Power Equipment

circulation in the system of heated channels), thereby ensuring favorable 
conditions for steam evacuation from the channel. The further startup of 
the pump and the forced downflow circulation via the test section lead to 
the decreased effect of natural circulation due to the oppositely directed 
lifting and inertial forces. At a certain WBeg

Bn value, the flow hydrodynamic 
 blockage conditions are established: The upflow channel feeding due to 
 natural  circulation substantially decreases and becomes commensurate with 
the rate of coolant flow from the upper plenum to the location of steam exit 
from the channel. As the downflow velocity (WBeg > WBeg

Bn) keeps increasing, 
natural circulation loses its influence on heat removal from the channel, and 
the value of qcz starts increasing because of the influence of forced downflow 
on coolant boiling.

The qualitative nature of the diagram in Figure 5.30 is maintained when 
coolant temperature in the upper plenum changes. However, as one can see 
from Figure 5.33, the curves corresponding to the boundaries of  downflow 
stability, of coolant incipient boiling, and of the burnout become deformed. 
In  this case, as the degree of coolant subcooling in the upper plenum 
decreases, the minimum value of qcz

min reduces and shifts toward higher 
downflow flow rates. In the limit, when the coolant temperature in the 
upper plenum approaches that of saturation, experimental investigations of 
Khabensky et  al. [195] have shown the minimum value of qcz

min to become 
commensurate with the critical heat flux value in the blind (i.e., plugged 
from the bottom) channel (qcz

b ). Naturally, the value of qcz
min depends on design 

 features of the channels and flow thermal-hydraulic parameters, which are 
to be modeled for the experimental determination of qcz

min.

1
110

T,
 °C 100

90
10 s

t80

2

FIGURE 5.32
Experimental time variation of the test channel surface temperature (1) and coolant  temperature 
(2) in the central channel section during “geysering” instability. q = 95 kW/m2; ΔP = 0.7 kPa.
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201Static Instability

The performed analysis shows the following:

 1. Depending on design and thermal-hydraulic parameters of the 
parallel heated channels, different flow regimes are determined in 
separate channels by flow static instability at low loop circulation 
velocities.

 2. The worst situation from the point of view of channels’ cooling may 
realize not so much in the absence of loop circulation via the reactor 
core but rather in the presence of some forced downflow leading to 
hydrodynamic blockage of hot channels and burnout.

 3. The critical heat flux value corresponding to the burnout in the 
blind channel, (qcz

B ), may be used as the limiting lower boundary for 
assessing heat engineering reliability of pressurized water reactor 
(PWR) cores’ cooling at the cessation of forced circulation.

5.4.2 Single-Phase Coolant Flow Static Instability

The experimental and numerical investigations described in references 
91–93, 193–195, and 197–203 show that the onset of static instability is possible 
under certain conditions at low forced downflow velocities in parallel heated 
channels, even with single-phase coolant.

Static instability in heated parallel channels may be observed, for instance, 
in cores of liquid-metal and water coolant reactors in emergency situations at 
cessation of forced circulation, during the heating-up regime under natural 

1

2

3240

320
q,

 k
W

/m
2

160

80

W, m/s
0 0.2 0.4 0.6 0.8 1.0

FIGURE 5.33
Effect of coolant subcooling in the upper plenum on the boundaries of flow pattern 
regions.     −ΔTin = Ts – Tin = 70°C; ------- −40°C; _._._ −10°C; 1 – static stability boundary; 
2: upflow burnout boundary; 3: downflow burnout boundary.
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202 Coolant Flow Instabilities in Power Equipment

circulation, and in primary circuit depressurization accidents, as well as in 
heat exchangers with forced coolant downflow at low flow velocities.

The onset of static instability of the single-phase downflow coolant at 
the forced flow rate variation is determined by the change of the gravity 
pressure drop component that dominates over the friction pressure drop. 
Therefore, the influence of some parameters on the stability boundary may 
be qualitatively assessed in a simple way.

Indeed, the ambiguity region that appears on the hydraulic characteristic 
curve and determines the onset of static instability facilitates an increase in the 
change of the gravity pressure drop component along with varying flow rate.

Therefore, an increase of the channel heated height and of the heat load 
destabilize the single-phase coolant flow, while variation of inlet  subcooling 
and coolant pressure have an insignificant effect on the static stability 
 boundary. The latter is due to weak nonlinear dependence of the single-
phase coolant density on temperature and pressure. The experimental 
 confirmation of such influence of parameters on the static stability  boundary 
is given in references 91 and 92. As an example, Figure  5.34 presents the 
experimental results from the latter.

However, the static stability boundary of the single-phase coolant flow 
and variation of thermal-hydraulic parameters in the unstable region may 
be evaluated numerically using the one-dimensional mathematical model 
of forced flow only at forced flow velocity corresponding to the Reynolds 
 number (Ref) > 1,000. At lower velocities, complex interaction between  gravity 
and inertia-viscous forces give rise to multidimensional effects. These effects 
may lead to the appearance of thermal density stratification in  the upper 

250

T i
n, 

°C

200

150

100

0 100 200
ρW, kg/m2s

300 400

- 1
- 2
- 3
- 4

FIGURE 5.34
Experimental values of boundary mass velocity corresponding to the static instability 
 boundary in a channel with single-phase coolant downflow [92]. 1, 2, 3, 4: experimental  values. 
1: P = 7 MPa, N = 6 kW; 2: P = 12 MPa, N = 6 kW; 3: P = 7 MPa, N = 17.9 kW; 4: P = 12 MPa, 
N = 17.9 kW.
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203Static Instability

and lower plenums [190], violation of the laminar flow  stability in separate 
heated channels [192,204,205], and heat and mass transfer between the heated 
 channel and the upper plenum [191,193].

In addition to the quantitative influence on the static instability  boundary 
in a channel with the single-phase coolant, such effects can change the 
 manner of unstable processes’ development in the channel. Therefore, let us 
consider in more detail peculiarities of the single-phase flow static  instability 
in the system of parallel heated channels with low velocities of the forced 
coolant flow (Ref < 1,000) when the influence of multidimensional effects is 
manifested. References 93, 192–194, and 197 present the technique of static 
stability boundary numerical assessment and another one of the  channel 
thermal-hydraulic parameters’ calculation in the unstable region, with 
approximate accounting for multidimensional effects under unsteady and 
quasisteady-state conditions.

The cited works also contain the results of experimental investigations 
on the onset and development of the single-phase flow static instability in 
the region where multidimensional effects occur, and they prove  sufficient 
 accuracy of predictive methods in describing the experimental results 
obtained in unsteady and steady-state conditions. Here, we omit the detailed 
description of predictive techniques, as they are available in the mentioned 
sources, and concentrate on peculiarities of the physical mechanism and 
qualitative analysis of multidimensional effects on the single-phase flow 
static instability in the heated channel.

It has been stated previously that three basic processes, induced by the 
combined convection and usually disregarded in the widely used one-
dimensional mathematical models of the heated channel thermal- hydraulics, 
produce a considerable effect on the static stability boundaries in the single-
phase flow channel and on the manner of thermal-hydraulic parameters’ 
variation in the unstable region at low coolant velocities (Ref < 1,000). These 
are as follows:

 1. Violation of the channel laminar flow stability at low coolant down-
flow velocities

 2. Heat and mass transfer between the channel and the upper plenum

 3. Coolant temperature distribution in the upper and lower plenums 
with due account for stratification effects

These processes influence static instability by means of the coolant  thermal 
state variation in the channel; hence, they influence the regularity of  variation 
of the gravity pressure drop component and the total channel pressure drop 
with the varying channel flow rate. Let us consider the qualitative effect of 
each of these processes separately.

It has been shown [204,205] that in the heated channel with forced cool-
ant downflow at Ref < Ref.cz and Grq/Ref ≥ C, the channel section features 
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204 Coolant Flow Instabilities in Power Equipment

the loss of laminar flow stability and the combined convection appears. 
In this case,

 =
⋅

ν
= β

λν
W d

Gr
g qd

Re ,f h
q

h
4

2

are the Reynolds and Grashof numbers, respectively; β is the  coefficient 
of fluid volumetric expansion; q is the heat flux density; Wf is the average 
forced fluid flow velocity; ν and λ are the kinematic viscosity and fluid ther-
mal conductivity, respectively; dh is the equivalent channel diameter; and 
C is the constant dependent on the channel shape. In accordance with 
 recommendations of reference 192 for slit and annular  channels, Ref.cz = 600 
and C = 240, while for tubes (from reference 205), Ref.cz = 250 and C = 270.

In the case of coolant downflow and uniform heat release along the  channel 
height, the loss of flow laminar stability is first observed in the channel lower 
exit section, where the coolant temperature and hence the Grq are the  largest. 
When the forced flow decreases in the channel or heat flux density increases, 
the laminar flow stability boundary shifts toward the channel upper  section. 
In the channel section below the stability  boundary, due to combined 
 convection, intensive macrovortex recurrent currents occur that sharply 
change the coolant temperature distribution along the channel height, 
which is close to uniform if averaged over the cross section [192]. Figure 5.35 
shows examples of height distribution of the cross section- averaged coolant 
 temperatures at different heat flux densities obtained experimentally [192]. 
The coolant downflow is adopted in Figure 5.35 as the positive direction of the 
axial coordinate. As one can see from the figure, the cross section-averaged 

1

10 Z/H

2

3

T

Te,3
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Te,1

Tin

FIGURE 5.35
Distribution of the cross section-averaged coolant temperature along the channel height. 
1: stable flow; 2: unstable flow in the channel lower half; 3: unstable flow in the entire channel; 
triangle: averaged thermocouple readings; solid line: averaging curve; q1 < q2 < q3.
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205Static Instability

coolant temperature is practically constant along the height in the region of 
convective instability and is close to the channel exit coolant temperature.

Thus, the disturbance of the laminar flow stability and initiation of 
 combined convection in the channel increase the integral coolant  temperature 
in the channel, thereby increasing the gravity pressure drop component 
and  destabilizing the flow with regard to static instability. As an example, 
Figure  5.36 presents a typical hydraulic characteristic curve of a channel 
with single-phase coolant experimentally obtained [93]. For a  comparison, 
the  figure shows a hydraulic characteristic curve obtained using a one- 
dimensional model for the forced flow disregarding the  combined  convection. 
The coolant downflow is adopted in Figure  5.36 as the positive direction, 
while the pressure drop on the ordinate axis was determined, for the sake 
of clarity, by P P gHf in( )∆ = ∆ + ⋅ ρ − ρ , where ΔPf is the friction  pressure drop; 
ρin and ρ are the coolant density at the channel inlet (in the upper plenum) 
and the average integral coolant density in the channel, respectively. It is 
obvious from Figure 5.36 that a reduction of the coolant column weight at the 
expense of convective instability shifts the minimum point of the hydraulic 
characteristic curve toward larger mass velocities. In this case, the boundary 
mass velocity that determines the onset of static instability may be, with due 
account for convective instability, almost twice as high as the boundary mass 
velocity determined numerically applying a one-dimensional mathematical 
model for the coolant forced flow.

Another example of the multidimensional effects’ influence on the single-
phase coolant flow static instability may be found in the results of unsteady 
experiments [194], in which the experimental channel heat load was increased 
in a stepwise manner by different values, while the constant pressure drop in 
the channel was set by the bypass downflow flow rate. In this case, unsteady 
channel flow variation was investigated starting from the initial downflow, 

(ρW)bn2

1

2

(ρW)bn1
ρW

∆P

DownflowUpflow

FIGURE 5.36
Hydraulic characteristic curve of a channel with single-phase coolant at the constant heat flux 
and low coolant velocities. 1: Free convection taken into account; 2: free convection disregarded.
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206 Coolant Flow Instabilities in Power Equipment

corresponding to zero thermal load, up to the value corresponding to the 
preset load increment.

Typical experimental results are presented in Figure 5.37, which also shows 
for comparison the numerical results obtained using a one-dimensional 
model, taking into account heat removal due to forced convection only. The 
coolant downflow is adopted in Figure 5.37 as the positive direction. One can 
see from this figure that a power increment (N) of 1 kW caused no circulation 
reversal in the channel and 100–150 s after the heat load increase, parameters 
were found to stabilize with coolant downflow in the experimental channel. 
Calculations employing a one-dimensional model describe the experiment 
quite well in this case. However, when N was equal to 1.3 kW, the unsteady 
channel heating continued up to 850 s and, finally, the channel coolant flow was 
reversed from down- to upflow. The stepwise power increments above 1.3 kW 
did not change the process qualitatively, though the rate of coolant heating up in 
the channel kept increasing and the time prior to circulation reversal reducing.

As is seen from Figure  5.37, the one-dimensional model predicted no 
 circulation reversal with N = 1.3 and 1.7 kW, but on the contrary, it showed the 
flow rate to stabilize with downflow circulation. The onset of static instability 
and flow reversal in the channel occurred, according to the one-dimensional 
model predictions, at power increments of up to 1.8 kW (Figure 5.37)—that is, 
almost 1.5 times higher than the experimental power at which experimental 
circulation reversal started in the channel.

The difference between the experimental and predicted (using the one-
dimensional mathematical model of forced flow) hydraulic characteristic 
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FIGURE 5.37
Time variation of the relative coolant flow rate in channels with different and stepwise heat 
load disturbances. Solid line: experimental data; dashed line: calculated employing the forced 
convection model; 1: N = 1 kW; 2: N = 1.3 kW; 3: N = 1.7 kW; 4: N = 1.8 kW.
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207Static Instability

curves in the region of forced flow low and zero mass velocities (Figure 5.36) is 
determined by one more multidimensional process caused by the onset of com-
bined convection between the heated channel and upper plenum [93,191–194].

In the case of unstable density stratification between the heated channel 
and the upper plenum, this process leads to heat and mass transfer between 
the channel and upper plenum, and a natural convective upflow–downflow 
coolant countercurrent occurs against the background of low velocities of the 
coolant-forced down- or upflow. That is, the coolant from the upper plenum 
flows down through one part of the channel cross section, while the heated 
coolant flows up through the other part of the channel and enters the upper 
plenum.

Thorough experimental investigations of the process [93,191–194] show the 
following:

 1. In addition to forced convection, free-convective mass transfer 
ensures additional heat removal from the channel to the upper 
plenum.

 2. The maximum amount of free-convective mass transfer between the 
channel and upper plenum occurs with no forced flow in the  channel. 
In this case, the channel heat and mass exchange with the upper 
 plenum is the sole mechanism of heat removal from the  channel and 
may ensure single-phase coolant state in the channel with no forced 
flow through the channel. As soon as the forced upflow or  downflow 
appears, the magnitude of the free-convective countercurrent flow 
decreases and terminates when the forced coolant velocity in the chan-
nel exceeds that of the coolant exchange flow between the channel 
and the upper plenum determined in the absence of the forced flow.

According to recommendations of Malkin et al. [191] and Khabensky et al. 
[194], the countercurrent flow velocity with no forced coolant flow through 
the channel is derived from

 
H
d

RaRe 7 10 Prcou
h

L
0 3 1 0.46= ⋅ − − , (5.41)

where
W d

Recou
cou h

L

0
0

=
ν

 is the Reynolds number

PrL is Prandtl number for the channel coolant

Ra Gr
g C d q

Prq L
p L h

L L

4

2= ⋅ =
β ρ

λ ν
 is the Rayleigh number for the channel coolant

Wcou is the countercurrent flow velocity in the absence of forced flow in 
the channel
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208 Coolant Flow Instabilities in Power Equipment

dh and H are the channel equivalent diameter and heated height, 
respectively

νL and λL are kinematic viscosity and thermal conductivity of the channel 
coolant, respectively

Parameters in (5.41) are determined at the coolant average temperature in 
the channel region where there exists free-convective mass transfer between 
the channel and the upper plenum.

In the presence of forced flow, the velocity of the countercurrent flow 
is determined according to recommendations of Malkin et al. [191] and 
Khabensky et al. [194] from

 =
− >

≤






W

W W W W

W W

, ,

0 ,
cou

cou f cou f

cou f

0 0

0
 (5.42)

where Wf is the coolant forced flow velocity in the channel, while Wcou
0  is 

derived from (5.41).
The amount of heat removed from the channel at the expense of free 

 convective mass exchange with the upper plenum was determined [194] by

 Q A W C T T
1
2cou cou P c up( )= ρ − , (5.43)

where A is the channel flow passage, Tc  is the average temperature of the 
 channel section with free-convective mass transfer, and Tup is the  temperature 
of coolant flowing from the upper plenum into the channel.

To determine the onset of free-convective countercurrent coolant flow 
between the channel and upper plenum, a relationship recommended in 
Jannello and Todreas [193] may be simplified into

 Gr
Re

0.5, 175 Re 590;t

f
f2 = < <∆  

here,

Ref = Wdh

Lν
 is the Reynolds number for the coolant forced flow in the 

channel

Gr
g T T d

t
c up h

L

3

2

( )
=

β −
ν∆  is the Grashof number

 3. Under the conditions of mass exchange between the channel and 
upper plenum, an upflow–downflow countercurrent occurs in the 
channel against the background of the forced flow, when the coolant 
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209Static Instability

from the upper plenum flows down through one part of the  channel 
cross section, while the heated coolant flows up through the other 
part of the channel and enters the upper plenum. In this case, the 
countercurrent flow is unstable and wavy, which, according to 
numerous measurements [93,191,194] ensures a practically height-
constant, cross section-averaged coolant temperature within the 
region of free-convective countercurrent flow.

In the absence of forced flow, the length of this region covers the entire 
channel heated height, while in the presence of forced upflow it depends 
on the upflow velocity and the rate of countercurrent mass transfer. As an 
example, Figure  5.38 shows the experimental heated wall temperature 
 distribution along the channel height, which is typical for these conditions. 
The data were obtained [194] for the steady-state upflow after the reversal 
of the initial downflow circulation. The coolant downflow is adopted as the 
axis positive direction.

Figure 5.38 shows that the channel features two regions differing in the 
heat transfer mechanism. The regime of stable upflow becomes  established 
in the lower part of the channel and energy is transferred by forced 
 convection only. In the upper channel part, which in the given experiment 
amounts to over half of the channel, heat may be transferred both by the 
forced  convection and by the free-convective countercurrent mass transfer 
between the channel and upper plenum, which originates because of the 
unstable fluid density stratification and “cuts off” the linear rise of coolant 
temperature.

The mass transfer between the channel and upper plenum decreases the 
average integral coolant temperature in the channel. Thus, as is  obvious from 

60

0.2 0.4 0.6
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80

100

T w
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C

FIGURE 5.38
Distribution of the heated wall temperature along the channel height. Dark triangle: 
 experimental data; solid line: calculated according to reference 194.
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210 Coolant Flow Instabilities in Power Equipment

Figure 5.36, it decreases the angle of inclination of the hydraulic  characteristic 
curve into the ambiguity region.

Also, the coolant temperature distribution in the upper and lower  plenums 
at low coolant velocities may have a marked effect on the single-phase coolant 
temperature condition in the channel. It was shown, for example [194,197,206], 
that the temperature distribution in the plenums may  substantially differ 
from uniform distribution and change the temperature boundary conditions 
at the channel inlet in the case of low coolant velocities and in the absence of 
both hydrodynamic mixing and a possibility of stable and unstable density 
stratification. For instance, PWRs with no loop  circulation and the  developing 
interchannel circulation demonstrate stable coolant density stratification 
in the lower plenum. In this case, only the upper part of the lower plenum 
 adjacent to the channels may contribute to heat  transfer occurring by means 
of the interchannel circulation; its remaining part is heated for a long time 
due to thermal conductivity only. This spatial process is also neglected in 
one-dimensional mathematical models of forced flow.

The mentioned multidimensional processes in single-phase coolant at 
low velocities of forced flow may not only quantitatively change bound-
aries of the static stability region as compared to the one- dimensional 
description of the process, but also qualitatively change behavior 
of  thermal-hydraulic parameters. For example, the mere manifestation of 
spatial effects makes the single-phase coolant state possible in the absence 
of forced flow in the channel [93,191–195,206]. Additionally, spatial effects 
explain such  behavior of parameters (experimentally observed in refer-
ences 93 and 193) as the  restoration of single-phase coolant downflow in 
one of the parallel channels at the quasistatic reduction of heat load [93] 
or of coolant flow rate through the system of parallel channels [193]. The 
cause of such behavior of thermal-hydraulic parameters is the strength-
ening of countercurrent mass  transfer between the channel and upper 
plenum, which increases heat removal from the channel, thereby decreas-
ing the gravity pressure drop component and leading to the onset of static 
instability with transition through the left boundary of the stability region 
(see Figure 5.36).

Thus, in the absence of loop flow or at low flow rates in a system of 
 parallel heated channels with single-phase coolant, intensive interchannel 
 circulation develops as a result of static instability. Depending on heat release 
 distribution, hydraulic parameter values, and the kind of transient, channels 
with upflow and downflow circulation, as well as channels with coolant flow 
rate close to zero, may be found in the system of parallel channels.

A sufficiently simple dynamic mathematical model that takes multidi-
mensional effects for single-phase coolant into account  approximately and 
describes experimental results for unsteady and steady-state conditions with 
good accuracy was suggested [194,195].

Let us consider another peculiarity of multichannel systems with single-
phase coolant. Flow reversal in unstable channels and the onset of interchannel 
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211Static Instability

circulation in the system of parallel heated channels  substantially influence 
not only thermal-hydraulic characteristics of  separate channels, but also the 
total pressure drop across the plenums, thereby  affecting the loop  circulation 
parameters. Figure  5.39 offers a simple, clear example of static hydraulic 
characteristics of a separate channel and of the whole system made up by 
a large number of practically identical channels. As is seen from the figure, 
hydraulic characteristics of the system of identical channels and its separate 
channels differ greatly.

The physical nature of this difference is that, starting from a certain  coolant 
flow rate in the system that corresponds to the hydraulic  characteristic 
 maximum or minimum depending on upflow or downflow, the further flow 
rate variation with the change of the loop circulation direction is achieved 
by reducing (with, for example, loop circulation reversal from downflow to 
upflow) the number of channels with coolant downflow and increasing the 
number of channels with coolant upflow. The loop  downflow–upflow  reversal 
occurs at a ΔP in the upflow and downflow channels that  corresponds to 
the minimum of the hydraulic characteristic curve, while the loop upflow–
downflow reversal takes place at a ΔP in the upflow and downflow  channels 
that corresponds to the maximum of the hydraulic characteristic curve. Thus, 
the region of the channel multivalued hydraulic characteristic shows the 
hydraulic characteristic of the parallel channels’ system to have a  practically 
constant pressure drop across the two plenums, depending on the loop flow 
direction.

5.5 Pressure Drop Oscillations

In the presence of a compressible volume at the channel inlet, ambiguity 
of its hydraulic characteristic may lead under certain conditions to  periodic 

∆P

ρw1
2

FIGURE 5.39
Hydraulic characteristic curves of the channel (1) and parallel channel system (2).
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212 Coolant Flow Instabilities in Power Equipment

steady-state oscillations of the coolant flow rate and pressure drop of a 
peculiar nature, which are referred to in the literature as “pressure drop 
 oscillations” (PDOs).

Oscillations of the two-phase flow caused by a compressible volume 
at the channel inlet were originally discovered experimentally when 
 investigating coolant flow stability on thermophysical test facilities (see, for 
example,  references 207 and 208). A compressible volume at the inlet of the 
investigated heated channel on a thermophysical test facility is often used 
as the volume compensator or for smoothing pressure (flow rate) oscilla-
tions produced by the delivery pump. Sometimes, compressible volumes 
at the inlet and outlet of the working section serve to isolate the channel 
hydrodynamically.

Conditions provoking instabilities of the PDO-type can arise in various 
technical devices that comprise heat-transfer two-phase coolant systems. 
For instance, as has been suggested [209], in the nuclear power indus-
try, the  conditions provoking PDO-type instabilities can occur in steam 
generators of breeder reactors with a liquid-metal coolant circulating in 
the primary loop. Also, conditions for PDO occurrence can form in the 
emergency- cooling systems of the PWR NPPs, which comprise hydraulic 
reservoirs and complicated circulation loops for delivering coolant to the 
reactor and steam generators during an accident involving the primary 
loop  depressurization. For instance, Godik et al. [210] suggest installing 
a fixed hydraulic  reservoir at the steam generator inlet for cooling steam 
generators in emergency situations caused by the loss of the feed-water 
supply. The experimental investigations [210] showed that this reservoir 
can cause PDO oscillations even at normal operating conditions of the 
reactor.

The mechanism of the PDO instabilities’ onset and development has 
been described in detail [15,209]. By referring to these sources, the onset 
of PDO can be illustrated by a simple diagram given in Figures 5.40 and 
5.41. In the diagram, a pump (or a large-volume reservoir with a specified 

P1

P0
1

2

Vc.g , Pc.g

H
c

H
l c

H l H

P2

3

FIGURE 5.40
A hydraulic system with a compressible volume at the inlet. (1) Pump; (2) compressible-volume 
reservoir; (3) heated channel.
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213Static Instability

 pressure)  provides a preset constant flow rate of the coolant through the 
system, while the outlet pressure P2 is maintained constant for all regimes. 
Let the preset flow rate through the system decrease and reach the level G0, 
which  corresponds to the unstable branch of the hydraulic characteristic 
curve.

The compressible-volume reservoir at the inlet provides a  practically 
 constant inlet pressure during the initial time interval; therefore, in 
 accordance with the hydraulic characteristic, the flow rate in the channel 
decreases to the GF value (Figure  5.41). However, if the flow rate through 
the system is  constant, the reduction of the flow rate through the channel 
is  compensated for by the delivery of coolant to the compressible-volume 
 reservoir. As time passes, the level and hence the pressure in  compressible 
volume 2 increases, with the working point of the coolant flow rate  following 
the FA line (Figure 5.41). Upon reaching point A, the flow rate through the 
channel grows abruptly along the AC line. At the constant flow rate through 
the system, this makes the coolant flow out of the compressible-volume 
reservoir into the channel. As a result, both the level and pressure in the 
 compressible volume drop at a rate that depends on the system parameters, 
and the working point of the coolant flow rate moves along the CB line. 
When B is reached, an abrupt decrease in the flow rate of the coolant that 
flows along the BD line takes place, and then the closed DACBD cycle is 
repeated.

This diagram is ideal. In reality, the flow rate does not change 
 instantaneously and the closed oscillatory cycle trajectory somewhat 
deforms because of the coolant inertia and dynamic characteristics of the 
compressible volume. This can be illustrated by experimental data [209] 
on oscillations of the flow rate and pressure drop (Figure  5.42) and on 
the  limiting cycle of oscillations (Figure 5.43). Experimental studies [209] 

∆P A
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D
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B

G
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FIGURE 5.41
A PDO cycle.
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214 Coolant Flow Instabilities in Power Equipment

were performed on a thermophysical facility whose basic diagram was 
similar to that in Figure 5.40. R-113 refrigerant was used as the  working 
fluid. The flow rate at the channel inlet was measured by a Venturi tube. 
Therefore, the  pressure drop values obtained by the Venturi tube and 
 corresponding to the flow velocity at the channel inlet are plotted as 
 ordinates in Figure 5.42.

Figure 5.43 contains the experimental static hydraulic characteristic of 
the channel and the dynamic limiting cycle of oscillations presented as the 
pressure drop across the channel versus the coolant flow rate through the 
channel. It is obvious from Figure 5.43 that the experimental limiting cycle 

0.5
∆P

in
 ×

 1
0–4

, P
a

0.4

0.3

0.2

0.1

0

–0.1
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C

B

D 60 s

(a)

t

∆P
k ×

 1
0–4

, P
a

12

10

8

60 s t

(b)

FIGURE 5.42
Experimental data on steady-state oscillations of (a) the velocity at the heated channel inlet and 
(b) the pressure drop. 
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215Static Instability

is somewhat deformed in comparison with the ideal one (Figure  5.41). 
The strongest deformation of the limiting cycle is observed when dynamic 
 characteristics of the compressible volume give a moderate period of 
 pressure oscillations, which is comparable with the coolant mechanical 
inertia. As a result, not only the limiting cycle is deformed, but also the 
PDO amplitude is reduced (Figure 5.44).

The oscillograms of experimental oscillations of the inlet flow velocity and 
of the pressure drop across the channel shown in Figure 5.42 are typical of 
PDO instabilities and have the following characteristic features:

 1. An essentially nonlinear behavior of oscillations
 2. Counterphase oscillations of the coolant velocity at the channel inlet 

and of the pressure drop across the channel
 3. A long period of parameter oscillations sufficiently exceeding that of 

the density-wave flow instability
 4. The higher frequency oscillations against the background of the 

pressure drop low-frequency oscillations

The high-frequency inlet-flow velocity oscillations (see the oscillogram 
in Figure 5.42) are caused by a thermohydraulic density-wave instability, 
which occurs when the coolant flow rate decreases to small values dur-
ing the PDO cycle. The PDO instabilities are often accompanied in experi-
mental  studies by density-wave instabilities (see, for example, references 
211 and 212). However, the latter instability does not necessarily appear 

0.05
0 50 100

G, kg/h

∆P
k, 

M
Pa

150

0.1

0.15

B

C

- 1
A

D

FIGURE 5.43
Experimental data on the static hydraulic characteristic and the oscillation cycle trajectory 
[209]. 1: Experimental data on the static pressure drop at different flow rates; dashed line: 
the oscillation cycle dynamic trajectory.
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216 Coolant Flow Instabilities in Power Equipment

together with the PDO instability [29,30,213] and depends on the char-
acteristics of the experimental setup and, primarily, on the values of the 
inlet and outlet flow throttling, on the system pressure level, and on the 
location of the area of parameters where the hydraulic characteristic sec-
tion is negative.

The characteristics of the limiting PDO cycle can be easily analyzed upon 
applying a simple mathematical model developed in Ozava et al. [209], 
which allows a qualitative estimate of the influence of system parameters 
on the period, amplitude, and behavior of oscillations of the inlet  velocity 
flow, and of the PDO across the channel. The equations for  nonstationary 
 thermohydrodynamics of a boiling channel with a compressible  volume at the 
inlet are written in terms of lumped parameters [209]. When  approximating 
the nonlinear multivalued static hydraulic characteristic of the channel by a 
third-degree algebraic equation and taking into account some assumptions 
and transformations described in detail in Ozava et al.  [209], the authors 
reduce the nonstationary thermohydrodynamic equations for a heated 
 channel with a compressible volume at its inlet to the Van der Pol differ-
ential equation. The obtained equation is shown [209] to be able to describe 
with  sufficient  accuracy the parameter oscillations under the PDO-type 
instabilities.

In Ozava et al. [209], it is written as

 d y
dt

y y
dy
dt

y
*

(1 2 )
*

0
2

2
2− ε − β − + =  (5.44)

G

∆P
k, 

M
Pa

FIGURE 5.44
The limiting cycle trajectory in the case of the short-period steady-state PDO. Dashed line: 
the static hydraulic characteristic.
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∆
=

where
G0 is the preset coolant flow rate at the system inlet
GA and GB are the coolant flow rates corresponding to the maximum 

and minimum of the heated channel hydraulic characteristic curve 
(Figure 5.41)

α is the coefficient determining the gradient of the negative slope of the 
hydraulic characteristic curve

κ is the adiabatic exponent of gas in the compressible-volume reservoir
Vc.g and Pc.g are the volume and pressure of gas in the compressible-volume 

reservoir
H and F are the length and flow area of the heated channel economizer 

section (Figure 5.40)
H′ and F′ are the length and flow area of the pipeline from the compressible- 

volume reservoir to the heated channel inlet (Figure 5.40)
HE and FE are the length and flow area of the water volume in the com-

pressible-volume reservoir (Figure 5.40)
H′E and F′E are the length and flow area of the pipeline connecting the 

 system to the compressible-volume reservoir (Figure 5.40)
To facilitate the analysis, let us assume that the preset coolant flow rate at 

the system inlet is G0 ~ 0.5 (GA + GB). Then, β = 0:

 C
I I

d P
dG

,
E

k

G G0

ε = −
+

∆
=

 (5.46)
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218 Coolant Flow Instabilities in Power Equipment

and (5.44) changes to the Van der Pol equation:

 
d y
dt

y
dy
dt

y
*

(1 )
*

0
2

2
2− ε − + = , (5.47)

the behavior of solution of which has been thoroughly studied.
According to references 209 and 214, the form of the limiting cycle in 

(5.47)—that is, the nonlinearity of the cycle and the oscillation period—
depends on the parameter ε. At small ε (ε << 1), the self-sustained oscillations 
do not significantly differ from the harmonic ones. As ε grows, the oscilla-
tion shape begins differing significantly from the sinusoidal, and the oscilla-
tion period increases. The evolution of the oscillation shape at the increase of 
ε in (5.47) is presented in Figure 5.45 [214]. At ε = 0.1 (Figure 5.45a), the oscilla-
tions are harmonic; at ε = 1.0 (Figure 5.45b), they are not sinusoidal, and at ε = 
10 (Figure 5.45c), they are of the relaxation type (i.e., they include sections of 
both fast and slow changes in the flow rate). For example, in the case of PDO-
type instability oscillations experimentally obtained in Ozava et al. [209] and 
shown in Figure 5.42, the value of the parameter ε is 34.2.

Knowing the relationship between ε and the design and flow parameters 
of the system (see Equations 5.45 and 5.46), their influence on the oscillations 
of the coolant flow rate through the channel and the pressure drop can be 
analyzed qualitatively. It is obvious from (5.45) and (5.46) that the parameter 
ε grows together with the gas volume Vcg in reservoir 2 (Figure  5.40) and 
with the increasing slope gradient of the negative branch of the hydraulic 

 characteristic curve d P
dG

k

G G0

∆




=

.

The parameter ε decreases when the gas pressure Pc.g in the compressible-
volume reservoir is growing and when the (I + Ic) parameter is increasing. 
Thus, an increase in Vc.g and in the slope gradient of the negative branch of 
the hydraulic characteristic curve, as well as a decrease in Pc.g, should aug-
ment nonlinearity of oscillations of the coolant flow rate and of the pressure 
drop, as well as cause an increase in the parameters’ fluctuation period. This 
is illustrated in Figure 5.46 by an experimentally obtained dependence of the 
PDO period and coolant flow rate at the channel inlet on the volume of gas 
in the compressible-volume reservoir [209]. The period of oscillations varies 
linearly with the gas volume change. A decrease in the volume or increase 
of gas pressure in the reservoir results in a greater rigidity of the compress-
ible volume, which, in turn, reduces the time lag for the pressure change in 
the compressible volume as the flow rate through the channel varies. Thus, 
the period of oscillations decreases and the system becomes stabilized with 
respect to the PDO instability.

Let us consider now the influence of the (I + Ic) parameter. It follows from 
(5.45) and (5.46) that a change in its value significantly affects oscillations’ 
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219Static Instability

nonlinearity, but not their period, as an increase in (I + Ic), on the one hand, 
reduces the parameter ε and hence the period of oscillations τ* and, on the 
other hand, increases the real-time scale t t C I I* ( )c= + .

Now we should return to Equation (5.44), where the parameter β is  present, 
and find its influence on the oscillation cycle characteristics. If G0 ≠ 0.5 (GA + GB), 
then β ≠ 0. Based on (5.45) determining β, the value of β < 0  corresponds to 
the condition GA* < GB* (i.e., when G′0 shifts toward the  coolant flow rate cor-
responding to the maximum of the hydraulic  characteristic curve, G′0 – GA < 
GB – G′0) (Figure 5.41). At β > 0, we have GA* > GB* (G″0 – GA > GB – G″0); that is, 
the preset coolant flow rate in the system is closer to that  corresponding to the 
minimum on the hydraulic characteristic curve (GB). The effect of β on the lim-
iting cycle of oscillations was found [209] on the basis of a numerical solution. 
If β is negative, the part of the oscillation period with G < G′0 is longer than that 

y

(a)

(b)

t

y

t

y

t

(c)

FIGURE 5.45
Oscillogram of self-sustained oscillations of the solution of the Van der Pol equation (5.47) at 
different values of ε [214]: (a) ε = 0.1; (b) ε = 1.0; (c) ε = 10.
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220 Coolant Flow Instabilities in Power Equipment

with G > G′0. On the contrary, at β > 0, the part of the period with G > G″0 is lon-
ger, while that with G < G″0 is shorter. Thus, at β < 0, the coolant flow rate at the 
channel inlet in  considering the cycle of  oscillations has a lower value during 
most of the period than the  preset flow rate in the system. Possible overlapping 
with the higher  frequency density wave oscillations takes place in this case 
over a longer time interval. When β > 0, the inlet flow rate is higher than the 
preset one in the system  during most of the oscillation period. The described 
regularity is illustrated in Figure 5.47.

The period of oscillations also increases with the decreasing β because 
the fraction of the period with the reduced coolant flow rate becomes 
larger. As an example, Figure 5.48 presents the PDO period and amplitude 
 experimentally obtained in Yuncu, Yildirim, and Kakac [212] as a function of 
the preset  coolant flow rate in the system. It is evident that, all other factors 
being equal, a decrease in the preset flow rate (equivalent to a decrease in β) 
results in an increase in the period of oscillations.

According to the PDO instability mechanism, if the oscillation periods 
are much greater than the time constant of the coolant mechanical inertia, 
the PDO amplitude, all other factors being equal, is independent from the 
preset coolant flow rate in the system and is equal to the difference between 
pressure drops corresponding to the maximum and minimum of the 
 hydraulic characteristic curve. If the oscillation period is comparable with 
the time constant of the coolant mechanical inertia, the PDO amplitude may 
decrease because of the deformation of the limiting cycle (see Figure 5.44).

The mechanism of the preceding effect of β is physically meaningful. At 
β < 0, the preset coolant flow rate G′0 in the system (see Figure 5.41) is closer 

0
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FIGURE 5.46
Dependence of the parameters’ fluctuation period on the gas volume in the reservoir [209].
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221Static Instability

to  the flow rate corresponding to the peak of the hydraulic  characteristic 
curve (GA). Therefore, when the coolant flow rate at the channel inlet 
decreases to the minimum value GD in the oscillation cycle, the coolant 
flow rate into the compressible volume is the minimum possible and equals 
Gc = G′0 – GD. Because of this, the level and hence pressure in the compress-
ible  volume increase at the minimal possible rate, which decreases along 
the DA  trajectory (Figure 5.41) and lengthens the fraction of the period with 

t/τ
2 2.51.510.50

0

–1

1

(G
 –

 G
0)

/G
0

1
2

FIGURE 5.47
Flow rate oscillations’ behavior at the channel inlet in the case of unstable PDO oscillations at 
different values of parameter β. (1) β < 0; (2) β > 0.
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FIGURE 5.48
Dependence of the period and amplitude of the PDO oscillations on the preset coolant flow rate 
in the system [212] at Nk = 500 W. The outlet diameter of the orifice dor

out is (1) 1.8 and (2) 1.4 mm. 
Dashed line: oscillations’ amplitude; solid line: oscillations’ period. ○, ●: Experimental values.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
06

 0
8 

M
ar

ch
 2

01
6 



222 Coolant Flow Instabilities in Power Equipment

the low coolant flow rate at the channel inlet. Upon reaching point A and 
abruptly changing the flow rate at the channel inlet to the Gc value, the 
 coolant flows out of the compressible volume at the maximal possible flow 
rate GE = Gc – G′0, which leads to a fast drop of the level and pressure in 
the compressible volume, thus reducing the fraction of the period when the 
coolant flow rate at the channel inlet is greater than G′0. Similar reasoning 
shows that at β > 0, when G″0 is closer to GB, the fraction of the oscillation 
period with the coolant flow rate at the channel inlet G > G″0 is greater than 
the fraction with G < G″0.

The described regularities make it easy to analyze qualitatively the effect of 
regime parameters such as inlet subcooling, power supplied to the  channel, 
 outlet throttling, etc. on the limiting PDO cycle parameters. Experimental 
 studies of the effect of these parameters on the PDO characteristics have 
been carried out [29,30,211–213]. Let us consider the effect of the main regime 
parameters.

The effect of the coolant subcooling temperature ΔTsub at the channel inlet 
has been experimentally studied [29,211] and found mainly to  influence the 
ambiguity region of the hydraulic characteristic curve. The working section in 
Mentes et al. [211] represented a vertical heated pipe, while the  experimental 
facility diagram is given in Figure  5.40. Freon-11 was used as the working 
fluid. The experiments were carried out at a constant power input of approxi-
mately 413 W and at different inlet coolant subcooling in the –9.8°C through 
38°C range. Figure 5.49 demonstrates a typical  experimental  distribution of the 
channel hydraulic characteristics and of the PDO  instability region boundaries. 
The effect of the inlet coolant subcooling on the PDO  instability characteristics 
obtained in Mentes et al. can be easily explained by the  mechanism of instabil-
ity and Figure 5.49. The main  conclusions of Mentes et al. are presented next.

 1. At high and moderate inlet subcooling, an increase of inlet 
 subcooling, on the one hand, reduces the range of preset flow 
rates in the  system associated with the occurrence of the PDO (i.e., 
it  stabilizes the  system); on the other hand, an increase of inlet 
 subcooling increases the PDO amplitude and period in the  channel. 
Such an influence of inlet subcooling is obvious from Figure  5.49 
and conclusions made in previous sections: An increase of inlet 
 subcooling, on one hand, causes the point of hydraulic characteristic 
minimum to shift to the region of lower coolant flow rates,  resulting 
in a narrower range of flow rates, at which the negative slope of the 
hydraulic  characteristic curve that defines the PDO instability region 
can occur. The other result is an increase in the slope of the negative 

branch 
∆





d P
dG

an increasein k , as well as a decrease in the overall 

pressure level (given a preset constant pressure at the  system  outlet) 
and therefore a decrease in the pressure of gas in the compressible 
volume. Both  factors are responsible for the  increasing ε in (5.44) 
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223Static Instability

and,  consequently, for increasing the PDO period and emphasizing 
the oscillation nonlinearity. Figure 5.49 shows that the difference in 
pressure drops corresponding to the maximum and minimum of the 
hydraulic characteristic curve grows together with inlet  subcooling, 
resulting in the PDO amplitude increase.

 2. At low inlet subcooling, decrease of its value reduces the PDO 
 instability region, as can be seen from Figure 5.49, and stabilizes the 
system. This effect of the inlet subcooling derives from the fact that, 
at certain low values of inlet subcooling, the negative section of the 
hydraulic characteristic curve becomes gently sloping (i.e., the slope 
gradient decreases together with the parameter ε). In this case, the 
period of parameters’ oscillations decreases to become comparable 
with the time constant of the coolant mechanical inertia. As a result, 
the system becomes stabilized.

As applied to the experimental setup in Mentes et al. [211], an additional 
stabilizing effect is achieved by a buildup of gas pressure in the  compressible 
volume when the inlet subcooling decreases due to an increase in the  channel 
pressure drop.

It is shown in Figure 5.49 that the PDO stability boundaries pass through 
the points where the gradient of the derivative in the negative section of 
the hydraulic characteristic curve is significant in magnitude, rather than 
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FIGURE 5.49
Effect of inlet coolant subcooling on the PDO instability region [211]. Coolant: Freon-11, 
Nk  =  416 W; (I) the PDO stability boundaries. Inlet temperature,°C: (1) –7.4; (2) –0.9; (3) 7.3; 
(4) 15.6; (5) 26.0; (6) 37.6.
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224 Coolant Flow Instabilities in Power Equipment

through the maximum and minimum of the characteristic curves. The more 
flattened the hydraulic characteristic curve is in the vicinity of its maximum 
or minimum, the farther away from the maximum and minimum points the 
stability boundary will be. Thus, a certain value of inlet subcooling causes 
the instability region to expand, all other conditions being equal. An increase 
or decrease of inlet subcooling from this value results in a reduction of the 
PDO instability region.

The effect of the power input to a heated channel on the PDO stability 
boundary has been experimentally studied [212] and found to display itself 
in the deformation of the hydraulic characteristic curve at the power input 
variation. The typical hydraulic characteristic curves [212] for different input 
power levels (the other parameters being equal), together with the PDO 
 instability region, are presented in Figure 5.50. As the power input grows, 
the system stability decreases, since, in this case, (1) the range of flow rates 
at which the negative slope section of the hydraulic characteristic curve 
can occur broadens, and (2) the slope gradient of the unstable branch of the 
hydraulic characteristic curve increases. Also, the previously mentioned 
effects enhance nonlinearity of the period and amplitude of the coolant 
flow rate oscillations at the channel inlet and of the pressure drop across the 
channel. It follows from Yuncu et al. [212] that the oscillation period grows 
together with the power input even if the gas pressure in the compressible 
volume somewhat increases. This happens because the influence of the 
increasing slope gradient of the unstable branch of the hydraulic character-
istic curve, which leads to an increased oscillation period, is greater than the 
effect of pressure increase in the compressible volume.

181614121086420
0

0.2
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FIGURE 5.50
Effect of the input power on the PDO instability region [212] for dor

out = 1.6 mm; Nk, W. (1) 0; 
(2) 321.75; (3) 421.8; (4) 498.15; (5) 607.6. Dotted dashed line: the stability boundary.
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225Static Instability

The effect of flow throttling at the heated channel outlet has been 
 experimentally studied [212]. The typical hydraulic characteristic curves 
experimentally obtained for a channel with the fixed power input and 
 different throttling orifice diameters (1.4, 1.6, and 1.8 mm) at the channel  outlet 
are given in Figure 5.51, in which the PDO instability region  boundaries are 
also plotted. Figure 5.51 shows that the increased throttling at the channel 
 outlet increases the slope of the negative branch of the hydraulic characteristic 
curve. The simultaneous pressure drop growth causes the inlet subcooling 
to increase; the coolant temperature at the channel inlet remains unchanged. 
As the outlet throttling grows, an increase in the inlet subcooling shifts the 
minimum of the hydraulic characteristic curve to the lower flow rate region, 
thereby shifting the PDO instability boundaries likewise.

The previously discussed influence of outlet throttling on the  deformation 
of the negative branch of the hydraulic characteristic curve, as well as the 
previously considered effect of the hydraulic characteristic parameters on the 
PDO mechanism, enable us to interpret the experimental results from Yuncu 
et al. [212] concerning the effect of outlet throttling on PDO  characteristics. 
For instance, according to Yuncu et al., the PDO amplitudes increase with 
outlet throttling. This is caused by the increasing difference between the 
 pressure drop maximum and minimum points on the hydraulic  characteristic 
curve as the outlet throttling increases (Figure 5.51). The PDO period shows 
an increase with an increase in outlet throttling because of a greater slope 
gradient of the negative slope branch of the hydraulic  characteristic curve 
caused by the increased outlet throttling and the displacement of stability 
boundaries to the lower flow rate region. The PDO growth along with the 
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FIGURE 5.51
Effect of outlet throttling on the PDO instability region [212]; Nk = 500 W. dor

out, mm. (1) 1.8; 
(2) 1.6; (3) 1.4. Dotted dashed line: the stability boundary.
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226 Coolant Flow Instabilities in Power Equipment

increase of outlet throttling does not compensate for a certain increase in the 
gas pressure in the compressible volume, which reduces, for the preceding 
reasons, the PDO period. The nonmonotonic behavior of the right boundary 
of the stability region shown in Figure 5.51 can be explained by the fact that 
the decreased outlet throttling reduces the slope gradient of the negative 
branch of the hydraulic characteristic curve, which becomes flat in the region 
of its minimum. In this case, the stability boundary shifts to the left of the 
minimum point of the hydraulic characteristic curve, thereby reducing the 
instability region.

5.6 Some Other Mechanisms Inducing Static Instability

In the case of laminar gas flow in the heated channel, the pressure drop 
is largely determined by the shear stress and, to a lesser extent, by the gas 
 column weight. For the shear stress, the relation

 τ ~ μG (5.48)

holds true, where μ ~ Tn (n > 1 is the power factor).
When the coolant flow rate is increasing (at constant heat flux), on the one 

hand, the proportionate dependence of τ on the flow rate contributes to the 
increase of pressure drop across the channel. On the other hand,  second 
multiplier μ in (5.48) decreases due to a drop in gas temperature, thus 
 corresponding to a pressure drop decrease. In some region of  parameters, 
the opposite effect of multipliers in (5.48) may lead to the appearance of 
the negative slope of the channel hydraulic characteristic curve and the 
onset of static instability. In the case of the gaseous coolant downflow, 
the   gravity pressure drop component also exerts a destabilizing effect on 
static instability.

For the first time, the problem of static instability in the laminar gas flow 
(hydrogen) was considered [96,97] when seeking a solution to the problem 
of thermal reliability of nuclear rocket engines. Calculations of the static 
 stability boundary for CO2 as the gaseous coolant may be found in Antonyuk 
and Korolev [98]. The results show that the increasing heat flux density leads 
to the stability region narrowing.

Another mechanism causing static instability in the system of parallel 
channels is the change of flow parameters with the occurrence of thermal-
acoustic instability. It is known that when the section of surface boiling is 
large and the heat flux density is high, thermal-acoustic oscillations may 
arise in the heated channel. The experiments show that the channel  friction 
tends to increase at the onset of thermal-acoustic oscillations. When the 
 pressure drop across the channel is constant, this effect induces a periodic 
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227Static Instability

reduction of the period-average coolant flow rate fluctuations. The reduced 
coolant flow rate may lead to burnout.

The oscillogram of varying parameters in the case of a static instability of 
this type is shown in Figure 5.52. Similar phenomena may also be observed 
at supercritical pressures.

G P

P(t)

G

t

FIGURE 5.52
Variation of pressure and averaged coolant flow rate with respect to the oscillation cycle in the 
case of thermal-acoustic oscillations (TAOs).
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6
Thermal-Acoustic Oscillations 
in Heated Channels

6.1 Thermal-Acoustic Oscillations at Subcritical Pressures

6.1.1 Oscillations’ Development Pattern and Initiation Mechanism

The so-called thermal-acoustic oscillations (TAOs) may appear under certain 
conditions in heated channels with the boiling coolant subcooling below 
the saturation temperature [102,103]. Much work, mostly experimental, has 
been dedicated to these oscillations. In this chapter, we shall refer to the 
work in which a heated channel (generally, an electrically heated tube) was 
 acoustically isolated (acoustically open) from other components of the test 
facility. This was mainly achieved by locating vessels at the channel inlet and 
outlet. With their volumes, the vessels ensured acoustic channel  isolation due 
to coolant compressibility. That is, equal pressure was provided upstream 
and downstream from the channel in the case of spontaneous initiation of 
the flow parameters’ high-frequency oscillations of an acoustic nature.

Acoustic isolation of the heated channel is not used in the majority of 
work dealing with TAO experimental investigations. Instead of studying the 
 single tube TAOs, the initiation and characteristics of TAOs in a test  facility 
are investigated. In the latter case, TAOs induced in the heated  channel 
 penetrate into the test facility lines, reflect from the components, and 
 superimpose one another to create a rather complex phenomenon. It should 
be noted that  characteristics of stability regions in the flow parameter space 
and  oscillation amplitudes dependent on flow parameters of TAOs emerging 
in acoustically isolated and not isolated channels may differ qualitatively.

The pattern of TAO initiation is as follows. When the heat load is smoothly 
increasing from zero, the no-boiling regime establishes in the channel, and 
the pressure pickup located at a certain distance from the channel ends 
(constant pressure points) records only the noise caused by flow  turbulence. 
Further, as the heat load increases, a surface boiling area is observed in the 
channel. The pressure pickup records the total noise  generated by boiling 
and flow  turbulence. At a still higher planned heat load and  sufficiently 
 significant coolant subcooling (herein, water is considered as the coolant) 
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below the saturation temperature, there comes a moment at which the 
pickup starts recording the spontaneously developing high-frequency 
 pressure  oscillations. An example of pressure peak-to-peak oscillations’ 
(2A)  dependence on the heat flux is illustrated in Figure  6.1. Oscillation 
 amplitudes (A) were found first to increase with the increasing heat flux 
and then to drop. Prior to  burnout, regular high-frequency oscillations are 
 usually absent and the pickup records only random low-frequency noises 
whose intensity increases before the heated tube reddening. The  maximum 
 pressure  oscillation amplitudes may reach, in some cases (with relatively 
small heated  section lengths and high subcooling), the time-averaged 
 channel pressure.

Some investigators report [104,105] that TAOs cause destruction of  tubular 
channel walls. The time of heated thin-walled tubes’ operation under the 
conditions of high-amplitude fluctuations numbers several hours before their 
failure. TAOs are especially dangerous in nuclear reactor fuel  assemblies, 
where a gas gap may form over time between fuel pellets and cladding. 
In such a case, TAOs induce high-frequency transverse oscillations of the 
 thin-walled cladding and may lead to deterioration of its integrity with 
radioactive products release into the loop.

An analysis of the pressure oscillation spectrum [102,106,107] shows that 
oscillations are made up of a sum of standing waves of different harmonics 
with frequencies ωn

–1 = 2H/na, n = 1, 2, 3, …, where a is the channel average 
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FIGURE 6.1
Variation of the relative peak-to-peak pressure oscillations with the increasing heat flux. 
Tube 6 × 1 mm, tube length (H) = 1.2 m; the heated section length (Hh) = 0.2 m; the heated 
 section center coordinate (Zh/H) = 0.7; the pressure gauge location coordinate (Zp/H) = 0.25; 
ρW = 435 kg/m2s; P = 0.75 MPa; Tin = 25°C.
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231Thermal-Acoustic Oscillations in Heated Channels

sound velocity and H is the distance between the acoustically open ends of 
the heated channel.

In an ideal case, where thermophysical parameters of coolant are  constant 
along the length, the diagrams of the fluctuating velocity standing wave 
amplitudes (δW) and pressure (δP) for the first four harmonics are as shown 
in Figure 6.2 [108]. In the presence of TAOs, it is impossible to  measure  coolant 
flow velocity fluctuations because even the lowest frequencies  usually have 
the order of several hundreds of hertz. In a real channel,  standing waves 
were found to be asymmetric toward the channel exit because of flow 
 inhomogeneity and change of compressibility. Figures 6.3 and 6.4 illustrate 
diagrams of pressure oscillations. The channel length (H) is 3000 mm, the 
heated section Hh is 410 mm long, and its center point Zh/H is located at 
0.8 H from the channel inlet. Six pressure pickups were located along the 
length of the channel (tube: 6 mm diameter and 1 mm thick), allowing the 
use of eight points (including constant pressure points at two channel ends) 
for plotting the distribution of individual component amplitudes along the 
channel length.

Figure 6.3 shows relative amplitudes of the first and second  harmonics for 
ρW = 875 kg/m2s. The higher harmonic amplitudes are practically absent. 
Figure 6.4 presents the diagrams of the pressure oscillation first harmonic 
relative amplitude at different heat fluxes. The higher harmonics are also 
absent here. The results of the experiments show that with the heat flux 
 variation, both oscillation amplitudes and their distribution along the 
 channel length also varied. At lower heat fluxes (near the TAOs’ initiation 
boundary), the pressure wave diagrams obey the harmonic distribution (e.g., 
the profile with q = 1.65.106 W/m2 in Figure 6.4). With the increasing heat flux, 
the wave antinode shifts toward the higher coolant compressibility.

K = 1

|δW|

(a) (b)

|δP|

K = 2

K = 3

K = 4

FIGURE 6.2
Standing wave diagrams |δW| and |δP| for the first four harmonics (two-end open tube): 
δW: velocity disturbance; δP: pressure disturbance. (a) Orifice plates-bounded tube; (b) a tube 
acoustically isolated by constant pressure points.
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232 Coolant Flow Instabilities in Power Equipment

By now, several possible mechanisms of TAOs’ initiation and development 
have been proposed. Here, the TAOs’ development description is based on 
the ideas expressed in Gerliga and Prokhorov [106] and Hayama [109].

Acoustically, a hydraulic channel represents an oscillatory system. This 
is determined by coolant compressibility and is expressed by the flow 

0.75

0.50
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FIGURE 6.3
Distribution of the first and second harmonics of pressure fluctuations in the channel at 
q = 1.28 106 W/m2; ρW = 875 kg/m2 s; Tin = 25°C; clear reversed triangles: first harmonic; clear 
circles: second harmonic.
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FIGURE 6.4
Distribution of the first harmonic of channel pressure fluctuation; ρW = 1010 kg/m2s; 
Tin = 25°C; q 106, W/m2: ∇: 1.65; × = 1.736; + = 1.89; ο = 2.093; solid lines: real pressure distribu-
tion; dashed line:  sinusoidal pressure distribution.
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233Thermal-Acoustic Oscillations in Heated Channels

 acoustics equations. Natural hydraulic channel pressure fluctuations are 
similar to those resulting from the deviation from the equilibrium of the 
string stretched between the channel ends (Figure 6.2).

In a boiling channel, turbulent disturbances and those resulting from 
 boiling initiate low-intensity oscillations (at the level of hydraulic noises) 
that are close to natural harmonics. Further, amplitudes of these  harmonics 
will be increasing if heat or mass input/output to/from coolant flow exists 
with the pressure rise/drop, respectively. In fact, it is the Rayleigh  criterion 
of TAOs’ initiation [4,108] and its essence is as follows: The in-phase 
 disturbances of the rate of mass/heat input to the channel working fluid and 
those of the channel pressure facilitate TAOs’ initiation. This mechanism of 
oscillations’ initiation in the channel with surface boiling has some specific 
features.

Let us first consider the condensing bubble behavior in the pressure 
sound field. The work performed by the bubble during the oscillation 
cycle θ, if the bubble life is substantially longer than the oscillation cycle, 
is written as

 ∫= δ δ
+θ

A
d V
dt

Pdt
t

t

, (6.1)

where δV is the bubble volume disturbance due to the δP pressure acoustic 
fluctuation, and θ is the oscillation cycle.

If we assume that δP = aP sin ωt and δV = aV sin (ωt + ϕ), then

 A = –πaP aV sinϕ, (6.2)

where ϕ is phase shift between the pressure and bubble volume fluctuations.
The work performed by the bubble in the pressure sound field  during 

the oscillation cycle will be positive—that is, will be performed on the 
 surrounding coolant flow with

 –π < ϕ < 0. (6.3)

Additionally, if we take into account that = δ δE
d R
dt

P is the acoustic energy 

flux per bubble unit surface [4], expression (6.1) will be the amount of  acoustic 
energy radiated by the bubble during the oscillation cycle:

 ∫ ∫= δ δ =
+θ +θ

A F
d R
dt

P dt F E dtG

t

t

G

t

t

,

where FG is the bubble surface.
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234 Coolant Flow Instabilities in Power Equipment

Further, we confine ourselves to revealing the main relations in the TAOs’ ini-
tiation mechanism, and bubble growth will be described in a simplified form.

Let us consider feedbacks replenishing the oscillatory system with energy.
When analyzing the pressure disturbance feedback, it may be assumed 

that the bubble is in the pressure harmonic antinode (∂δP/∂z = 0); that is, 
the bubble is not influenced by the pressure disturbance gradient. When the 
 channel pressure increases, the bubble volume decreases together with 
the  mass transfer surface. Let the bubble be located in water below Ts. 
Then, with the pressure rise, steam condensation drops (i.e., the steam out-
flow from the  bubble decreases as compared to the bubble’s undisturbed 
state). If the  bubble’s undisturbed state is assumed as neutral (zero), it may 
be said that with the increasing pressure, steam flow “rushes” into the 
 bubble ( condensation reduces due to the decreased bubble surface). When 
the  pressure reduces, the bubble surface increases, as well as the steam 
 outflow from the bubble. Thus, with the increasing pressure, steam “flows 
into” the bubble and  contributes to the further pressure rise. With the 
reduced  pressure, steam “flows out” from the bubble, as compared with the 
 undisturbed state, thus promoting the further pressure drop. In accordance 
with the Rayleigh criterion, this pressure disturbance feedback results in the 
initiation of oscillations.

With the growing bubbles (superheated fluid), the disturbance of steam 
“feed” to the bubble is in antiphase with the pressure disturbance and no 
oscillations are induced. The bubble surface decreases as the pressure grows; 
steam input reduces and prevents the further pressure rise. As the pressure 
drops, the bubble surface increases, as does the steam input, thus preventing 
the further pressure drop.

Thus, the channel pressure harmonics induced by different disturbances 
(due to the channel behavior as an acoustic oscillatory system) govern the 
steam mass feed into the channel. Since ρL >> ρG, it may be considered in 
the  first approximation that the disturbance of steam outflow from the 
 bubble passing through the given channel section is equal to the disturbance 
of steam outflow from the channel in the given section area.

The gain of the considered pressure disturbance feedback somewhat 
decreases due to the dependence of steam–fluid interphase temperature on 
pressure. With the increasing/decreasing pressure, Ts is found to increase/
decrease, thus contributing to the weakening of the previously considered 
feedbacks concerning steam inflow/outflow into/from the bubble.

The considered TAOs initiation mechanism agrees with (6.2) and (6.3). 
Indeed, let the bubble volume stay constant under the steady-state condition 
during time θ. In this case, the bubble volume change will be in antiphase 
with the pressure change (ϕ = –π). If pressure increases, the condensing 
 bubble will contain more steam as compared to that in the undisturbed state, 
and vice versa when pressure drops. This will lead to a somewhat delayed 
change of δV for the condensing bubble as compared to the neutral bubble 
(i.e., ϕ > –π).
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235Thermal-Acoustic Oscillations in Heated Channels

The preceding may be proved by a simple example. Let the bubble volume 
growth be described by

 ρ = ∆d V
dt

h F TG G
m G , (6.4)

where ΔT is the difference between TL and Ts and hm is mass transfer 
 coefficient. In terms of disturbance, Equation 6.4 will be

 
δ =

ρ
⋅ ⋅ ∆ δ −

ρ
∂ρ
∂

δd V
dt

h dF
dV

T V
V

P
d P
dt

G m

G

G

G
G

G

G

G . (6.5)

When the inlet harmonic signal (δP = aρe,jωt) of the linear system is used, 
the outlet signal may be written as

 δV = aν (jω) e,jωt,

where aν (jω) is the complex amplitude.
The phase shift between δV and δP will be equal to the argument of 

aν(jω) quantity. In this case, the phase shift ϕ will be in the range of (6.2), if 
Im aν(jω) < 0. After the substitution of expressions for δP and δV into (6.5), 
we have

 
ω =

ω ⋅
ρ

∂ρ
∂

ρ
∆ − ω

ν j
j

V
P

h dF
dV

T j

a ( )
aP

G

G

G

m

G

G

G

,

from which the following expression for the imaginary part aν(jω) is written as

 ω







=
∆ ∂ρ

∂
⋅

ρ






ω

ρ
∆







+ ω

ν j
h

dF
dV

V T
P

h dF
dV

T

Im
a ( )

a

1

P

m
G

G
G

G

G

m

G

G

G

2

2
2

.

The imaginary part is negative if ΔT < 0 (i.e., TL < Ts). Consequently, the 
condensing bubbles perform work on the surrounding flow (return positive 
acoustic energy) during the oscillation cycle. It follows from this  simplest 
 consideration that if a nondisturbed bubble is growing with time (dVG/
dZ > 0), no oscillations are initiated, and vice versa with dVG/dZ < 0. The 
preceding analysis of the mechanism of thermal-acoustic instability with 
the pressure disturbance feedback has been performed for a more vivid 
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236 Coolant Flow Instabilities in Power Equipment

understanding of the phenomenon in question. In doing so, the pressure 
 disturbance gradient feedback was not taken into account.

A detailed analysis of the steam bubble behavior in the pressure  acoustic 
field shows that the pressure disturbance gradient feedback (∂δΡ/∂Z), 
which causes disturbance in the bubble and surrounding fluid velocities, 
may be a more important feedback governing the steam mass feed into the 
bubble.

If the condensing steam bubbles are located beyond the antinode of  pressure 
fluctuation modes, they are influenced by both the pressure  disturbance and 
pressure disturbance gradient. This gradient, taken with the reverse sign and 

multiplied by the bubble volume − ∂δ
∂

⋅





P
Z

VG , is in fact a peculiar buoyancy 

force. Since the pressure disturbance (δP = ap(z) sin ωt) and hence pressure 

disturbance gradient 
∂δ
∂

=
∂
∂

ω





P
Z Z

t
a

sinp  are the  alternating quantities, the 

buoyancy force will also be an alternating quantity. The alternating behavior 

of 
∂δ
∂







P
Z

is defined not only by sin ωt, but also by the sign of the amplitude 

gradient 
∂
∂





Z

ap .

Let us further consider specifics of bubble behavior depending on its loca-
tion using excitation of the first mode (harmonic) of pressure fluctuation as 
an example. Let the bubble be in the second half of the acoustically  isolated 
channel (Figure 6.5). The buoyancy force is directed toward decreasing the 
pressure disturbance. In the given case with P increasing with time (δP > 0), 

2A
p

WG

H

WG WG WG

WLWLWLWL

δP

ΦG = – VG
∂δP
∂Z

ΦG = – VG
∂δP
∂Z

ΦG = – VG
∂δP
∂Z

ΦG = – VG
∂δP
∂Z

FIGURE 6.5
Effect of pressure wave on bubble slip.
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237Thermal-Acoustic Oscillations in Heated Channels

the buoyancy force φ = ⋅ ∂δ
∂





V

P
Z

G G accelerates the bubble and  reduces  the 

module of the bubble and fluid velocity difference (|WG – WL|) when 
WG < WL. It increases the module of velocity difference when WG > WL. In the 
first case, heat and mass transfer are reduced, while in the second case they 
are increased. In other words, in the first case with the increasing δP, steam 
condensation decreases due to the pressure disturbance gradient and, in 
a manner of speaking, the bubble receives an additional amount of steam. 
In the second case, with the increasing P, steam condensation increases and, 
due to ∂δP/∂Z, an additional amount of steam outflows from the bubble, as 
compared to the undisturbed state.

The buoyancy force changes its direction when pressure is reducing. 
Now, with WG < WL, the velocity difference module becomes even larger 
with the resultant increased steam condensation; with WG > WL, the module 
|WG – WL| becomes smaller and steam condensation decreases. Thus, in the 
first case, the pressure drop due to the pressure disturbance gradient leads 
to an even larger pressure drop, while in the second case, the disturbance of 
steam feed to bubbles is in antiphase with the pressure disturbance, thereby 
preventing further pressure drop.

It may be concluded from the preceding that the condensing bubbles 
located on the downward part of the harmonic induce TAOs when WG – WL 
< 0 and stabilize the process when WG – WL > 0. The first case relates to 
the initial stage of bubble motion, at which their velocity is less than that 
of the surrounding fluid due to the apparent mass. With time, due to the 

− ∂
∂





 ⋅P

Z
VG force, the bubble velocity becomes higher than that of the fluid.

If the bubble is located in the first half of the channel (Figure 6.5), the buoy-
ancy force changes its sign to the opposite, as compared to the previously 
considered cases, and thus produces a principally different effect on the 
 disturbance of steam feed to the oscillatory system.

During the first half of the bubble motion, when WG < WL, the condensing 
bubble stabilizes the process. During the second half, when WG > WL, the 
condensing bubble promotes the TAOs’ initiation.

It should be kept in mind that a certain phase shift may exist between 
∂δΡ/∂Z and the velocity difference disturbance δ(WG – WL). Consequently, 
the condensing steam flow disturbance due to the bubble apparent mass and 
unsteady heat transfer between the bubble and surrounding fluid neglected 
in previous considerations.

A detailed numerical analysis of the behavior of condensing bubbles 
 moving with a slip in the pressure sound field confirms the disclosed  initiation 
mechanism of oscillations with the slip disturbance feedback. Figure  6.6 
shows qualitative predictions of the work performed by a  bubble when the 
latter is affected by the first mode of pressure fluctuations. When writing the 
equation of bubble motion, the apparent mass [111], the friction force, and 
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238 Coolant Flow Instabilities in Power Equipment

a force induced by the effect of pressure gradient on the bubble were taken 
into account. Heat transfer was calculated according to  recommendations 
given in Kroshilin, Kroshilin, and Nigmatulin [112].

Positive work is performed by the bubbles when they are located in the 
second half of the channel, thus confirming the previous reasons concerning 
the mechanism of oscillation initiation.

Recently, one of the authors has performed a comparison of predicted and 
experimental stability boundaries that showed a good agreement between 
them. The predictive technique is based on the preceding mechanism of 
acoustic oscillations’ excitation.

It is generally accepted by experimentalists that the cause of TAOs’ 
 initiation is the process of condensing bubbles’ collapse. In contrast to this, it 
should be noted that the collapse is asymmetric (channel flow), thus  reducing 
 hydraulic shock with the bubble disappearance; that acoustic oscillations in 
a channel have a harmonic nature (collapse is not a harmonic process); and, 
finally, that the authors observed TAOs’ initiation in heated short  transparent 
channels without bubble collapse.

The bubbles growing on the wall may play a dual role in TAOs’  initiation. 
In the case when the time of bubble growth is much longer than the  oscillation 
cycle, pressure fluctuations lead to fluctuations in the height of the bubble 
growing on the wall. When the pressure increases, the bubble compresses as 
compared to its undisturbed state and “transits” into a hotter near-wall layer. 
Condensation (if any) at the bubble tip decreases and the bubble receives 
a larger amount of steam as compared to its undisturbed state, causing a 
 further pressure rise. The picture is opposite with the decreasing pressure. 
The bubble volume grows; condensation increases and causes a further 
 pressure drop. All this proceeds according to the Rayleigh criterion.

0.1 0.2 0.3 0.4 0.5 0.6
Z = Z/H

A

0.7 0.8 0.9 1.0

FIGURE 6.6
The work performed by a bubble depending on its coordinate along the channel length 
(WG < WL).
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239Thermal-Acoustic Oscillations in Heated Channels

In the case when the time of bubble growth is much shorter than the 
 oscillation cycle, the steam “layer” formed by the bubbles at the wall will be 
changing its volume in antiphase with pressure fluctuations, thus stabilizing 
the oscillatory system.

The intermediate ratios between the time of bubble growth on the wall and 
the oscillation cycle will yield a more complex picture that will be hardly 
predictable quantitatively.

It is supposed that the number of bubbles moving in the flow (α, the exit 
bulk steam quality at the onset of TAOs, is about 0.1–0.5) is much larger than 
the number of bubbles growing on the wall. This permits disregarding the 
latter bubbles, which is the case with the previously mentioned predictive 
technique.

It should be noted that in the presence of developed self-oscillations, the 
dependence of departure frequency, density of nucleation sites, and near-
wall bubbles’ behavior on the pressure change may have a significant effect 
on oscillation amplitudes.

The mechanisms of TAOs’ initiation in the case of spot heating are 
 considered in Hayama [109], where everything is reduced to the pressure 
feedback only. Since initiation of TAOs in real systems is largely dependent 
on the parameters’ distribution, Hayama’s results are of no interest for our 
case.

6.1.2 Effect of Flow Parameters on Oscillation Characteristics

The experiments performed with a test channel with transparent walls 
showed that TAOs appeared after the heated rod was covered with a layer of 
scale. This was achieved by a preliminary rod treatment by means of boiling 
water on it. After that, the channel was filled with smaller bubbles, which 
were large in number.

During distilled water boiling in a clean tubular channel for as long as 
10 h, TAOs may not appear. If distilled water is replaced with salt-rich water, 
oscillations of considerable amplitude occur practically instantaneously. 
With the increasing boiling time, fluctuation amplitudes rise, and the onset 
of fluctuations shifts toward lower heat fluxes. The experiments with the 
channel with transparent walls showed that the observed specific features 
are due to scale on the heater surface. As can be seen from Figures 6.7 and 6.8, 
the amplitudes and boundaries of TAOs’ existence strongly depend on the 
scaling thickness [104].

The experiments were performed using a 6 mm diameter, 1 mm thick 
tube with the total length of H = 1.65 m and the heated section Hh = 0.41 m. 
The pressure pickup was located at a distance of 0.26 m from the  channel 
inlet. Heat fluxes varied from 0 up to 5.25 106 W/m2. The heated section was 
made replaceable. Five different heated sections were tested. The scaling 
 thickness was specified by different time of preliminary boiling of water 
with the total salt content of 250 mg/1 (hardness salts: 2750 μg-eqv/1; iron 
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240 Coolant Flow Instabilities in Power Equipment

salts: 920 μg-eqv/1, pH = 7.4). The times for the channels were as  follows: 
no. 1: 0 h, no. 2: 0.5 h, no. 3: 1 h, no. 4: 1.5 h, and no. 5: 2 h. TAOs’  characteristics 
were investigated using distilled water with the total salt content of 3–5 mg/L 
(hardness salts: 60 μg-eqv/L, iron salts: 150 μg-eqv/L, pH = 7.4) with P = 
2 MPa, Tin = 25°C, and ρW = 400–4000 kg/m2s. The scale thickness was 

0.70

0.35

0 1.4 2.8
ρW  10–3, kg/m2s

(2
A/

P)
m

ax

FIGURE 6.7
Effect of scale on the relative peak-to-peak pressure fluctuations. Dark circle: channel no. 1; 
 triangle: channel no. 2; clear circle: channel no. 3; semidark circle: channel no. 4; square: 
 channel no. 5.

3.2

2.0

0.8
1.4 2.8

ρW   10–3, kg/m2s

q,
 M

W
/m

2

1
2

FIGURE 6.8
Effect of scale formation on the region of oscillations’ existence. 1: oscillations’ onset (qBn.1); 
2: oscillations’ termination (qBn.h); clear circle: channel no. 1; square: channel no. 5.
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241Thermal-Acoustic Oscillations in Heated Channels

assessed by x-ray on the cutout specimens and was found to have changed 
for about 20 μm.

With the beginning of scale formation, the lower TAOs’ boundary (qbn.1) 
shifts toward lower heat fluxes, while the upper boundary (qbn.h) shifts 
toward higher heat fluxes.

At the same time, it should be noted that preliminary distilled water 
boiling in a channel will lead over time at significant subcooling to TAOs’ 
 boundaries and amplitudes that will be stable and practically unchanged 
throughout the channel operation time. In this case, operation of the  channel 
in the  boiling regime for dozens of hours does not cause the oscillation 
 characteristics to change. On the other hand, the time of channel operation 
in the boiling regime with small subcooling and high pressure—when the 
region of oscillations’ existence is narrow and the maximum amplitudes are 
of the order of fractions of an atmosphere—substantially influences TAOs’ 
characteristics. Boiling within 20–30 h may lead to oscillations’  degeneration. 
Probably, the roughness that increases with time on the heated surfaces leads 
to higher dissipation losses.

The dependence of standing wave amplitudes on the channel length 
coordinate complicates their experimental investigation. It is desirable to 
have several pickups along the channel that would be recording the profile 
of oscillation amplitudes’ distribution over the channel length. This is not 
always possible; therefore, only one pickup is usually used for the purpose. 
If a TAO consists mostly of the first mode, the readings of a single pickup will 
sufficiently fully characterize the pressure profile. When one pickup is used 
for recording multimode oscillations or single-mode ones with the  second 
and third harmonics, the general picture of pressure distribution along the 
channel levngth is not clear. Usually, experimentalists use one pickup that 
allows them to establish qualitative dependence of TAOs’ parameters on 
flow characteristics.

In the majority of our experiments (P = 2 MPa, Tin = 25°C, water as  coolant), 
the frequency spectrum was noted to develop from higher to lower  harmonics 
when the heat flux was increasing. As a rule, lower harmonics have larger 
amplitude maxima. In terms of size, the first, second, and third harmonics 
are the main ones. A result of research on oscillations’ excitation is presented 
in Figures 6.9 and 6.10 (H = 3 m, Hh = 410 mm, a pickup is located at 0.25 H 
from the channel inlet).

At first, the higher harmonics were excited. The amplitudes of separate 
harmonic components were found first to increase (along with the increasing 
q) and, then, having reached their maximum, to decay. With regard to the 
heat flux, there are regions in the channel where only one harmonic exists. 
With the decreasing mode number, such regions are shifted toward higher 
heat fluxes. At pressure rise, excitation of the first harmonic prevails.

When the heat flux is varied, the pattern of change in pressure  fluctuation 
amplitudes in the channel remains similar at different velocities. Figure 6.11 
presents the dependence of the relative pressure fluctuation peak-to-peak 
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0.75

0.25
K = 3

K = 2

K = 1

0.50

0
1.28 1.50 1.72 1.94

q, MW/m2

A K
/A

1m
ax

FIGURE 6.9
Harmonics excitation with the heat flux variation. ρW = 1272 kg/m2s; P = 20 MPa; Zn = 0.85 H; 
ZP  = 0.25 H; H = 3 m; clear circle: fundamental tone; clear square: second harmonic; clear 
reverse triangle: third harmonic; Ak: the k harmonic amplitude.

600

300

0
1.30 1.55 1.80
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2
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FIGURE 6.10
Frequencies of harmonics depending on the heat flux; flow parameters as in Figure 6.9.
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243Thermal-Acoustic Oscillations in Heated Channels

amplitude on three velocities. With the increasing G, the  maximum ampli-
tudes of fluctuations are found to rise.

The TAOs excitation in gas flows is known to depend on the location of 
the flow heat input section between the equal pressure points [114]. Similar 
 influence should also be expected for TAOs occurring in tubular chan-
nels with boiling water. The experiment on revealing the effect of  location 
of the surface boiling section was performed using distilled water with 
salt  content of 3 mg/L. The channel was pretreated by boiling until the 
 appearance of  stable fluctuations. The heated section traveled along the 
channel (H = 2.55 m, Hh = 410 mm) and peak-to-peak fluctuations; the region 
of  fluctuations’  existence (with respect to the heat flux) and fluctuations’ fre-
quency  depending on mass velocity were measured at each  location of the 
heated section.

An experiment with a tube 6 × 1 mm and mass flow rate of 280–
1420  kg/m2s showed that the fluctuations’ amplitude has two maxima. 
The first  maximum was observed when the middle part of the heated sec-
tion (Hh) was located in the antinode region of the second mode of fluc-
tuations (Hh = 0.25–0.35 H), while the second maximum was observed at 
Hh  = 0.75  H. The outlet  section was not investigated due to finite length 
of the heater. This has also shown the practical absence of fluctuations of 
the first and second modes when the heater was located in the middle of 
the channel (Hh = 0.4–0.6 H). Sometimes, the third and higher modes with 
insignificant amplitudes of the order of hydraulic noise appeared with the 
same  position of the heater. The  performed special experiments proved that 
these results are not due to  specific  distribution of scale thickness along the 
 channel length.

Figures  6.12 and 6.13 [104] illustrate the results of experiments on 
 establishing the effect of heated section location (the surface boiling  section) 
on the  oscillations’ initiation. A pressure pickup was placed at 0.25 H from 
the channel inlet, thus making it possible to record amplitudes of the first 

0.6

0.3

2A
/P

0
2.0 3.0 4.0

q, MW/m2
5.0

FIGURE 6.11
Relative peak-to-peak pressure oscillations depending on q at different coolant flow rates. 
x: ρW = 3160 kg/m2s; dark circle: ρW = 5153 kg/m2s; clear circle: ρW = 6715 kg/m2s; P = 2.0 MPa; 
Zh = 0.7 H; Zp = 0.25 H.
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244 Coolant Flow Instabilities in Power Equipment

three harmonics. The coordinates of the heated section center were as 
 follows: 0.175, 0.25, 0.315, 0.36, 0.44, 0.49, 0.57, 0.65, 0.7, 0.73, 0.76, and 0.83. 
The third mode had an amplitude one order lower than those of the first 
two modes.

Figure  6.13 presents the frequencies of harmonic components after 
 averaging with respect to velocity and heat flux. The frequencies were found 
to increase when the heater was shifted toward the outlet (i.e., the two-
phase section length was decreased). Thus, the first harmonic appears when 
 surface boiling takes place in both the first and second half of the channel, 
while the second one occurs when surface boiling occurs in the first half, 
with  exception for the middle portion.

0.8

0.4

2A
/P

0 0.2 0.4 0.6
Hh/H, m

0.8

FIGURE 6.12
Relative peak-to-peak pressure fluctuations depending on the heater location. Clear circle: 
ρW = 600 kg/m2s; clear triangle: ρW = 1060 kg/m2s; P = 2 MPa; Tin = 25°C.

400

200

0 0.2 0.4 0.6 0.8
Hh/H, m

ν, 
H

z

FIGURE 6.13
Frequencies of the first and second harmonics depending on the heater location. Clear triangle: 
first harmonic; clear circle: second harmonic.
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245Thermal-Acoustic Oscillations in Heated Channels

Let us first discuss excitation of the first mode (see Figure  6.5). The 
 antinode of the steady-state pressure wave of the first harmonic is located 
in the channel’s central region. The maximum pressure amplitudes are 
located here and the pressure disturbance gradient is close to or equals 
zero. When the surface boiling section is located within the pressure wave 
antinode,  excitation of the fluctuation mode does not occur. This proves the 
fact that the earlier described pressure disturbance feedback is of secondary 
 importance. In addition, the bubbles start performing work when they leave 
the area heated by the incoming liquid (i.e., practically the surface boiling 
section itself). With the location of the surface boiling section in the second 
half of the channel (i.e., in the region of negative ∂δΡ/∂z gradients), the onset 
of TAOs occurs.

This fact proves the primary role of the pressure gradient feedback for 
the mechanism of oscillations’ development. In general, when the surface 
boiling section is located in the channel’s middle portion, bubbles continue 
condensing in the second half of the channel too. In this case, the velocity 
of the bubbles arriving at the region of large pressure disturbance gradi-
ents becomes greater than that of liquid and, as shown earlier, the location 
of such bubbles in the second half of the channel stabilizes the process and 
 excitation of the first mode does not occur. When the surface boiling sec-
tion is located in the first half of the channel, the excitation of the first mode 
may be explained as follows: Bubbles get into the subcooled middle of the 
flow while in the antinode area or past it. This causes oscillations to appear.

Now, let us consider excitation of the second mode. The reasoning by 
analogy with Section 6.2.1 (that discusses the effect of ∂δP/∂z feedback on 
the first mode excitation) yields a conclusion that the condensing bubbles 
induce the second mode if they are located in the second and fourth  quarters 
of the  channel. It does not contradict the experimental data presented in 
Figures 6.12 and 6.13. When the heated section (surface boiling) is located 
in the first half of the channel, the maximum amplitude of the second mode 
is found in the beginning of the second quarter. It should be kept in mind 
that the earlier simplified presentation of TAOs’ initiation mechanism  cannot 
embrace the entire multiaspect nature of this phenomenon.

The experimental investigations of the possible appearance of TAOs within 
the range of flow parameters’ characteristic of VVERs are of great interest. 
Therefore, ρW from 500 to 3000 kg/m2s, Tin from 100°C to 280°C, and P from 
8 to 16 MPa were investigated. The experiments employed a tube 6 mm in 
diameter and 1 mm thick with the heated section 940 mm long.

Figure 6.14 presents the regions of TAOs’ existence in the q–Tin coordinates 
for P = 10 MPa at ρW of 500, 1000, 2000, and 3000 kg/m2s.

The increasing inlet temperature narrows the TAOs’ region—that is, 
decreases the difference between heat fluxes at the upper and lower 
 boundaries (qBn.h; qBn.1) and reduces values of the boundary heat fluxes. The 
ρW reduction leads to the same effect. For each ρW value there exists an inlet 
temperature boundary value, above which oscillations are absent (the dashed 
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246 Coolant Flow Instabilities in Power Equipment

line in Figure 6.14). When approaching the dashed line, TAOs’ amplitudes 
become insignificant and comparable with fluctuations of hydraulic origin. 
Qualitatively, the oscillations’ region location remains like that for other 
pressures, too.

Figure 6.15 shows the dependence of the lower boundary of oscillations’ 
existence in the same q–Tin coordinates at 8, 10, 12, and 13 MPa. The stability 
boundaries represent straight lines, which are practically parallel to each 
other. With increasing Tin of water, qBn.1 is found to decrease. Similar  behavior 
was observed for the upper boundaries (qBn.h).

Figure  6.16 shows the dependence of the oscillations’ peak-to-peak 
 amplitude (double amplitude) on the specific heat flux at 10 MPa (the upper 
portion of the figure) and 13 MPa (the lower portion of the  figure). Tin  varied 
from 100°C to 170°C. It is obvious from the figure that the  dependencies A(q) 
approach vertical lines in the qBn.1 and qBn.h regions. With a smooth heat flux 
increase, a transition from the stable to  unstable region proceeds as follows. 
When q = qBn.l, the amplitude of pressure  fluctuations increases  spontaneously 
up to a certain value marked by the first  experimental point in the curves 
given in Figure 6.16. Further, a certain relation is established between the 
peak-to-peak fluctuations and specific heat flux, because each variation in q 
corresponds to a certain  fluctuation amplitude change.

If the maximum fluctuation amplitudes are small, there is no moment of 
spontaneous rise and drop of amplitudes at q = qBn.1 and q = qBn.h, respectively.

0

0.5
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1.5
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10050 150
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q 
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0–6
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FIGURE 6.14
Regions of TAOs existence. open circle – upper boundary; solid circle – lower boundary. 
ρW, kg/m2s: 1 – 500; 2 – 1000; 3 – 2000; 4 – 3000.
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FIGURE 6.15
The TAOs’ existence region lower boundary at ρW = 2000 kg/m2s. P, MPa: 1: 8, 2: 10, 3: 12, 4: 13.

1 1.25 1.5 1.75
q  10–6, W/m2
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FIGURE 6.16
Dependence of peak-to-peak pressure fluctuations on specific heat flux at ρW = 2000 kg/m2s. 
Inlet temperatures at P = 10 MPa: ○: 100°C; ◐: 120°C; X: 140°C; ◒: 150°C; ◑: 160°C; ●: 170°C; 
inlet temperatures at P = 13 MPa: ⊙: 102°C; +: 140°C; ▲: 170°C.
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248 Coolant Flow Instabilities in Power Equipment

With the increased water subcooling below the saturation temperature at 
the channel inlet (Ts – Tin), fluctuation amplitudes increase and the regions 
of fluctuations’ existence expand (qBn.h – qBn.1). The channel pressure rise 
leads to a decrease in fluctuation amplitudes. At pressure over 16 MPa and 
up to critical, there were practically no TAOs in the considered region of 
parameters.

Figure  6.16 shows that the total fluctuation amplitudes consist of three 
modes (ω1 = 500 Hz, ω2 = 1000 Hz, and ω3 = 1500 Hz), of which the second 
and third modes are insignificant and amount to several percent of the first 
mode amplitude.

TAOs’ excitation at both large and small subcritical pressures depends 
to a great extent on the channel surface condition. In a new channel with 
the degreased heated surface, oscillations occur after 2–4 h of preliminary 
boiler water boiling, and then their boundaries of existence and oscillation 
 amplitudes remain unchanged during a long period of time.

In the case of water’s insignificant subcooling below the saturation 
 temperature at the channel inlet, where double amplitudes of oscillations 
may be rather large (over 5% of the average pressure), TAOs’ characteristics 
could not be significantly reduced at the expense of a preliminary boiling 
period that totaled over 100 h in experiments.

The regions of TAOs’ existence with pressure fluctuation amplitudes of 
the order of 1% of the channel average pressure (at low subcooling below Ts) 
change their characteristics substantially as preliminary boiling progresses. 
A special experiment was aimed at establishing the dependence of peak-to-
peak amplitudes and width of the fluctuations’ existence region (qBn.h – qBn.1) 
on the channel operation time at constant P = 10 MPa, ρW = 2000 kg/m2s, 
Tin = 150°C. After the onset of TAOs, there was a time period during which 
the amplitudes and boundaries of fluctuations’ existence practically did not 
change. It is at this particular moment that all data on TAOs were registered. 
Later, the existence region narrows down, oscillations lose stability, and their 
amplitudes decrease down to zero. The further channel boiling does not lead 
to appearance of oscillations.

The previously described peculiarities of TAOs are associated with changes 
in properties of the channel inner surface—that is, with the increased  surface 
roughness. This was proved by hydraulic testing of the channel before and 
after the experiment. Hydraulic friction in the described channel was several 
percent higher than that in the initial one.

It has been shown [113] that in the presence of acoustic oscillations in the 
channel, the boundary dynamic layer is thin, while the flow core oscillates 
as an entity. The thickness of the oscillating dynamic boundary layer is 

described by δ ν
ω





~

2
K

1/2

.

The higher the oscillation frequency is, the thinner is the dynamic bound-
ary layer. It may be supposed that with increasing channel operation time, 
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249Thermal-Acoustic Oscillations in Heated Channels

scale hillocks become larger than δK and interact with the fluctuating flow 
core, thus promoting dissipation of energy of the fluctuating flow. The larger 
the boiling time is, the higher the scale hillocks are and the lower is the 
TAOs’ amplitude.

All the preceding experimental results (high pressures) were obtained 
when the channel was heated along its entire length. Additionally, in some 
experiments the channel was only partially heated (e.g., one-fifth of the total 
length, Hh = 180 mm). All in all, eight different locations of the heated section 
were tested at ρW = 2000 kg/m2s and P = 10 MPa; the oscillation frequencies, 
amplitudes, and existence regions were measured.

The differences in the heated section location were found to influence the 
initiation of TAOs in a different way in comparison with the results earlier 
obtained at 2 MPa.

When the heated section was located at the channel inlet region,  oscillations 
(of relatively small amplitude) appear at lower specific heat fluxes than those 
when the heated section was located in the channel  outlet region, where larger 
oscillations were observed. Probably, this is due to the fact that at  identical 
heat fluxes, the channel contains more bubbles in the first case (hence, a larger 
acoustic energy is generated when bubble condensing occurs), as well as due 
to the redistribution (as the bubbles’ pressure grows) of priorities between 
the earlier mentioned feedbacks responsible for TAOs’ excitation.

Among all the factors influencing TAOs, of most importance is the 
 concentration of gas dissolved in water. At first, it was established 
 experimentally [115] and then shown theoretically [104]. The experiment 
employed a heated tube 6 × 1 mm in diameter, with H = 1.2 m, Hh = 0.65 H, 
Hp = 0.25 H, P = 2 MPa, Tin = 25°C, ρW = 1000–5000 kg/m2s, and q = (0–5.6) 
106  W/m2. Water was saturated with air by bubbling at 0.1, 0.26, 0.4, and 
0.6 MPa. The respective weight concentration was 0.19·10–4, 0.46·10–4, 1.39·10–4, 
and 1.98·10–4.

With an increase in the dissolved gas concentration, the regions of TAOs’ 
existence decrease (Figure 6.17), the difference between the upper (qBn.h) and 
lower (qBn.1) boundaries diminishes, and the onset of instability in the ρW 
parameter range shifts toward larger ρW values.

The amplitude of pressure fluctuations (Figure  6.18) decreases with the 
increasing air concentration, and at a certain amplitude value no  oscillations 
are excited at all. In the considered case with C > 1.98·10–4, no TAOs appeared. 
A theoretical analysis [104] of the work performed by a steam–air bubble 
during the oscillation cycle showed that an increased concentration of 
the dissolved air decreases the amount of work performed by condensing 
 bubbles. This decrease is associated with the |dVG/dz| module decrease (in 
the undisturbed state), which is determined by the input of air released from 
water into the bubble.

This chapter provides only a general picture of such a complex  phenomenon 
as TAOs in heated channels at coolant subcritical pressures. A detailed 
knowledge of the phenomenon requires further investigations.
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FIGURE 6.18
Relative maximum amplitudes of oscillations at different air concentrations in water at 
ρW = 7020 kg/m2s. Weight concentrations: ○: 0.19·10–4; ∇: 1.39·10–4; □: 1.98·10–4.
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FIGURE 6.17
Regions of oscillation existence at different concentrations of dissolved air: ○: 0.19 10–4; 
∇: 1.39 10–4; □: 1.98.10–4; 1: lower boundary; 2: upper boundary.
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251Thermal-Acoustic Oscillations in Heated Channels

6.2 TAOs at Supercritical Pressures

6.2.1  Oscillations’ Development Pattern: 
A Concept of Oscillations’ Initiation Mechanism

The interest in coolants used at P > Ps.cr is due to rocket engineering needs 
[105] and the possibility of using supercritical pressure coolants in nuclear 
reactors.

The processes occurring in channels at supercritical pressures differ 
greatly from those occurring at subcritical ones. The main difference is in 
the existence of boiling at P < Ps.cr, while at P > Ps.cr there is the so-called 
quasiboiling. The mechanism of quasiboiling is most completely presented 
in Kafengaus [117] using the experimental data. When TL << Tm, and Tw > Tm 
(Tm is the temperature of heat capacity (Cp) maximum), the core of a  turbulent 
flow in a tube is cool liquid, while a thin near-wall layer is hot gas. Turbulent 
eddies destroy the near-wall gas layer and entrain some volumes of gas into 
the cool core. There, under the effect of surface tension arising from a large 
difference in densities, these gas volumes acquire the shape of a bubble 
(“pseudobubble” or quasibubble). Quick cooling and  compression of bub-
bles create additional “turbulization,” thereby enhancing heat  transfer. An 
inverse process of getting separate volumes of cool liquid from the flow core 
onto the hot wall causes formation of droplets, a rapid heating and expansion 
of which promotes additional turbulization. It may expected that (similarly 
to P < Ps.cr) the compression and expansion of pseudobubbles will generate 
TAOs. It should be supposed that the differences in peculiarities of boiling 
and quasiboiling will induce their own specific differences in TAOs charac-
teristics at sub- and supercritical pressures.

By now, a wealth of facts on TAOs at P > Ps.cr has been accumulated 
(e.g.,   references 105, 117–122), with a comprehensive overview offered in 
Kafengaus [102].

Due to problems arising in high-pressure experimentation, most  investigators 
used to choose coolants with low Ps.cr values. Most experiments employed 
hydrocarbon coolants, and only a few used water. The analysis of their results 
shows that the results for water and hydrocarbon coolants are qualitatively 
consistent, provided no hydrocarbon coolant  decomposition occurs.

Let us consider the behavior of pressure in an experimental tubular 
 channel with flowing coolant with a heat flux (heating by passing electric 
current through the channel walls) increasing from zero to the level at which 
the channel reddens.

The experimental channel represents a tube linking two vessels with 
 capacities ensuring constant pressure in the vessels during pressure 
 fluctuations in the channel, so the experimental channel is dynamically 
(acoustically) decoupled from other test facility components (i.e., it is a  channel 
with acoustically open ends). Otherwise (as in the case with P < Ps.cr),  pressure 
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252 Coolant Flow Instabilities in Power Equipment

fluctuations of the acoustic frequency generated in the tube will  penetrate 
into the main components of the test facility. This will yield a  complex picture 
of reflected and superimposed acoustic waves  characteristic of the given test 
facility only. It should be stressed that in the absence of acoustic isolation of 
the heated channel, the obtained data may relate to the stability boundaries 
only, and they will be mostly qualitatively consistent with those obtained for 
the dynamically isolated channels. The  following results have been obtained 
employing the dynamically isolated heated channels.

At qbn.1, high-frequency fluctuations of working parameters appear in the 
channel. Repeated oscillography of the fluctuations’ onset showed that the 
excitation of TAOs at supercritical pressures (similar to those at subcritical 
ones) proceeds in a smooth manner. A gradual power increase brings the 
channel to the stability boundary at q = qbn.1 and spontaneous  exponential 
increase in the amplitude of high-frequency fluctuations starting from 
zero up to a steady-state value is observed in the channel. With a further 
increase of the heat flux, a clear relation between the heat flux value and 
pressure  fluctuation amplitude becomes established. As in the case with 
P < Ps.cr, it is the peak-to-peak amplitude (double amplitude 2A) rather than 
the  fluctuation amplitude, since fluctuations with large amplitudes become 
asymmetric with respect to the average pressure.

The dependence of fluctuations’ peak-to-peak amplitude on specific heat 
flux, 2A(q), behaves in a different manner depending on the channel heated 
length, coolant inlet temperature, pressure, etc. Three variants of 2A(q) 
curves are observed:

 1. Peak-to-peak amplitudes reach their maximum and sharply ( stepwise) 
decrease with a further increase of the heat flux, and  fluctuations with 
higher frequencies appear in the channel. A  further increase of the heat 
flux causes a repeated increase in peak-to-peak amplitudes until the 
reddening of the channel wall. This is illustrated in Figure 6.19, with 
respective spectral analysis given in Figure  6.20. Sharp changes in 
pressure fluctuation amplitudes are apparently associated with gen-
eration or decaying of separate  harmonic  components (Figure 6.21). 
The results have been obtained employing an electrically heated tube 
4 mm diameter, 0.5 mm thickness of the tube, and 1 m long.

 2. As the heat flux grows after the transit across the stability bound-
ary (qBn.1) and establishment of 2A(qBn.1), peak-to-peak amplitudes 
keep increasing and reduce their growth rate when the heat flux 
reaches its critical value (the channel wall reddens). The 2A(q) curve 
may either not reach its maximum or pass through it;

 3. With the increasing heat flux, the 2A(q) curve reaches its maximum 
and starts to decrease smoothly, as q increases further. At q = qBn.h, 
the peak-to-peak amplitude equals zero. This boundary is usually 
called the upper TAOs’ boundary.
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FIGURE 6.19
Dependence of the pressure fluctuations’ amplitude on the heat flux. ρW = 0.466 104 kg/m2s; 
Pk  = 3.9 MPa; Tin = 288 K; working fluid: T-7 kerosene.
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FIGURE 6.20
Amplitudes of harmonic components of pressure fluctuations depending on the heat flux. 
Working fluid: T-7 kerosene. ν, Hz: ●: 960, Δ: 1950, ○: 2750, ◑: 5500.
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254 Coolant Flow Instabilities in Power Equipment

Many researchers have proved that at P > Ps.cr, in the acoustically isolated 
channel, TAOs represent standing waves of different multiple frequency 
[102,118].

At sub- and supercritical pressures, temperature conditions of heated 
 channels share a certain similarity (i.e., an improved heat transfer that 
occurs at P > Ps.cr when the channel wall temperature exceeds the maximum 
Cp  temperature) similar to surface boiling at P < Ps.cr. Goldman [119] was 
among the first to report the fact and proposed the following mechanism 
of  fluctuations’ initiation. Large groups of liquid molecules contact the heat 
transfer surface and break, thus forming gas molecule cavities within the 
 liquid. It is further supposed that the growth and subsequent breakup of 
such cavities in a low-density liquid may be so energetic that the channel 
pressure fluctuations will appear as in the case with P < Ps.cr.

It has been stated [105] that pressure fluctuations appear due to a strong 
dependence of dynamic viscosity on temperature at pressures close to 
 critical. The largest temperature changes near the critical point may cause 
substantial changes in viscosity. A random slight wall temperature rise may 
cause a noticeable thinning of the laminar near-wall layer with the  resultant 
wall temperature drop and respective viscosity increase, which again leads 
to the growth of the laminar near-wall layer. The latter causes the wall 
 temperature to rise and the process repeats itself. The proposed mechanism 
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FIGURE 6.21
Effect of the heat flux on oscillation frequency.
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255Thermal-Acoustic Oscillations in Heated Channels

should be treated as a secondary one, because estimates show the location 
of fluctuating dynamic and thermal boundary layers within the near-wall 
laminar layer in the presence of TAOs. In this case, the fluctuating change 
of the heat flux from the wall to coolant will be governed not by the laminar 
sublayer thickness, but rather by the fluctuating thermal boundary layer and 
fluctuating temperatures ensured by fluctuation of physical parameters—
energy equation constituents.

Of interest are the results of Aladiev et al. [120], where high-speed filming 
of pseudoboiling in the annular channel with transparent outer wall has 
shown an improved heat transfer in pseudoboiling caused by TAOs. Bubbles 
with a diameter from 0.01 to 0.1 mm were observed. Outwardly, the process 
of pseudoboiling was similar to that of subcooled liquid boiling at subcritical 
pressure, with the only difference that, in pseudoboiling, bubbles formed not 
on the wall, but rather from turbulent eddies in the homogeneous flow, in the 
presence large transverse temperature and density gradients. In other words, 
the observed bubbles resulted from the unstable slip motion of two layers of 
liquid with sharp differences in velocities and thermophysical properties. 
The wave crests, torn off from the layer superheated with respect to Tm, get 
into the cold layer (flow core) and acquire the shape of bubbles.

With the initiation of TAOs, the process of pseudoboiling changes 
 qualitatively: The bubbles appear and disappear simultaneously across the 
entire surface at a frequency equal to the fundamental TAOs’ frequency. 
The standing pressure wave intensifies the bubbles’ formation and collapse. 
Further, the concepts expressed in Aladiev et al. [120] find their  development 
in Beschastnov and Petrov [121], where it is shown that the frequency of 
 pseudobubble volume oscillations coincides with the frequency of  pressure 
oscillations with the maximum amplitude, and a one-fourth cycle phase 
delay. This speaks in favor (see Equation 6.2) of positive work done by 
 quasibubbles in the surrounding fluid during the oscillations’ cycle.

Such a work was numerically determined for a single pseudobubble in 
Gerliga and Vetrov [123] by considering the unsteady problem  formulated 
in spherical symmetry. Outside the bubble, T < Tm, while inside T > Tm. 
No positive value was found for the work considering only molecular 
 thermal  conductivity and without taking possible eddies into account. This 
 contradicts the experimental results presented in Beschastnov and Petrov 
[121]. If one applies the steam bubble analogy (P < Ps.cr), then the higher rate 
of mass transfer between the quasibubble and surrounding fluid promotes 
destabilization of the process in the flow. As a consequence, the neglect of 
turbulent mass transfer and the possible quasibubble rotation may be the 
cause of the discrepancy in the results of Beschastnov and Petrov [121] and 
Gerliga and Vetrov [123].

The mechanism of TAOs’ initiation at supercritical pressures is as follows.
When Tw > Tm, the flow section may be divided into two regions: the core 

with T < Tm and the near-wall region with coolant low density and T > Tm. 
Let us assume that heat is removed from the low-density layer to the flow 
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256 Coolant Flow Instabilities in Power Equipment

core by turbulent thermal conductivity proportionate to Cpρ. When pressure 
in the heated channel increases, the maximum of Tm and, hence, that of 
Cpρ is shifted toward the region of higher temperatures because of their 
 peculiar dependence on P [124]. This leads to a decreased turbulent thermal 
 conductivity at a layer boundary and, hence, to a decreased heat removal 
from the superheated layer. From this it follows that with the increasing 
pressure, heat removal from the region of low density to that of high density 
(flow core) decreases. In other words, the rate of heat accumulation in the 
channel near-wall region with low coolant density increases. In addition, 
the low-density layer compresses, thereby increasing heat removal from the 
wall.

As the pressure in the channel decreases, coolant density near the wall 
also decreases, as well as thermal conductivity and heat removal from the 
wall. On the other hand, the decreasing pressure shifts the Cpρ maximum 
toward the flow core, increases Cpρ in the T < Tm region, and decreases it in 
the T > Tm region. As a result, pressure reduction in the channel  corresponds 
to a reduced rate of heat accumulation in the near-wall region with low 
 coolant density (turbulent thermal conductivity from the outside of the near-
wall layer increases). The higher the gradient between the channel wall and 
flow core temperature is, the more intensive is the described mechanism of 
 fluctuations and heat accumulation in the near-wall regions superheated 
with respect to the Tm region.

Since the flow core density dependence on temperature is weak, the 
 disturbance of the heat flux from the low-density layer to the flow core will 
mostly influence the change of the near-wall region volume, because here the 
modular derivative ∂ρ/∂T is considerably greater than in the flow core.

Therefore, the average density oscillations in the flow section will depend 
on density oscillations in the near-wall region, while the phase shift between 
the heat transport disturbances in this layer and the flow section pressure 
will correspond, according to the Raleigh criterion, to the condition of TAOs’ 
initiation.

The presented mechanism of TAOs’ initiation at coolant supercritical 
 pressure was numerically proved in Vetrov [125], where it is shown that 
the work of the section-averaged specific volume during a cycle of high- 
frequency oscillations is positive when TN < Tm < Tw and the described inner 
heat transfer is taken into consideration.

It may be supposed that a similar principle of flow “swinging” is also 
 characteristic of quasibubbles. If T > Tm inside a quasibubble and outside 
T < Tm, the dependence of heat removal fluctuations on pressure fluctuations 
may be constructed in much the same way as it has been done before.

According to the foregoing, laminar thermal conductivity is insufficient for 
quasibubbles’ swinging. Apparently, turbulent heat transfer from the flow 
core to a relatively cold surrounding liquid should be taken into account. 
The experiments by N. L. Kafengaus [121] showed that the mechanism of 
TAOs’ maintenance at the expense of quasibubbles does exist. Quasibubbles 
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257Thermal-Acoustic Oscillations in Heated Channels

appear after TAOs’ initiation, and Beschastnov and Petrov [121] managed to 
trace the phase shift between pressure disturbances in the channel and the 
quasibubble volume, which corresponds to the range of (6.3).

It should be noted that the relation TN < Tm < Tw (T is the core  temperature) 
is a necessary condition of TAOs’ initiation at P > Ps.cr. A larger Tw – TN 
 difference leads to destabilization of the process in the heated channel.

6.2.2  Effect of Flow Parameters on Oscillation 
Characteristics at Supercritical Pressures

Let us first consider the results obtained on a heated tubular channel 1125 
mm long with a heated length of 960 mm, using water as coolant. The regions 
of oscillations’ existence in the heat flux (q) – inlet temperature (Tin) system of 
flow parameters are illustrated in Figure 6.22.

A rise in water inlet temperature at a fixed mass velocity depresses 
the lower and upper boundaries. The reason is that, on the one hand, the 
 maximum Cp (Tm) temperature is achieved at the wall at lower heat fluxes 
with the rise in Tin; on the other hand, the increasing Tin promotes an earlier 
reaching of the transverse temperature gradient limiting value, below which 
no oscillations are initiated. With further rise in Tin, the region of pressure 
fluctuations’ existence is found to decrease until a complete disappearance 
occurs.

A higher flow rate tends to narrow the instability region and shift it, with 
respect to Tin and q, toward lower inlet temperatures and higher heat fluxes, 
respectively. Evidently, the condition of Tw = Tm demands higher q when ρW 
is increasing. An increased velocity results in higher dissipative losses, and 
in this case the initiation of TAOs requires a more intensive heat transfer 
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FIGURE 6.22
Region of pressure fluctuations’ existence. P = 24 MPa; d = 3.3 mm; H = 1125 mm (channel 
length); Zh.B = 125 mm (heating initiation coordinate); Hh = 960 mm (heated section length); 
Zp = 570 mm (pressure gauge location coordinate). ρW, kg/m2s: 1: 560; 2: 1000; 3: 2000; 4: 2500; 
5: 3000. Coolant: water.
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258 Coolant Flow Instabilities in Power Equipment

from the near-wall region, superheated relative to Tm (i.e., the flow core shall 
be cooler).

It should be noted that at the decrease of ρW (see Figure 6.22), the upper 
boundary of TAOs’ existence (qBn.h) is reached only at high inlet  temperatures. 
Shading faces stability regions. When Tin is decreasing, qBn.h increases and 
exceeds critical heat fluxes, causing channel reddening.

The same reason limits the lower boundary (qBn.l) of oscillation region from 
the side of low inlet temperatures.

No considerable effect of pressure on the lower boundary and also on 
the oscillations’ existence region was observed in the investigated pressure 
range from 22.5 to 28.0 MPa. The reason is that the change of Tm is small in 
the considered pressure range.

The upper boundary of thermoacoustic instability could not be reached on 
the channel with a diameter of 4.4 mm and the heated length of 1 m, since 
the channel wall temperature was increasing up to the critical value. The 
upper boundary of the oscillations’ region was determined for that channel 
with the heated length below 0.5 m. Experiments with a small heated length 
were conducted also for determining the effect of heated section location on 
oscillations’ initiation.

The heated section location along the channel has practically no effect on 
the oscillations’ onset boundary, while at subcritical pressures, this effect is 
substantial, especially at relatively small pressures. As was stated  previously, 
the heated section location at P < Ps.cr significantly influences the oscillations’ 
initiation boundary if the pressure disturbance gradient along the  channel 
length plays an essential role in the “swinging” mechanism. The  gradient 
disturbance causes a disturbance of slip between the light and heavy phases. 
The obtained experimental results indirectly indicate that the major role in 
the TAOs’ initiation mechanism at P > Ps.cr is played rather by the  pressure 
 disturbance than by the gradient disturbance (velocity  disturbance) feedback.

A reduction in the tube heated length leads to a higher qBn.l and the 
 oscillations’ amplitude growth. Indeed, in the case of a smaller heated 
length, a higher specific heat flux is required for achieving Tw = Tm. Also, 
the near-wall transverse temperature gradient is increasing in this case 
and  enhancing heat and mass transfer between the relatively superheated 
near-wall layer and flow core. The latter increases the amount of work per 
 oscillation cycle performed by both the near-wall region and the formed 
bubbles.

The general picture of changes in the oscillations’ amplitude depending on 
the heat flux growth is similar to that observed at P < Ps.cr. At the beginning 
of the oscillations’ region, the amplitude increases sharply; then, it passes its 
maximum and keeps decreasing until it disappears at the upper boundary of 
the instability region. Naturally, under conditions when the upper  boundary 
was not reached, the general form of this dependence was not obtained.

The maximum oscillation amplitudes were reliably registered when 
there was an upper stability boundary with respect to heat flux. When the 
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259Thermal-Acoustic Oscillations in Heated Channels

water inlet temperature is increasing, the maximum oscillation  amplitudes 
decrease. Coolant flow rate variation has an ambiguous effect on the change 
of amplitudes. The experiments were performed at ρW = 560, 1000, 2000, 
and 2500 kg/m2s. The highest oscillation amplitudes were observed at 
ρW = 2000 kg/m2 s (see Figure 6.23).

At ρW = 2000 and 2500 kg/m2 s, only the first mode was excited, while with 
ρW = 560 and 1000 kg/m2s, the first and second modes were excited. The 
amplitudes of the second mode of oscillations were small.

TAOs’ characteristics in annular channels have been investigated [122]. 
The test section was represented by a coaxial channel, whose outer and inner 
surfaces were formed by 13 × 1.5 mm and 6 × 1 mm tubes, respectively, with 
hydraulic and heated lengths of 385 and 300 mm, respectively. Only the lower 
thermoacoustic stability boundaries were registered with both external and 
internal heating. The upper boundaries of the oscillation region were not 
attained because the heated surface wall temperature reached 600°C before 
that. With internal heating, TAOs initiated at somewhat higher specific heat 
fluxes as compared to the case of external heating. This may be explained by 
a smaller area of the annular channel inner surface. The type of heating is of 
insignificant effect on the oscillation amplitudes. The influence of flow rate 
and water inlet temperature on the TAOs’ lower boundary location does not 
qualitatively differ from the case of round heated channels.

Gerliga and Vetrov [118] present the results of TAO investigations that 
employed a 9 × 0.5 mm heated tube with 1 m spaced acoustically isolated 
ends and the heated length of 0.2 m. T-7 purified kerosene (Pcr. = 2.2 MPa, 
Tm ≈ 690 K) was used as coolant. The relative range of some flow parameters’ 
variation was larger as that for water. For instance, pressure varied from one 
to three Ps.cr and ρW from 1000 up to 9000 kg/m2s. Large subcooling and 
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FIGURE 6.23
Peak-to-peak pressure oscillations’ depending on the channel inlet coolant temperature. 
d = 3.3 mm; H = 1125 mm; Zh.B = 125 mm; Hh = 960 mm; Zp = 570 mm; P = 24 MPa; ρW, kg/m2s: 
1: 560; 2: 1000; 3: 2000; 4: 2500. Coolant: water.
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260 Coolant Flow Instabilities in Power Equipment

shortness of the heated section predetermined peculiarities of oscillations’ 
development.

A general picture of TAOs’ initiation and development is presented in 
Figure 6.19. With a smooth rise of heat flux, oscillation amplitudes increase 
spontaneously up to steady-state values having reached the lower  stability 
boundary (qbn.r). Further, amplitudes keep growing along with the  increasing 
q, and at a certain heat flux, limiting level oscillation amplitudes of the given 
frequencies drop to zero and higher frequency oscillations are excited. 
Finally, the process comes to an end with channel reddening. Spectral 
 analysis of the curve is given in Figures 6.20 and 6.21.

When pressure is increasing, the amplitude of oscillations shifts toward 
higher heat fluxes. Despite a strong reduction of oscillation amplitudes at 
the increase of Tin, the lower oscillations’ boundary (the upper has not been 
reached) changes—but insignificantly, as in the case with water. Generally 
speaking, investigations of the effect of all flow parameters on TAOs for 
organic coolant yield no qualitatively new data as compared to water.

6.2.3  Effect of Channel Design Specifics on 
Heat Removal and TAOs’ Characteristics

1. Artificial heat transfer enhancement in a tubular heated channel due to 
smooth annular ribs on the inner surface was recommended for P < Ps.cr 
in Bogovin [126]. Such cross ribbing of the tube significantly influenced 
both heat transfer and TAOs at P > Ps.cr. The tube with annular depressions 
(knurls) had the following parameters: spacing of 6 mm and ratio between 
the annular inner ribs’ diameter and the channel diameter of 0.9.

Figure  6.24 shows the dependence of specific heat flux at the TAOs’ 
onset on mass velocity. Stability regions are located on the shadowed side 
of straight lines. Artificial turbulization of the near-wall layer caused an 
 appreciable increase in specific heat flux at the onset of pressure  fluctuations. 
Oscillation amplitudes also decrease strongly: The larger the value of ρW is, 
the smaller the maximum oscillation amplitudes are (Figure 6.25). Artificial 
 turbulization shifts the moment when the wall temperature reaches 
the Tm value to the region of high heat fluxes and reduces the  transverse 
 temperature  gradient. According to the proposed mechanism of TAOs’ 
 initiation, this leads to decreased oscillation amplitudes. The most  intensive 
amplitude reduction was observed at high ρW values, since in this case 
the channel inner ribs cause the highest flow turbulization. This leads to 
a more  intensive  equalization of channel temperature profile and a higher 
dissipation of the coolant velocity longitudinal acoustic waves. Figure 6.26 
shows the Tw(q) dependence for a smooth channel and that with artificial 
turbulizers.

The regions of improved heat transfer in both tubes with inner annular 
ribs and smooth ones appear with the initiation of TAOs, though in the case 
of smooth tubes the better heat transfer section is more apparent.
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261Thermal-Acoustic Oscillations in Heated Channels

It is obvious from the given figure that the artificial flow turbulization 
 substantially improves heat transfer. Even for the improved heat  transfer 
 section (in presence of TAOs) of a smooth channel, the heat transfer  coefficient 
is 1.5 times smaller than in a channel with inner ribs and with no oscillations.

At q = 1.4 MW/m2, an improved heat transfer regime is attained (TW exceeds 
Tm by 25°C in the considered section) in a smooth channel. TAOs’ initiation 
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FIGURE 6.24
Regions of pressure oscillations’ existence in knurled and smooth channels. P = 4.5 MPa; 
1: smooth channel; 2: channel with turbulizers. Coolant: toluene.
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FIGURE 6.25
Dependence of the pressure oscillations’ relative amplitude on q at different mass flow rates 
(knurled channel). P = 4.5 MPa; ρW, kg/m2s. 1: 760; 2: 1,740 3: 2,440; 4: 3,330; 5: 4,850; 6: 2,440 
(smooth channel). Coolant: toluene.
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262 Coolant Flow Instabilities in Power Equipment

corresponds to this moment, and Tw is found to be almost constant (B1C1 
 section) with the further increasing heat load. The Tw = f(q) curve for a 
 channel with turbulizers lies considerably lower.*

Under the conditions of TAOs’ initiation in a smooth channel, Tw in a 
knurled channel is 120°C lower for the considered sections, and  oscillations 
appear only when heat fluxes correspond to those at the beginning of the 
section with the worsened heat transfer in a smooth tube (C1F1 section in 
Figure  6.26). Within the considered range of q, only two heat transfer 
 sections were found in the knurled channel: the normal heat transfer section 
AB and the poor heat transfer section BC. The limiting value of Tw (500°C is 
the  temperature of coolant decomposition) in the channel exit section was 
achieved at heat fluxes 1.7 times higher than those for smooth channels.

In contrast to the smooth channel, the pressure drop across the test 
 channel was changing with the increasing heat load in the following way: 
At first, it was decreasing along with the increasing heat flux (ρW = const.), 
and then, with the appearance of TAOs, it slightly raised, but never exceeded 
the  pressure drop across the nonheated channel. At large ρW values (4000–
5000 kg/m2s), the pressure drop across the channel was monotonously 
reducing in the entire range of heat loads and finally became 15%–20% lower 
as  compared with the initial value.

* The results presented in Sections 6.2.3 and 6.2.4 were obtained for toluene (C7H8 with 
Ps.cr = 4.05 MPa, Tm = 320.8°C). The test tube has inner diameter of 4 mm and wall thickness 
of 0.5 mm. Until otherwise specified, H = 1 m, heated length = 416 mm, and Hh = 500 mm. 
Channel inlet temperature was 20°C. In figures, x/d = coordinate of thermocouple location 
starting from tube exit section.

q, MW/m2
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FIGURE 6.26
Tw = f(q) dependence for a smooth channel and that with artificial turbulizers. ρW = 3330 kg/m2s; 
P = 4.5 MPa; Z/d = 94; 1: smooth channel; 2: knurled channel. Coolant: toluene.
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263Thermal-Acoustic Oscillations in Heated Channels

A comparison of TAOs and heat transfer characteristics for tubes with 
smooth inner surface and those with artificial turbulizers in the form of 
 protruding transverse rings yields a conclusion that forced deterioration 
of the interphase between the “hot” layer and “cold” flow core leads to a 
 significant decrease of the region of TAOs’ existence, of TAOs’ amplitude, 
and an appreciable heat transfer improvement.

2. TAOs’ characteristics greatly depend on the length of the dynamically 
(acoustically) isolated pipeline. It was used in Kalinin et al. [127] for  solving 
the problem of the effect of oscillations on heat transfer. Two channels (two 
6 × 1 mm tubes, 1 and 31 m long) were considered. In both cases, the heated 
section was 416 mm long and was located at the channel outlets. The long 
channel was intended to increase dissipative losses and, hence, narrow 
down the region of TAOs’ existence in comparison with the short channel 
instability region. By using sufficiently high-capacity volumes, the channels 
were acoustically isolated from both upstream and downstream components 
of the test facility. The experimental results showed that, in short channels, 
TAOs initiated at any mass velocities, while within the range of mass flow 
rates from 900 to 1500 kg/m2s in long channels, pressure fluctuations were 
observed to be not in the entire range of heat load variations. The absence of 
oscillations substantially influenced heat transfer. The results of heat  transfer 
tests using toluene and presented as Tw = f (q) at ρW = 1260 kg/m2s in two 
pairs of similar sections of the previously mentioned tubular channels are 
shown in Figure 6.27.

For different channels, the Tw = f (q) dependencies differ greatly  starting 
with TAOs’ initiation. For a long channel, Tw increases linearly with the 
increasing heat load (BC and B1C1 sections), while in the case with the first 
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FIGURE 6.27
Dependence of the wall temperature on the heat flux density without TAOs and with pres-
sure fluctuations. P = 4.5 MPa; ρW = 1260 kg/m2s; 1: Z/d = 46; H = 31 m; 2: Z/d = 85; H = 31 m; 
3: Z/d = 46; H = 1 m; 4: Z/d = 85; H = 1 m. Coolant: toluene.
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264 Coolant Flow Instabilities in Power Equipment

channel, a section of first improved and then deteriorated heat transfer 
 sections appeared.

The shape of the Tw = f(q) curve for the long channel (without TAOs) 
 qualitatively corresponded to the behavior of the temperature for a wire 
with natural circulation heat transfer [128].

The curves of Tw behavior along the heated section length significantly 
 differed for the channels in question (see Figure  6.28). The difference 
between the considered flow conditions is only in the TAOs’ presence in the 
short channel and their absence in the long one.

The presented data prove another time that the pressure TAOs in  channels 
with smooth inner surface are the cause of improved heat transfer at 
 supercritical pressures. A somewhat improved heat transfer without TAOs 
(BC section in Figure 6.27) may be due to the quasiboiling observed visually 
in Aladiev et al. [120].

3. In the earlier described experiments with toluene, the first and  second 
harmonics of pressure oscillations were excited simultaneously in the 
 channel, with no pressure unit in the heated section in the second half of 
the channel. Maybe that was the reason why no Tw jump was observed 
(e.g., in Kalbaliev [129]). The channel inlet or exit throttling resulted in the 
 redistribution of pressure oscillation modes in the presence of TAOs. In 
this case, changes in TAOs’ regions of existence and of amplitudes should 
be expected. The results of the experiments showed that in the case of the 
channel exit  section heating, the installation of local inlet resistances pro-
duced insignificant effect on the fluctuation amplitude characteristics and 
heat transfer. As a result of exit throttling using an orifice, the peak-to-peak 
amplitudes of pressure fluctuations decreased three times and q at the 
oscillations’ onset somewhat increased. When the channel was acoustically 
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FIGURE 6.28
Wall temperature conditions for channels of different length. P = 4.5 MPa; ρW = 1260 kg/m2s; 
q = 1.17 MW/m2; 1: H = 31 m; 2: H = 1 m. Coolant: toluene.
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265Thermal-Acoustic Oscillations in Heated Channels

closed at the outlet, the wall temperature conditions changed greatly along 
the heated section and heat transfer deteriorated locally at any mass veloc-
ity. An approximate location of pressure fluctuation modes is illustrated in 
Figure 6.29.

In the case of a prevailing second mode, the clearly expressed  maximum 
of the wall temperature was observed closer to the beginning of the heated 
section. An improved heat transfer in the case of excitation of the third mode 
only is illustrated in Figure 6.30. At the initiation of TAOs, the first harmonic 
existed at the start. As the heat flux increased, the first harmonic of pressure 
fluctuations disappeared and the second harmonic appeared. In this case, 
the wall temperature increased in the heated  section in the region of the 
pressure node location. At q = 1.56 MW/m, the coordinate of Tw maximum 
coincided with the coordinate of the third harmonic node of pressure fluc-
tuations. The further rise of q caused the shift of Tw  maximum toward the 
exit, with the simultaneous shift of the node to the exit [126].

n = 3
q

n = 2

n = 1

FIGURE 6.29
Profiles of pressure standing waves for the first three harmonics (single-end open tube).
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FIGURE 6.30
The wall temperature variation depending on the heat flux density for the acoustically open 
channel and that with closed outlet. P = 4.5 MPa; Z/d = 66; 1: conventional channel; 2: channel 
with a hydraulic resistance at the outlet; dashed line: trend of Ts = f(q) dependence without 
TAOs. Coolant: toluene.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
11

 0
8 

M
ar

ch
 2

01
6 



266 Coolant Flow Instabilities in Power Equipment

6.2.4 Effect of Dissolved Gas on TAOs’ Characteristics

Under both supercritical and subcritical pressures, the presence of 
 dissolved gas in the coolant greatly affects the TAOs’ regions of exis-
tence and  amplitudes. Figure  6.31 shows the dependence of specific heat 
flux at the onset of  pressure fluctuations on the mass velocity at different 
 concentrations of N2 dissolved in the coolant (toluene). With the increasing 
concentration,  initiation of oscillations requires higher heat fluxes (qBn.l). 
When coolant is heated, the dissolved gas starts depositing in the form of 
bubbles on the channel wall [128]. Further, the detached bubble turbulizes 
the flow and  diminishes the temperature difference between the wall and 
flow core. Higher heat fluxes are required for the initiation of oscillations. 
The dissolved gas concentration will keep increasing until a moment when 
the TAOs’ lower boundary cannot be obtained [126] because of the channel 
walls’ reddening. This is probably due to separation of the coolant from the 
wall by a gas layer. At concentrations given in Figure 6.31, TAOs’ boundary 
at ρW = 2500 kg/m2s was concentration independent. This may be explained 
by the fact that the near-wall temperature and stress gradients are large in 
high-velocity flows, preventing bubble existence at weak forces of the surface 
nature.

Figure 6.32 shows the dependence of the relative maximum peak-to-peak 
amplitude of oscillations on the heat flux at different nitrogen  concentrations 
for two mass velocities. The ranges of heat fluxes corresponding to the 
TAOs’ existence region sharply reduce with an increase in the dissolved 
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FIGURE 6.31
TAOs’ origination boundary depending on mass velocity at different gas contents. P = 4.5 MPa; 
Tbn

in = 20°C; C, n mol N2/kg. 1: 0; 2: 1,250; 3: 2,450; 4: 4,050; 5: 5,500; ↓: unstable oscillations; 
↑: specific heat flux at which channel reddening is observed at a given concentration. Coolant: 
toluene.
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267Thermal-Acoustic Oscillations in Heated Channels

gas concentration. With the increasing q, the growth of curves presented in 
Figure 6.32 is limited by the onset of burnout (channel reddening).

A pressure drop across the heated section is associated with pres-
sure  fluctuations and their amplitude (Figure  6.33). Until the initiation of 
TAOs, pressure drop practically did not change at the increase in heat flux 
 density. After the excitation of high-frequency oscillations, the pressure 
drop across the channel between the volumes with equal pressure increased 
in  proportion to the rise of the oscillation amplitude, either smoothly or in 
jumps. In the latter case, oscillation amplitudes also increased jump-wise 
at the moment of TAOs’ initiation. The growth of hydraulic friction may be 
due to the  appearance of secondary near-wall eddies induced by acoustic 
 oscillations [130].

At ρW > 2500 kg/m2s, high-frequency pressure fluctuations were excited 
irrespective of gas concentration. This may be due to the fact that the 
 working fluid passes the heated section promptly and gas is released in 
smaller amounts than at lower velocities. It should be noted that this relates 
to  fluctuation-free regimes close to the stability boundary. The  oscillation 
amplitude depends on gas concentration. The maximum  saturation of  coolant 
with gas sometimes makes it possible to reduce fluctuation  amplitudes 
 several times.
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FIGURE 6.32
Relative peak-to-peak amplitude of pressure fluctuations depending on the heat flux 
 density for two mass velocities and different gas contents. P = 4.5 MPa; C, n mol N2/kg for 
ρW = 1260 kg/m2s. 1: 0; 2: 1,250; 3: 2,450. C, n mol N2/kg for ρW = 2440 kg/m2s. 4: 0; 5: 1,250; 
6: 2,450; 7: 4,050; 8: 5,500; ↓: unstable oscillations. Coolant: toluene.
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268 Coolant Flow Instabilities in Power Equipment

The effect of dissolved gas on the intensity of heat transfer with  turbulent 
toluene flow under supercritical pressure is characterized by the Tw = f(q) 
dependence at different gas contents and is illustrated in Figure  6.34 for 
ρW = 1260 kg/m2s. The behavior of Tw curves at lower ρW values (e.g., at 
760 kg/m2s) is qualitatively similar. When the wall temperature is below 
 pseudoctritical, heat transfer becomes impaired: When coolant is saturated 
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FIGURE 6.34
Wall temperature dependence on q at different gas contents: P = 4.5 MPa; ρW = 1260 kg/m2s; 
Z/d = 85; C, n mL N2/kg. 1: 0; 2: 1,250; 3: 2,440; 4: 4,050; 5: 5,500; ↓:start of oscillations: ↑: burnout 
onset. Coolant: toluene.
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FIGURE 6.33
Dependence of the relative pressure drop across the channel on the heat flux density. 
P = 4.5 MPa; Tin = 20°C; ρW kg/m2s. 1: 1,260; 2: 2,440; 3: 3,330; ΔPc.o: pressure drop in the channel 
prior to oscillations’ onset. Coolant: toluene.
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269Thermal-Acoustic Oscillations in Heated Channels

with gas, the wall temperature may be higher than Tw when concentration of 
the gas dissolved in coolant equals zero. This is in agreement with the results 
obtained for the case of free-convective heat transfer from a horizontal wire 
[128] and also may be due to a lower coefficient of thermal conductivity as a 
result of gas release.

Several dozens of degrees below Tm, heat transfer with gas-saturated 
 liquids becomes improved. Probably, intensive release of gas bubbles occurs, 
which enhances heat transfer. On the one hand, such “gas boiling” causes a 
reduction of wall temperatures and TAOs’ initiation is shifted toward higher 
heat fluxes. It should be noted that Tw at the onset of TAOs in coolant with 
C ≠ 0 is somewhat higher than Tw at C = 0.

On the other hand, gas boiling leads to a decreased transverse  temperature 
gradient in liquid. It causes a reduction of work per cycle of quasibubbles’ 
oscillations and of the near-wall coolant layer superheated with respect 
to  Tw. This makes oscillation amplitudes at C ≠ 0 several time lower than 
in the case of C = 0. At high concentrations of dissolved gas (C = 4050 and 
5500 n mL N2/kg, as in Figure 6.34), higher heat fluxes do not lead to TAOs’ 
 initiation due to channel reddening. Burnout evidently occurs because of the 
 appearance of the near-wall film formed by the released gas.

At C ≠ 0, the initiation of TAOs due to small amplitude causes no enhanced 
heat transfer. At a higher flow velocity, the process of heat transfer and TAOs 
undergo a change. A series of experiments performed at ρW = 2400 kg/m2s 
and different concentrations of dissolved nitrogen showed that, under the 
considered conditions, this regime can be called boundary to some extent. 
At the given and higher velocities, no heat transfer worsening at a wall tem-
perature below pseudocritical was observed, and the Tw = f(q) dependence 
almost coincided for all gas concentrations.

At high ρW and wall temperatures above the pseudocritical one, the 
Tw = f(q) curves change. The maximum heat transfer coefficient was observed 
at C = 0 when TAOs’ amplitudes were maximum. At higher concentrations, 
the range of heat fluxes at which TAOs exist and oscillation amplitudes 
decrease, thus leading to an increased Tw = f(q), shortening of the section 
with improved heat transfer, and, further, to its complete degeneration.
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7
Instability of Condensing Flows

7.1 Introduction

Two-phase condensing tube and channel flows are widely employed in 
 various devices of many branches of engineering (e.g., in nuclear power 
plants and space nuclear power plants, in solar energy converters and 
 chemical equipment). Some of these devices are as follows:

 1. Cooling radiators of space nuclear plants [131] (In this case, the waste 
steam is fed into the tubular condensing radiator after it has passed 
the turbine. Heat is removed by radiation into space from the ribs 
connecting the tubes along their length.)

 2. Reactor cooldown systems (Steam is condensed in a tubular heat 
exchanger, while condensate is directed by natural circulation to the 
intermediate heat exchanger for heat removal from the reactor.)

 3. Steam separator-superheaters (SSH) used at nuclear power plants
 4. Bubbling condensers
 5. Hot-air heaters for cold air preheating of gaseous and liquid fuel 

preheaters prior to their compression [132,133]

Steam separator-superheaters SPP-220, SPP-500-1, and SPP-1000 have a sim-
ilar design. Most completely, stable operation has been analyzed for  SPP-220 
[134] and SPP-500-1 [135].

The commercially produced SPP-220 comprises a cylindrical vessel 
accommodating a chevron-type separator in its upper part. The lower part 
 contains two superheaters made of longitudinally finned tubes arranged in 
assemblies.

From the high-pressure cylinder of the turbine, wet steam is supplied to the 
moisture separator, dried, and fed to the intertube space of the primary super-
heater arranged along the periphery of the SSH lower part. Near the cylinder 
lower bottom, the steam flow turns and travels upward via the assembly inter-
tube space in the secondary superheater. The heating steam is supplied via two 
receiving chambers located on the casing and further flows via individual tubes 
per each assembly of the primary and secondary superheater to be condensed 
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within the tubes. The drain water flows downward and is removed from the 
assemblies via the drain chambers (two per each section) to the  hotwells. 
The chambers are connected with the assembly outlets by  connecting tubes.

Tests [134] conducted at the Novo-Voronezh NPP (nuclear power plant), 
unit 4, showed that the system of two SSHs connected to one hotwell (HW) 
operates unstably under certain conditions. The secondary superheater was 
periodically flooded with condensate up to the level of 1500 mm (counting 
from the drain chamber axis); the drain water temperature was 50°C below 
that of saturation. The amplitude of the condensate level fluctuations in the 
SSH was 250 mm with a period of 20 s.

An analysis of the heating steam and condensate drain pipelines showed 
asymmetry, which caused hydraulic maldistribution.

Introduction of a steam pipe connecting the receiving chambers of the 
drain chamber connecting pipe and keeping the hotwell level constant 
 stabilized SPP operation. All of the previously mentioned modifications 
were aimed at elimination of maldistribution.

An experimental investigation of flow instability using the model of the 
condenser assembly is described in Artemov et al. [134]. The limited amount 
of data obtained by the authors is due to incomplete modeling of  parallel 
operation of both condenser assemblies and SSHs. It was shown in the paper 
that two kinds of self-oscillations are possible in the condenser–HW system. 
(The condenser inlet was connected to the hotwell by the auxiliary  connecting 
pipe. The steam flow variation through that pipe permitted the condenser 
pressure drop to be regulated.) The low-frequency condenser flow parameter 
fluctuations with a period of 660 s existed in the absence of HW blowdown 
and with a backpressure of 0.03 MPa. At a lower backpressure and with the 
HW space steam blowing, the low-frequency oscillations were replaced by 
oscillations of comparatively high frequency with a period 10 to 15 s. When 
backpressure was zero, the condenser–HW system operated stably.

The test results of Desyatun et al. [135] for the primary and secondary 
superheaters of SPP-500-1 showed substantial influence of HW condensate 
level on stable operation of the SPP. The heat exchange surface was made of 
smooth tubes assembled in parallel-connected modules. The heating steam 
was condensed in the intertube space. At nominal power and the condensate 
level of 1200 (in HW-I) and over 1100 mm (in HW-II) of the primary and 
 secondary heaters, periodic supercooling of condensate in all drain cham-
bers was observed. In the secondary superheater, the temperature fluctua-
tion period was 600 s, while the amplitude of temperature fluctuations in 
some SSHs reached 70°C.

The condensate temperature fluctuations indicate periodic flooding of 
superheater modules. The measurements showed that this was leading to 
respective fluctuations of the total turbine steam flow rate and of live steam 
pressure. After bringing the condensate level down to 900–800 mm in HW-I 
and to 1000 mm in HW-II, condensate depression in the drain chambers and 
instabilities disappeared.
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It follows from this that, under certain flow parameters, a complex insta-
bility representing a combination of fluctuations with different  frequencies 
and, probably, of different nature develops in SSH. In Artemov et al. [134] 
and Desyatun et al. [135], little attention was paid to the possible mecha-
nisms of such self-oscillation development.

The SSH connection schemes are very diverse for different turbines [137], 
but nevertheless all SSHs may be considered as systems of condenser assem-
blies or modules placed in parallel.

Figure 7.1 illustrates the SSH as a system of parallel condensing channels for 
the K-220-44 turbine unit [137]. With regard to the K-500-65/300 turbine unit 
(SPP-500-1), the connection scheme is more complicated because of four SSHs.

In the case shown in Figure 7.1, one HW for the primary heaters and another 
one for the secondary heaters are used. The considered  heating steam system 
of the figure is dynamically isolated by two units—namely, steam generator 
and deaerator, since these contain great steam spaces. When self- oscillations 
develop in steam  superheaters,  pressures in the steam  generator and  deaerator 
may be regarded as  constant. Apparently,  boundary conditions should be 
selected in this manner when   performing the design analysis of the SSH 
dynamics. In our case, the  qualitative  analysis of  stability in the SSH heat-
ing path permits some  narrowing of the considered system: The  pressure and 

5

6

7

8

9

9

43

2

1

FIGURE 7.1
Connection of superheaters of two SSH of K-220-44 turbine unit to heating steam and 
 condensate lines [137]. 1: HW-I; 2: HW-II; 3: first SSH superheaters; 4: second SSH superheaters; 
5: live steam supply; 6: second extraction steam supply; 7: secondary superheater assembly; 
8: primary superheater assembly; 9: condensate removal.
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enthalpy in  supplying steam lines are constant, and condensate levels in HW-I 
and HW-II are constant over time. Also, the condensate flow rate fluctuations 
at the HW outlet do not affect the processes occurring in HWs and above them.

If all components of the primary and secondary SSHs are considered to 
be identical, as well as the corresponding steam and fluid lines, SSHs may be 
treated as parallel-switched identical systems.

The instabilities developing in both primary and secondary steam 
 superheaters may be either in phase or in antiphase. In the first case, the HW 
pressure will vary, while in the latter case it will be constant. This is true 
for linear systems (in the range of small deviations of SSH flow  parameters 
from their steady-state values). When parameter fluctuations in steam 
 superheaters are in phase, the latter should be considered jointly with HW as 
a united dynamic system; further on, its unstable operation will be classified 
as the system-wide instability.

By analogy with the analysis of multichannel steam generators, the linear 
representation reveals the following types of instabilities:

 1. Each assembly is an entity of parallel-connected identical  condensing 
tubes (modules). Hence, the assembly may exhibit the intertube 
instability.

 2. If each assembly is considered as a channel, the interassembly 
 instability may be supposed.

 3. Both primary and secondary steam superheaters are respectively 
separated into two parts by the systems of heating steam supply and 
condensate removal (Figure 7.1). The parts are practically identical 
and constitute two pairs of specific reduced channels with  common 
headers. In this case, instability may also occur in between two 
 pairwise connected channels.

At small fluctuation amplitudes (at the initial phase of  instability propaga-
tion) and with identity of the interconnected channel  assemblies, these three 
kinds of instabilities do not cause HW pressure variation.

The measurements performed by the authors of references 134–136 made it 
possible to register only the system-wide instability and  instability of groups 
of assemblies into which steam superheaters are separated.

7.2 Instability of Condenser Tube and Hotwell System

The basic relations in the mechanism of the system-wide  instability  initiation 
are those between the HW steam pressure and the supercooled  condensate 
flow rate in the supplying pipes. The dynamics of the condensation proper 
in the assemblies is of secondary importance here.
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275Instability of Condensing Flows

Let us consider a system consisting of the supercooled condensate flow in 
the HW supplying pipes and in the HW steam space. This is the system with 
static instability in the small. Indeed, any accidental rise of the  supercooled 
condensate flow rate in HW causes great steam condensation there. The HW 
pressure will drop and cause the subsequent increase in the  condensate 
flow rate, and so on. When the flow rate decreases for the time first, the 
HW  pressure increases as compared to its undisturbed value, thus causing 
 further condensate flow rate decrease, and so on.

The conditions under which there will be no parameter spontaneous drift 
from the steady-state regime in the considered system can be obtained from 
simple mathematical expressions.

The equations for the condensate flow and pressure in the HW can be 
 written as

 ∫ + ∆ = −−dG
dt

A dZ P G P P( )con
con

H

f con G hw
1

0

, (7.1)

 Phw = Phw (Gcon), (7.2)

where Gcon is the supercooled condensate flow rate, H is the condensate travel 
distance (from the steam superheater level to HW), Acon is the condensate 
flow cross-section area, ΔPf is the pressure friction loss, Phw is the pressure in 
the HW, and PG is the pressure in the steam superheater.

Equation (7.2) takes into account the dependence of Phw on Gcon in an 
implicit form.

If the heating steam pressure is presumed constant, it can be found from 
(7.1) and (7.2), upon linearization, that

 ∫δ +
∆

−






δ =−d G
dt

A dZ
d P
dG

dP
dG

G 0con
con

H
f

con

hw

con
con

1

0

,

from which it follows that the process is stable at

 
∆

− >
d P
dG

dP
dG

0,f

con

hw

con
 (7.3)

That is, when the condensate flow rate is increasing, the friction losses 
should exceed the HW pressure drop due to increased steam condensation 
and the level controller triggering. The HW level controller performs its own 
functions and at the same time destabilizes the considered process. So, with 
no controller, the rise in supercooled condensate flow rate would cause a 
smaller HW pressure drop. The steam volume reduction at the expense of 
the HW condensate level rise would somewhat prevent the pressure drop.
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276 Coolant Flow Instabilities in Power Equipment

Probably, the best way of eliminating the instability in question is either 
the HW level stabilization or prevention of condensate supercooling. 
An increase in hydraulic friction in the condensate line also contributes to 
 process stabilization.

The HW blowdown stabilized pressure in it and therefore facilitates stable 
operation of the SSH–HW system [134].

The stabilizing effect of a lower level in HW [134,135] manifests itself 
due to the following circumstances. When the level lowers, the driving 
force  influencing the condensate column in the drain line increases. The 
 condensate flow rate rises and the condensate level in steam superheaters 
decreases. The degree of condensate depression reduces, thereby stabilizing 
the process, since the HW pressure becomes less sensitive to the flow rate 
disturbance of the condensate to be drained. Additionally, the dependence of 
Phw on Gcon becomes less strong because of the increased steam space.

Many authors have stated that one of the main causes of SSH unstable 
 operation is the difference in hydraulic friction in steam and condensate lines. 
Periodic additional flooding of the heat transfer surfaces takes place, first of all, 
in devices with large hydraulic friction in live steam and  condensate upstream 
and downstream lines [132–134]. This is probably due to the fact that a smaller 
amount of heating steam flows through the superheater with a larger total 
hydraulic friction. The condensate is drained from such a steam superheater at 
a higher degree of depression and it is the cause of instability initiation. Also, 
the appearance of the liquid section in condensing assemblies is, by itself, a 
cause of interchannel instability in the steam superheater [138–141].

The considered aperiodic departure of the SSH–HW system from the 
steady-state regime further transforms into self-oscillations. The work [134] 
offers characteristics of self-oscillations that occur in the test facility model-
ing the SSH–HW system. Physical SSH and HW models were interconnected 
by a parallel steam line.

The oscillation period in Artemov et al. [134] is divided into two parts, the 
boundaries of which happen at the moment of sharp rise in the condensate 
column Hcon at t = 470 s. In the first part of the period (t < 470 s), the heating 
steam enters the test section from two sides: from the condenser steam inlet 
and from the HW side. In this case, Hcon is found to rise gradually, as well 
as the condenser backpressure, along with the decreasing steam flow rate G 
in the parallel steam line. At t = 470 s, steam supply to the test section from 
below stops and the condensate is drained into the drain pipeline. The level 
of Hcon is reduced but not significantly, since the condenser cross-section area 
essentially exceeds that of the drain pipeline.

During the second part of the period (t = 470–680 s), Hcon tends to rise with 
simultaneous filling of the hydraulic lock riser. The hotwell  backpressure 
is constant, G = 0. Further on, the period terminates in a sudden drop 
of  backpressure and Hcon down to zero. Condensate is fully drained because 
of the sharp HW pressure drop due to steam condensation caused by getting 
the supercooled condensate into HW.
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277Instability of Condensing Flows

7.3  Interchannel Instability in System of 
Parallel-Connected Condensing Tubes

Similarly to the parallel-connected steam-generating tubes, the interchannel 
instability may also develop in the system of parallel-connected  condensing 
tubes. Theoretically, it is consistent with Gerliga and Dulevsky [36]. In this 
case, the interchannel stability boundaries in the small coincide with the 
boundaries in the small for the dynamically isolated condensing channel. 
The conditions of dynamic isolation are similar to those for steam generators:

 tin = const.; Pin = const.; Pe = const., 

where the subscript index in relates to the inlet header, while e relates to the 
outlet header.

It follows from the published data that both static and oscillatory instabili-
ties may occur in the condensing channel.

As is known, the static instability in the small is due to ambiguity of the 
hydraulic characteristic curve. Location of the working point on its  dropping 
section causes uncontrolled static drift of flow parameters to the rising 
 sections of the hydraulic characteristic curve. This may result either in a new 
steady-state regime or in self-oscillations.

It was predicted [133] that the condensing channels may have ambigu-
ous hydraulic characteristics. Figure  7.2 presents the curves of pressure 
loss depending on the flow rate for the upflow and downflow condensing 
tubes. The curve behavior shows that the negative slope of the hydraulic 

∆P0

∆P0 = 0

∆Pf
∆Pc

∆PG∆PG

∆Pf ∆Pc
G

0

FIGURE 7.2
Hydraulic characteristic curves of the condensing tube [133]. ΔPG: pressure drop gravity 
 component; ΔPf: friction pressure drop; ΔPC: total pressure drop.
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278 Coolant Flow Instabilities in Power Equipment

characteristic (dΔPC/dG < 0) is typical of the upflow tubes at small values of the 
condensing steam flow rate. The horizontally located condensing tubes also 
feature sections of the hydraulic characteristic curve with a negative slope [133].

In vertical condensing components with internal steam condensation (SSH 
is an example), no static instability is observed according to Lokshin [133].

The predictions and experimental results of Wedekind and Bhatt [139] 
 indicate that a small change in Freon-12 vapor flow rate at the tubular 
 condenser inlet immediately causes a substantial short-term change in the 
supercooled outlet condensate flow rate. The horizontal condenser is made 
up of two copper coaxial tubes 5 m long. The condensing Freon-12 flows 
via the inner tube 8 mm in diameter. Figure 7.3 shows condensate flow rate 
variation at the 11.4% increase in steam flow rate. The peak of fluid flow rate 
disturbance is over 10 times higher than the steam flow rate disturbance. 
Physically, this phenomenon may be explained as follows. The increased 
steam flow rate causes a rise in the condensing steam pressure, which in turn 
results in an abrupt shift of the condensing section boundary to the  outlet 
and hence in the increased condensate flow rate. The condensing surface 
expands until it reaches a value sufficient for condensation of the total steam 
in the condenser. With the increasing condensation, the tube pressure drops, 
as well as the condensate flow rate.

The condensate flow rate behavior at the stepwise inlet steam flow rate 
reduction is illustrated in Figure 7.4.
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FIGURE 7.3
Characteristics of the liquid flow rate at the condenser outlet after increasing the inlet flow 
rate [139]. Dotted dashed line: inlet steam mass flow rate; dotted line: outlet liquid mass flow 
rate; G(t): condensate flow rate over time; Go: working medium flow rate before disturbances; 
G∞: final working medium flow rate; working medium: Freon-12; P = 620 kPa; iin = iG; α = 0.084; 
Go = 4.69 g/s; G∞ = 5.22 g/s; q  = 13.0 kW/m2; τ = 0.65 s; d = 0.8 cm; α  = length averaged quality; 
q = length averaged specific heat flux.
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279Instability of Condensing Flows

The results of an experimental investigation aimed at determining the 
effect of liquid section throttling on the overshoot value reduction are 
 presented in Wedekind and Bhatt [139]. Figure 7.5 contains the  experimental 
data. When throttling is increased, overshoot reduces to zero. An almost 
instantaneous rise of the condenser steam pressure becomes insufficient to 
accelerate the liquid.

The same authors investigated stability boundaries of a horizontal tubular 
condenser located between two tanks [140]. The occurring self-oscillations 
had the constant frequency. Figure 7.6 shows stability boundaries in Nc and 
Ni coordinates,

 = τ
ρ ∆ =

∆ ⋅τ
N

V
d
dP

d P
dG

N
A

d P
dG
H

; ,c

G
G G

i

L

where VG is the tube steam volume, H is the length of the liquid section under 
the steady-state regime, A is the flow area, ΔPG is hydraulic losses due to fric-
tion in the steam section, and ΔPL is hydraulic losses due to friction in the 
condensate section.

The time constant τ is

 τ = α ρ ΠA i q/G LG

where q  is the condenser length averaged heat flux, Π is the heated  perimeter, 
α is the condenser length averaged steam void fraction, and iLG is the latent 
heat of evaporation.
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FIGURE 7.4
Characteristics of the outlet liquid flow rate after decreasing the inlet flow rate [139]. Dotted 
dashed line: inlet steam mass flow rate; Ο: outlet liquid mass flow rate. Working medium: 
Freon-12; P = 668 kPa; iin = iG; α  = 0.831; Go = 5.82 g/s; G∞ = 4.96 g/s; q  = 17.4 kW/m2; τ = 0.51 s; 
d = 0.8 cm.
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FIGURE 7.5
Characteristics of the outlet liquid flow rate with the outlet throttling [139]. Clear circle: 
ΔPe.t. = 1.9 kPa, negligible throttling; crossed circle: ΔPe.t. = 6.0 kPa, weak throttling; dark circle: 
ΔPe.t. = 87.0 kPa, strong throttling; dotted dashed line: inlet steam mass flow.
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FIGURE 7.6
Condensate stability boundary [140]. Condensing flow: Freon-12; P = 640 kPa, inlet quality 
x = 1; iin = iG; d = 0.762 cm; α = 0.83; q = 7.56 kW/m2; ●: boundary experimental points.
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281Instability of Condensing Flows

From Figure  7.6 it follows that an increase of Nc and Ni stabilizes 
 condensation; that is, attaining stable conditions in a horizontal condenser 
requires an increase of ΔPL and a decrease of ΔPG, H, q .

Stability boundaries of a vertical 1.5 m long condenser (tube-within-a-
tube design, inner tube diameter of 9 mm) have been investigated [138]. The 
 condenser was located between the tanks, with the inlet steam and outlet 
liquid–gas blankets. The tanks ensured constant pressure before and past 
the condenser in its unstable operation.

The effect of the inlet (ΔPin) and outlet (ΔPe) throttling, of the working 
medium flow rate G, of the cooling fluid flow rate Gcool, of the condenser 
pressure P, and of the angle of condenser inclination have been investigated.

It was shown experimentally that in the considered ranges of flow 
 parameters (G = 3.10–3–6.10–3 kg/s; P = 0.25–0.8 MPa; Gcool = 0.05–0.1 kg/s, 
i  =  is, at the outlet) in the condenser, there always exist  fluctuations with  
a   frequency ν1, the amplitude of which (equal to 5%–8% of the steady-
state flow rate) always stays practically constant with ΔPin and ΔPe variation.

Visual investigations described in Gerliga and Shelkhovskoy [138] allow 
a supposition that the noticed fluctuations are due to condensate wavy 
motion. Their experiments showed that the existence of fluctuations 
with the ν1  frequency does lead to a noticeable disruption of condenser 
 operation and to the steam breakthrough at the condenser outlet. When the 
 outlet pressure drop is significant (ΔPe = 0.3 MPa) and the inlet throttling 
is absent, only fluctuations with the ν1 frequency exist in the condenser. 
When the outlet pressure drop is decreasing, while other parameters are 
kept unchanged, fluctuations with the frequency ν2 = 0.4 Hz appear in 
the condenser. The further decrease of ΔPe down to 0.1 MPa (e.g., with a 
flow rate of 5.10–3 kg/s) causes the flow rate fluctuation amplitude with the 
 frequency ν1 to increase insignificantly. A ΔPe below 0.1 MPa leads to a sud-
den rise in the  condensate flow rate  fluctuation. At the  minimum  possible 
 values of ΔPin and ΔPe, the amplitude of flow rate  fluctuations with  the 
 frequency ν2 may reach the value of the  initial steady-state flow  rate. 
It  should be noted that  fluctuations with the  frequency ν1 are always 
 present. (They are superimposed over  fluctuations with the  frequency ν2.) 
The described  picture of condensate  fluctuations is  presented in Figure 7.7.

Initiation and development of unstable condenser conditions is clearly 
demonstrated by the working medium flow rate behavior at the condenser 
outlet. This is the reason why this parameter (flow rate) was chosen as the 
determining one for the experiments.

The open inlet/outlet means the fully opened throttle at the inlet/outlet.
It is indicated in Wedekind and Bhatt [139] that the amplitude of  supercooled 

fluid flow rate fluctuations with the frequency ν1 may reach 5%–30% of G0. 
Additionally, it was noticed that in the case of weak  throttling at the con-
denser outlet, these random fluctuations transform into the  system instabil-
ity expressed by the ordered harmonic fluctuations. It is also said that, to a 
certain extent, random fluctuations initiate  condensation instabilities.
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Figure 7.8 presents the = ∆A f P( )G e  dependence for a number of  condensate 
flow rates. Here,

 )(= = ⋅ −A
A
G

A G G; 0.5G
G

G max min . (7.4)

The effect of the condenser inlet pressure drop (ΔPin) on the  condenser 
 stable operation can be conveniently traced starting from the fully opened 
inlet/outlet. It has been stated previously that fluctuations with the 
 frequency ν2 exist in the condenser. When ΔPin is increasing, the  amplitude 
of  fluctuations with the frequency ν2 decreases and then  fluctuations with 
a frequency ν3 (variable frequency of 1.4–3.9 Hz) and maximum amplitude, 
depending on the flow rate, appear. As the condensate flow rate decreases, 
the relative value of the fluctuation amplitude AG with the frequency ν3 
increases  insignificantly, while the frequency is found to decrease. With the 
increasing inlet pressure drop, the fluctuation  amplitude with the  frequency 
ν2 decreases, while that with the frequency ν3 increases  asymptotically up to 
the constant value. These dependencies are  illustrated in Figure 7.9.

The experiments with different condenser pressures (0.8, 0.4, and 0.25 MPa) 
show the increased pressure to stabilize condenser operations. The decreased 
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FIGURE 7.7
Condensate flow rate fluctuations development [138]. G = 5.10–3 kg/s; P = 0.4 MPa; 
Gcool = 0.1 kg/s; (a) ΔPe = 0.3 MPa; (b) ΔPe = 0.044 MPa; (c) ΔPe = 0.015 MPa.
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0.5

0.2

0

0.4

0.6

0.8

1.0
∆Pe

1.5 2.0 2.5

A G

FIGURE 7.8
Variation of the condensate flow rate relative amplitude fluctuations depending on  the 
 condenser  outlet pressure drop. Pe = 0.4 MPa; ●: G = 3.10–3 kg/s; ○: G = 4.10–3 kg/s; 
▲: G = 5.10–3 kg/s; X = 6.10–3 kg/s.
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FIGURE 7.9
Variation of the condensate flow amplitude depending on the condenser inlet pres-
sure drop. P = 0.4 MPa; ●: AG = 3·10–3 kg/s with ν2; ○ = 3·10–3 kg/s with ν3; ▲ = 6·10–3 kg/s 
with ν2; Δ = 6·10–3 kg/s with ν3.
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284 Coolant Flow Instabilities in Power Equipment

condensation rate (surfactants adding, cooling fluid flow rate decreasing) 
results in a reduced fluctuation amplitude.

It was shown experimentally that the vertical condenser (steam downflow) 
operates more stably than the horizontal condenser.

It follows from Figure  7.9 that there are at least two mechanisms of 
self-oscillation development in the condenser because fluctuations with 
 frequencies ν2 and ν3 respond to pressure drop variations at the inlet in a 
different manner. No such difference was noticed by Wedekind and Bhatt 
[140] for a horizontal condenser. Only fluctuations of single frequency in the 
0.2–0.4 Hz range were observed.

Let us consider the simplest mathematical model with the inner steam 
condensation [140] for the vertical channel and downflow of the working 
medium. The dynamic isolation supposes constancy of the pressure at the 
condenser ends and of the inlet enthalpy.

For a more exact establishment of the mechanism of self-oscillation 
 initiation in the condenser, let us make some assumptions that make it 
 possible to disregard secondary effects:

 1. The pressure drop in the condenser steam part is mostly  concentrated 
at the inlet throttle.

 2. The liquid film temperature is equal to that of saturation.
 3. The total steam void fraction in the condenser changes mainly due 

to variation of the two-phase section length. The effect of condensate 
film thickness is of secondary importance.

 4. The specific heat flux from steam to film in the disturbed state is 
constant.

With such assumptions, an oscillatory system composed of such com-
ponents as the inlet and outlet hydraulic resistances, compressible steam 
 volume, and the liquid section mass may be distinguished in the condenser.

Indeed, with a random increase of the condensate flow rate (Gcon), the 
 volume of the steam space in the tube (VG) increases and the steam  pressure 
in the tube (P) reduces below the nominal one. Due to the reduction of P, a 
force striving appears to decrease the flow rate Gcon and return the  liquid 
 section length H to the initial state. However, due to the liquid  section  inertia, 
H passes the neutral position during its reduction and starts  compressing 
the steam cavity volume VG. The pressure P increases and slows down 
the  further decrease of VG. When the kinetic energy of the liquid column 
becomes the potential compression energy, the interphase between the 
steam and liquid sections starts moving downward and, when passing the 
neutral state, will cause a positive increment of VG. Later, the motion repeats 
periodically.

Thus, the initial change in the flow rate Gcon repeated itself after a time, 
which is called the oscillatory period. It should be noted that the influence of 
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285Instability of Condensing Flows

the inlet resistance on the oscillatory system behavior is not the  determining 
factor. In principle, ΔPin may be supposed to be large enough so that there 
would be no effect on steam flow rate fluctuations. A spring with a suspended 
weight can be named as a mechanical analog of the considered  oscillatory 
system. The role of the spring is played by the steam cavity.

An important member of the oscillatory system is the valve that supplies 
energy to the oscillatory system and swings it. The function of such a valve is 
performed by the steam section length (HG). Indeed, when the steam cavity 
is compressed (PG is above the nominal value), HG, the condensation surface, 
and the amount of steam condensed per time unit decrease due to the liquid 
section inertia. When the steam cavity expands due to inertia (PG is below 
the nominal value), HG extends and hence the amount of steam condensed 
per time unit increases.

Evidently, the increased amount of steam to be condensed on the VG 
 volume surface when the pressure is decreasing will cause a larger pressure 
drop, while the decreased amount of steam condensed with the pressure rise 
will be responsible for a greater pressure rise. Actually, the preceding can 
be reduced to the Rayleigh criterion [108], the essence of which is as follows: 
A supply of mass or heat flux to the substance flow excites fluctuations if it 
is in phase with pressure fluctuations. The steam volume performs positive 
work during the fluctuation period. The behavior of the considered steam 
cavity with fluctuation pressure variation resembles behavior of a bubble 
in the acoustic pressure field (see Section 6.1, Chapter 6): The condensation 
 surface decreases with the increasing pressure, thus causing a larger pressure 
rise. When the pressure is decreasing, the condensation surface increases 
and contributes to the further pressure drop. The main  difference between 
the considered phenomena lies in the oscillatory systems. In Section 6.1, the 
oscillatory system is represented by an acoustically isolated hydraulic chan-
nel, while in the case in question the system is made up by a combination of 
the compressible steam cavity and liquid mass.

A natural way of stabilizing the process in the condenser applying the 
swing mechanism is the liquid section throttling. The larger the pressure 
drop across the liquid section is, the more difficult it is for the described 
mechanism to initiate self-oscillations. The increased rate of heat removal 
from the condenser should destabilize the process, since the same fluctua-
tions of the heat removal may be obtained at lower HG fluctuations.

The reported mechanism is qualitatively consistent with the results pre-
sented in Figures 7.6 and 7.8.

Now, let us present the simplified mathematical description of the mecha-
nism of self-oscillation excitation [140]. Taking the assumptions made into 
account, the physical picture may be described by the following system of 
equations:

 { }ρ − α + ρ α  = −A
d
dt

H G G(1 ) ;L G G G con  (7.5)
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286 Coolant Flow Instabilities in Power Equipment

 { }ρ − α + ρ α  = Π + −A
d
dt

i i H q H i G i G(1 ) ;L L s G G s G L con  (7.6)

 ρ = −A
dH
dt

G G ;L
L

con con  (7.7)

 − =P P K G ;G1 1
2  (7.8)

 − =P P K G ;con2 3 2
2  (7.9)

 − =P P
H
A

dG
dt

,L con
2  (7.10)

where (7.5) is the equation of the two-phase section mass balance; (7.6) is 
the equation of the two-phase section energy balance; (7.7) is the equation 
of the condenser liquid section mass balance; (7.8) and (7.9) are the relations 
describing the quadratic drag at the condenser inlet and outlet, respectively 
(K1 and K2 are proportionality coefficients); and (7.10) is the equation of the 
momentum for the liquid section (it is assumed that the path hydraulic losses 
relate to outlet local resistance). Πq/iLG is the steam mass amount removed 
from the steam flow per unit of the condenser length and assumed con-
stant over time and length; Gcon is the condensate flow rate at the two-phase 
region outlet, measured with respect to the moving interphase; (HG(t)) and 
GG are the steam section length and inlet steam flow rate; P is the pressure 
in the condenser steam section; P2 is the pressure upstream outlet hydraulic 
 resistance; and HL is the channel liquid length.

The calculation scheme for the condenser is shown in Figure  7.10. 
Considering that

 δρ = ρ ⋅δ δ = −δd
dP

P H H;G
G

G2 ,

upon linearization, the system of (7.5)–(7.10) becomes

 ρ − α + ρ α 
δ + α ρ δ = δ − δA

d H
dt

AH
d
dP

d P
dt

G G(1 ) ;L G
G

G
G

G con  (7.11)

 

A i i
d H

dt
AH i

d
dP

d P
dt

q H i G i G

(1 )

;

L L s G
G

G s
G

G s G L con

ρ − α + ρ α 
δ + α ρ δ

= − Πδ + δ − δ
 (7.12)

 ρ δ = δ − δA
d H

dt
G G ;L

L
G con  (7.13)

 P
P

G
G P const

2
( );in

G 1−δ = ∆ δ =  (7.14)
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287Instability of Condensing Flows

 P
P

G
G P const

2
( );e

con2 3−δ = ∆ δ =  (7.15)

 δ − δ = δ
P P

H
A

d G
dt

L con
2 , (7.16)

where ΔPin and ΔPe are the steady-state pressure drops at the inlet (P1–P) and 
outlet (P2–P3) local resistances, respectively.

The linear system of equations (7.11)–(7.16) has particular solution

 δ = δ ⋅y y e ,st  (7.17)

where δy is the disturbance of unknown variables in the system (7.11)–(7.16). 
The substitution of (7.17) into (7.11)–(7.16) yields a cubic characteristic  equation. 
The negativity condition for the real part s (the condition of the considered 
system of linear equations’ stability) is

 

P
P

A i
d
dP

Gq H
P

i H

P
G

i
P
P

q A
d
dP

A i
P

G
H q i

2
( )

2
( )

2
.

e

in
L LG

G L

in
L m s L

in
LG G

e

in

G
L m s

e
L L LG

∆
∆

ρ + α ρ Π
∆

+ ρ − ρ





⋅ ∆ αρ + ∆
∆

Π α ρ + ρ − ρ ∆





> Πλαρ

 (7.18)

P2

Gcon P3 = const

P1 = const

GG P

H
G

H
L

FIGURE 7.10
Condenser calculation scheme.
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288 Coolant Flow Instabilities in Power Equipment

The increased ΔPe extends the process stability boundary in the  condenser, 
while the increasing ΔPin narrows it (the value of the first term in the  second 
brackets is insignificant), it being qualitatively consistent with the  experimental 
results (see Figures 7.6 and 7.8).

The calculated straight line in Figure 7.6 was obtained using the  considered 
mathematical model.

7.4  Water Hammers in Horizontal and Almost 
Horizontal Steam and Subcooled Water Tubes

The occurrence of water hammers in almost horizontal tubes with steam 
and subcooled water started gaining attention after the destructive water 
hammer in the steam generator feed line at the Indian Point 2 NPP [143].

When the steam and cold water flows are counterdirected in the inclined 
channel, two different kinds of steady-state flow violations are observed 
[142,144]: the water hammer at the condensational steam void collapse 
and flooding.

Figure 7.11 illustrates experimental stability of the counterdirected strati-
fied steam and water flows in an almost horizontal channel. The  inclination 
angle is 4.5°. The channel length between the inlet and outlet water  sections 
is 1.27 m. The channel section is rectangular (0.076 m × 0.038 m). Three 
regions were found to exist: (1) with a water hammer, (2) with flooding, 
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FIGURE 7.11
Stability map of the counterdirected stratified steam and water flows in an almost horizontal 
channel. ○: TL is about 90°C; □: Ti is about 70°C; ▼: TL is about 50°C; ▲: TL is about 30°C.
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289Instability of Condensing Flows

and (3) with a stable flow. The straight lines mark the ideal boundaries of 
complete  condensation, derived from the energy balance equation. Above 
that line, the flow in the entire channel is stratified, while below, steam is 
completely condensed in the channel. The figure shows that real points of 
 complete condensation differ somewhat from the ideal one.

If the water flow rate is too small for the condensation of all the supplied 
steam, a water hammer is not possible in the stratified flow. The  condensation 
water hammer is considered in Lee and Bankoff [144] as a thermal-hydraulic 
instability of the counterdirected stratified flow and it is caused by collapse 
or almost collapse of local steam voids. The collapse is characterized by 
 formation of junctions with the counterdirected flow in the inclined channel.

7.5 Instability of Bubbling Condensers

The NPP severe accident localization systems widely employ bubbling 
 condensers consisting of a bubbling pool and tubes supplying the steam 
gas mixture under the liquid surface. Pulsating regimes that occur in such 
devices may be accompanied by large alternating-sign pressure fluctuations 
in the steam supplying lines and water of the pool. Two typical regimes of 
developed fluctuations are distinguished in references 145–147: (1) a regime 
with the periodic liquid supply to the steam supplying channel, the so-called 
chugging, and (2) a regime when the interphase boundary does not pen-
etrate into the steam supplying channel but fluctuates at the channel outlet 
in the bubbling pool water.

Chugging is characterized by frequency of 1–5 Hz and large  amplitudes of 
fluctuations. In some cases, water hammers occur [145]. Therefore,  verification 
of reliability and strength of each new design envisage a great deal of 
 experimentation on models and full-scale bubblers [148]. The  analysis of the 
mechanism of fluctuations’ initiation and construction of the  mathematical 
model of the process may contribute to increased reliability and improved 
operability of such systems.

Chugging may be presented as follows. If the supplying tube pressure 
exceeds the liquid column weight determined by the tube depth, the steam–
air mixture exits the tubes into the liquid and forms a cavity on the surface 
of which steam is condensing intensely.

With significant subcooling of water in the pool, the steam input from 
the tube into the cavity will be smaller than the amount of steam used for 
 condensation. The preceding difference causes acceleration of liquid  layers in 
contact with the steam–air cavity when they move to the tube outlet. The void 
collapses and the liquid enters the tube at high velocity. Due to  friction, the 
velocity of the liquid upflow in the tube reduces, the liquid stops  moving and 
then starts moving in the opposite direction under  pressure of the steam–air 
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290 Coolant Flow Instabilities in Power Equipment

mixture, leaves the tube, and forms a steam–air cavity in the pool. Then the 
cycle repeats. Probably, the reduced air content in the steam–air mixture 
causes increased fluctuation amplitudes. A larger  subcooling of the pool water 
will ambiguously affect the oscillations’  amplitude. With a preset steam flow 
rate, the increased subcooling will at first lead to higher  amplitudes, and then 
to their reduction to some extent. The latter is  associated with the decreased 
steam void in the pool and, hence, a lower  possibility of acceleration of the liq-
uid entering the tube in the event of steam void  collapse. The reduced steam 
flow rate influences the fluctuation  amplitude in a similar fashion [147].

Aya, Narial, and Kobayashi [147] attempted to describe the preceding 
phenomenon mathematically. Most difficult was to describe the shape, size 
of the steam void, and heat transfer between the void and the  surrounding 
liquid. The approximate mathematical model constructed by the authors 
yields numerical results, which can be compared only qualitatively with 
the experimental data. Numerous authors indicate that relatively high 
 frequency (100–200 Hz) fluctuations occur in the bubbler along with the low-
frequency fluctuations. The fluctuations are of the acoustic nature and may 
exist independently, in the presence of a steam–gas void past the tube outlet, 
and together with chugging. The maximum high-frequency fluctuations in 
the steam–gas flow in the tube appear at passing the condensation  boundary 
through the area of the outlet section of the tube supplying the steam–gas 
mixture under the water surface. It may be expected that the reasons of 
 excitation of high-frequency fluctuations in the considered case are close to 
those discussed when considering thermoacoustic fluctuations appearing at 
subcritical pressures in heated channels.

One more destabilizing factor indicated in Kuznetsov and Bukrinsky 
[145,146] is the bubbler hydraulic characteristic curve ambiguity. The steam–
gas mixture leaving the tube partially condenses and partially moves as 
bubbles around the tube upward to the liquid surface. The pressure drop 
across the steam–gas flow path consists of hydraulic losses in the tube and 
weight of the column of the liquid surrounding the tube flooded portion. 
The latter component tends to decrease with the increasing mixture flow 
rate due to a large amount of the lifting bubbles. It leads to formation of the 
dropping section in the bubbler hydraulic characteristic curve.

Fairly close to the considered phenomenon is the steam jet condensation 
in the cocurrent flow of cold liquid [149]. In the latter case, high-frequency 
 fluctuations with the acoustic frequency of several kilohertz occur. Such a 
high frequency is due to the fact that the dominating medium in the tube 
is liquid. Also, this work presents a mathematical model of the considered 
phenomenon. The mechanism is based on the model discussed in the section 
devoted to thermoacoustic fluctuations at subcritical pressures. An account is 
made only of the feedback due to pressure disturbance. The task  considered 
is associated with the behavior of the jet formed by steam  injection into 
the cold liquid flow. A similar task may be encountered in the analysis of 
 operation of steam–water injectors.
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8
Some Cases of Flow Instability in Pipelines

8.1 Self-Oscillations in Inlet Line-Pump System

When pressure decreases at the centrifugal pump inlet, cavitation occurs in 
the pump flow area (i.e., violation of the fluid flow continuity and  formation of 
cavities filled with steam and gas released from the fluid). In pumps,  cavitation 
initiates when the inlet pressure (Pin) substantially exceeds the evaporation 
pressure at a given fluid temperature. Hence, the minimum  pressure regions 
are located inside the pump flow area. With blade  streamlining, the lower 
pressure regions are formed. Qualitatively, the arrangement of lower pressure 
regions for pumps with the axial (screw) wheel is presented in Figure 8.1; for 
pumps with the centrifugal wheel, it is illustrated in Figure 8.2 [150]. These 
regions are located on the nonoperating side of the blade front side.

When the minimum pressure drops down to the saturated vapor  pressure, 
cavitation initiates on the blade wall. The higher the velocity of the flow 
around the blade is, the larger is the rarefaction on the blade. With this 
in view, the points on the blade leading edge, most remote from the axis 
of rotation, may happen to be the centers of cavitation origin. With some 
further moderate reduction of pressure Pin, the developing cavitation does 
not change the pump head, but with Pin < Pcr, the head will start dropping 
sharply in the centrifugal pump. However, in the screw-centrifugal pump 
it will reduce insignificantly. The screw-centrifugal pump is a combination 
of axial and centrifugal wheels. For the latter pump, failure in operation (an 
abrupt head drop) starts when the inlet pressure PBr is substantially lower 
than Pcr. In centrifugal pumps, PBr = Pcr.

The cavitation characteristics corresponding to the abrupt head drop in both 
the centrifugal and screw-centrifugal pumps (the dependence of the head on 
Pin at the constant flow rate and rotation) are given in Figures 8.3 and 8.4, 
respectively. As one can see, the screw is responsible for the delayed failure in 
operation of the screw-centrifugal pumps as compared to the  centrifugal one.

Under certain conditions, cavitation causes self-excitation of pressure and 
flow rate fluctuations (the so-called cavitation fluctuations) in centrifugal 
and screw-centrifugal pumps. These fluctuations have been investigated 
insufficiently in the pipeline-centrifugal pump system. Fluctuations have been 
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Pscav

H

Pbr = Pcr Pcav Pin

FIGURE 8.3
Cavitation characteristics of the screw-centrifugal pump. Pcav: inlet pressure at the beginning 
of cavitation; Pcr: inlet pressure at which cavitation decreases the pump head; PBr: inlet pressure 
at which a sharp head drop occurs.
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FIGURE 8.2
The minimal pressure region for the centrifugal wheel. 1: shaft; 2: impeller; 3: pump body; 
4: lower pressure region; (a) pump longitudinal section; (b) C – C section.
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ω1 ω2

FIGURE 8.1
Region of minimal pressures for the axial screw wheel. w1: inlet relative velocity; 1: lower 
 pressure region; 2: blade.
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293Some Cases of Flow Instability in Pipelines

investigated most completely in the pipeline–screw-centrifugal pump system 
[151]. At present, high-speed screw-centrifugal pumps with high anticavitat-
ing properties have found quite a wide application in some technical areas. 
Even in conditions close to the optimal ones, these pumps operate with latent 
cavitation, which has no marked effect on the pump’s head (see Figure 8.4).

In general, all the known investigations of cavitation self-oscillations deal 
with the high-speed screw-centrifugal pumps. Some results are presented 
later.

The reasons for cavitation self-oscillations in the low-speed centrifugal 
pumps and in high-speed screw-centrifugal pumps are the same. Thus, it 
may be hoped that the stability boundary characteristics and self-oscillation 
amplitudes of flow parameters reported for the screw-centrifugal pump will 
be valid for the centrifugal pump.

In principle, cavitating fluctuations may develop in any pump-upstream 
pipeline pair in circuits of nuclear power facilities when the inlet pressure 
decreases below the pressure at which a developed cavitation appears. Most 
dangerous for such facilities are cavitation self-oscillations (CSOs) of the 
main circulating pumps. Water hammers originating at developed CSOs 
may lead to loop depressurizing in the region where the upstream pipeline 
is connected to the pump.

The following cavitation stages in the screw in the presence of the 
 decreasing inlet pressure and constant fluid flow rate and pump speed were 
 distinguished in Stripling and Acosta [152]:

 1. Initiation of cavitation when the latter originates at the periphery of 
the blade leading edges (Figure 8.2).

 2. Cavitation wandering over the entire leading edge: it propagates 
over the blade and is observed in most cases only on separate blades.

 3. Cavitation fluctuations’ regime: the cavity is found to increase and 
decrease periodically.

 4. Cavitation stall regime: the head sharply drops and the cavitation 
propagates over the entire surface of each blade.

Pscav

H

∆H

Pbr Pcav PinPcr

FIGURE 8.4
Cavitation characteristics of the centrifugal pump (designations are the same as in Figure 8.3).
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294 Coolant Flow Instabilities in Power Equipment

Numerous observations showed that cavities on the nonoperating side of 
the blade close before they reach the screw outlet. The bubble-free fluid flow 
moves between the cavity and the blade operating side.

Figure 8.5 [153] presents oscillograms of the basic stages of CSO develop-
ment in the screw-centrifugal pump with an averaged outlet  pressure (Pe) 
of 13 MPa. It follows from the figure that no CSO occurs when cavitation 
margins are either large or small; near the stability boundary, CSO  has a 

Pin

Pe

0.1 s

(a)

0.244 MPa

(b)

Pe

Pin

0.1 s

FIGURE 8.5
(a) Oscillograms of Pin and Pe at 21,000 rpm of the pump. Pe = 13.0 MPa; Pin = 0.4 MPa; υ = 20 Hz. 
(b) Oscillograms of Pin and Pe at 21,000 rpm of the pump. Pe = 13.0 MPa; Pin = 0.3 ± 0.12 MPa; 
υ = 20 Hz.
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295Some Cases of Flow Instability in Pipelines

sinusoidal form and in the region of such fluctuations’ development, their 
form changes approaching discontinuity.

CSOs possess a number of peculiarities—for example,
A change of any pump parameter toward the increase of cavitation 

intensity results in a reduction of oscillation frequency.
The oscillation frequency linearly depends on the inlet pressure.
The oscillation frequency decreases along with the increasing length of 

the feed pipeline.

Pin

0.36 MPa

Pe

0.1 s

(c)

Pin

Pe

0.1 s
(d)

FIGURE 8.5 (Continued)
(c) Oscillograms of Pin and Pe at 21,000 rpm of the pump. Pe = 13.0 MPa; Pin = 0.199 ± 0.018 MPa; 
υ = 13.3 Hz. (d) Oscillograms of Pin and Pe at 21,000 rpm of the pump. Pe = 13.0 MPa; Pin=0.104 MPa.
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296 Coolant Flow Instabilities in Power Equipment

The dependence of the oscillation frequency on different lengths of the feed 
pipeline is shown in Figure 8.6 [151]. With all other quantities unchanged, the 
decreased fluid flow rate substantially reduces the oscillation frequency due 
to the increasing cavity area.

The dependence of the pressure fluctuation amplitude (APin) at the pump 
inlet with CSO on the average inlet pressure (Pin) and different speeds of 
the screw-centrifugal pump shaft is illustrated in Figure 8.7 [151]. With the 
decreasing rotary speed, the instability region becomes narrower and the 
maximum pressure fluctuation amplitudes decrease.

Since the discharge line has a larger hydraulic friction than that in the 
feed pipeline, fluid flow rate fluctuations in the discharge line may be 
neglected in the first approximation in comparison with those in the feed 
pipeline:

 Q Q2 1δ << δ , (8.1)

where δQ2 is the disturbance of the fluid volumetric flow rate in the 
 discharge line and δQ1 is the disturbance of the fluid volumetric flow rate 
in the feed pipeline.

Indeed, in the presence of CSO, the pump inlet pressure fluctuation 
 amplitude is much higher than that at the pump outlet (Figure 8.5).

1 2

3

0.110

20

30

40

50

60

0.2 0.3
Pin, MPa

ν, 
H

z

FIGURE 8.6
Dependence of self-oscillations’ frequency on the inlet pressure with Q = Q0 and different 
lengths of the feed pipeline. 1: 0.08 m; 2: 1.2 m; 3: 3.15 m.
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297Some Cases of Flow Instability in Pipelines

The rate of the cavity disturbance change may be approximately written as

 d V
dt

Q Q2 1
δ = δ − δ

or, considering (8.1), as

 
d V
dt

Q1
δ = −δ . (8.2)

The earlier noted features of partial cavitation on the screw blades are 
acceptably described by the model of jet cavitating flow around the pump 
blades [152]. For the screw-centrifugal pump, positive angles of incidence 
(the angle between the flow direction in relative motion when hitting the 
blade and the blade leading edge direction) should be chosen. The depen-
dence of the fluid flow rate (Q1) on the angle of incidence (γ) is expressed by

 arctg
C

u
m1γ = β −

 C
Q

D d
4

m

ou in

1
1

2( )
= π −

,

where Dou and din are the maximum and the minimum screw diameters, 
respectively; u is the leading edges’ mean diameter peripheral  velocity; and 
β is the screw leading edges’ angle of inclination.

With the increasing pump inlet flow rate, the angle of incidence decreases, 
as well as the volume of cavities located on the nonworking sides of the 

0.1
0

0.2

0.4

0.6

0.8

0.2 0.3 0.4 0.5
Pin, MPa

Ap
in

, M
Pa

1

2

3
4

FIGURE 8.7
Dependence of cavitation oscillations’ amplitude on the pump inlet pressure at different pump 
shaft rpm. 1: n = 1.1 n0; 2: n = n0; 3: n = 0.82 n0; 4: n = 0.7 n0.
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298 Coolant Flow Instabilities in Power Equipment

blade. This dependence is very important for the CSO initiation and devel-
opment. In addition, the cavity area also decreases with the increasing pump 
inlet  pressure due to the steam cavity compressibility and the  decreasing 
 cavitation intensity. In this case, the cavity volume perturbation may be 
 represented in the form [151] that follows:

 V
V
P

P
V
Q

Qin
1

1δ = − ∂
∂

⋅δ − ∂
∂

⋅δ . (8.3)

If the absence of the feed pipeline is supposed (i.e., the pump is directly 
connected to the feed tank with the constant pressure), then (8.3) may be 
written as

 V
V
Q

Q
1

1δ = − ∂
∂

⋅δ . (8.4)

The system of (8.2) and (8.4) is statically unstable. For instance, in the case 
of an occasional increase of the cavity area, the fluid flow rate will decrease 
to follow (8.4). Later, the negative flow rate disturbance will cause the time 
derivative increase with versus the volume disturbance (see 8.2). Thus, the 
initial positive cavity volume disturbance yields a positive time derivative 
versus the volume disturbance (i.e., the process aperiodically drifts from its 
initial state).

In real systems there always exists a feed pipeline of a definite length. The 
linearized equation of liquid movement in the pipeline is

 P P K
d Q

dt
K Qe in 1

1
2 1δ − δ = δ + δ , (8.5)

where the first term of the right-hand part takes the disturbance due to fluid 
flow inertia into account, while friction losses are taken into account by the 
second term,

 K1 = ρL H/A, K2 = 2(Pe – Pin)/Q1,

where A is the channel flow area, and Pe is the feed tank pressure that will 
henceforth be assumed constant (δPe = 0).

The connection between the cavity pressure disturbance and the cav-
ity volume perturbation (8.3) and the connection between the latter and 
the flow rate disturbance (8.2) and the dependence of the volumetric flow 
rate on the pressure disturbance in the cavity area (8.5) form an oscillatory 
system:

 (8.3) (8.2) (8.5)

 δPin → δV → δQ1 → δPin.
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299Some Cases of Flow Instability in Pipelines

The omitting of the dependence of the cavity volume on the fluid flow 
rate (the second term in the left-hand part of Equation 8.2) and the neglect of 
 friction in the feed pipeline yield a neutral oscillatory system described by 
three simple equations:

 V
V
P

Pinδ = − ∂
∂

⋅δ ,

 
d V
dt

Q1
δ = −δ ,

 P K
d Q

dt
,in 1

1−δ = δ
 (8.6)

or by one equation of the form

 M
d W

dt
A
V
P

W 0
2

1
2

2

1
δ +

∂
∂

δ = , (8.7)

with the oscillation frequency of

 H
V

dPLω = ρ ∂
.

It is taken into account that δQ1 = AδW1. (W1 is the fluid velocity in the 
feed pipeline.) M = ρLHA is the mass of the fluid participating in oscillations.

Thus, we have an oscillatory system presented by a fluid flow in a tube with 
the length H, “resting” on an elastic steam–gas cavity with the  volume V. 
A weight with the mass M, supported by a spring with linear rigidity of 

A
dV
dP

2  may be suggested as a mechanical analog of the oscillatory system 

described by (8.7).
The block diagram of the oscillatory system described by (8.6) is shown in 

Figure 8.8. The transfer functions corresponding to (8.6) are

 V
V
P

P ,inδ = ∂
∂

δ� �

 s V Q ,1δ = −δ�

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
17

 0
8 

M
ar

ch
 2

01
6 



300 Coolant Flow Instabilities in Power Equipment

and

 δ δ� �P K s Qin = − 1 1.

In this case, the sign “~” denotes the Laplace transform at zero initial 
conditions.

With the inclusion of friction into the preceding system (the second term 
of the right-hand parts of Equation 8.5), a system with time-decaying oscil-
lations is obtained; when the dependence of the cavity volume on flow rate 
(the last term of Equation 8.3) is introduced, a system with the oscillations’ 
amplitudes increasing with time may be obtained.

In the general case, (8.7) will look like

 
d Q

dt
K
K

V Q
K V P

d Q
dt V P K

Q
1

0
2

1
2

2

1

1

1

1

1
1

δ + −
∂ ∂

∂ ∂








 ⋅ δ +

∂ ∂
⋅δ =  (8.8)

and the stability condition will be written as

 P P
Q

V Q
V P

2 e in

1

1( )− >
∂ ∂
∂ ∂

. (8.9)

The increased hydraulic loss in the feed pipeline stabilizes the process, 
while the increased length of the feed pipeline destabilizes the process.

The block diagram of the oscillatory system described by (8.2), (8.3), and 
(8.5) is depicted in Figure 8.9. The inner loop is in fact a pump with a cavity 
and without the feed pipeline.

Let us first consider a purely oscillatory system (∂V/∂Q1 = 0; K2 = 0). With 
the random rise of fluid velocity before the pump, the volume of the steam–
gas cavity decreases and the kinetic energy of the disturbed fluid flow in 

– ∂V
∂Pin

δPin
~

δV~

δQ1
~

–s

–K1s

FIGURE 8.8
Block diagram of the oscillatory system according to (8.6).
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301Some Cases of Flow Instability in Pipelines

the tube transforms into the potential energy of cavity compression. The 
cavity pressure reaches the maximum and the flow velocity disturbance 
becomes zero. Then, the back transition occurs: The cavity expands, its 
 potential energy transforms into the kinetic energy, and the negative  velocity 
 disturbance increases. When the potential energy of cavity compression has 
transformed into the kinetic energy of the flow disturbed motion (the flow 
velocity is under the maximum negative disturbance), the flow inertia exhib-
its itself by extending the cavity. The kinetic energy of the flow disturbed 
motion  transforms into the potential energy of the extended cavity, etc.

The dependence of the cavity volume on the inlet flow rate of the working 
medium swings the oscillatory system, since the volume compression (due 
to the increased flow rate) causes a greater flow rate; each volume expansion 
(resulting from a reduced flow rate) leads to a still larger flow rate reduction. 
Evidently, the friction pressure drop across the feed pipeline leads to the 
flow kinetic energy loss and eventually to system stabilization.

The previously described mechanism of CSO initiation in  screw- centrifugal 
pumps reflects the basic aspects only. A comprehensive analysis of this 
phenomenon is presented in Pelipenko, Zadontsev, and Natanzon [151]. 
Some results of experimental investigations of CSO from these authors are 
 considered next.

The screw design parameters substantially influence the CSO  frequency. 
An increased screw adjustment angle causes a reduction in the CSO  frequency. 
In the considered case, the increased β promotes the cavity  volume increase. 
With the increasing screw outer diameter and the  decreasing number of 
screw starts, the oscillation frequency was found to decrease.

The results of experiments involving the screw-centrifugal pumps with 
two-start screws of constant pitch (h) are as follows [151]:

 Pump no. 1: Dou = 0.12 m; din = 0.063 m; h = 0.054 m; τ0 = 0.43; γ0 = 4°31′

 Pump no. 2: Dou = 0.56 m; din = 0.028 m; h = 0.0252 m; τ0 = 0.54; γ0 = 3°56′

∂V
∂Pin

∂V
∂Q1

–

δPin
~

δV~

δQ1
~

–s+

–K1s – K2

FIGURE 8.9
Block diagram of the oscillatory system according to (8.2), (8.3), and (8.5).
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302 Coolant Flow Instabilities in Power Equipment

Figures 8.10 and 8.11 [153] present the experimental stability  boundaries 
for a screw-centrifugal pump in the Pin – (n/n0) plane of parameters, 
 respectively, for two values of τ(0.54 and 0.27), where τ is the so-called flow 
coefficient equal to the ratio between the current flow rate and at which 
the angle of incidence at hitting the screw equals zero. For the axial screw 
 primary pumps with constant pitch, the flow coefficient is determined in the 
form of Chebaievsky and Petrov [154] as follows:

 Q
h D d n

4

ou in
2 2 )(τ =

π − ⋅
.

It follows from these authors [154] for the considered pumps that with 
τ < 0.5 before the screw, reverse currents initiate stepwise at τ of about 0.5 and 
immediately occupy over half of the feed pipeline section area. In the case of 
strong reverse currents, the cavity forms not only in the interscrew passage, 
but also before the screw. In Figures 8.10 and 8.11, clear circles denote the 
stable and dark circles denote the self-oscillating regime of pump operation.

From the presented experimental data it follows that the self-oscillations’ 
region expands with decrease in the flow rate. At τ = 0.27, fluctuations are 
observed up to the cavitation stall [151].

The stability region for pump no. 1 in the (Q/Q0) – Pin coordinates is shown 
in Figure 8.12. The stability region narrows as the flow rate increases. In this 
case, no cavitation occurs on the centrifugal wheel of the pump.

0.6
0.1

0.2

0.3

0.4

0.8 1.0
n/n0

P i
n, 

M
Pa

FIGURE 8.10
Experimental stability region boundaries of the screw-centrifugal pump–pipeline  system in the 
(n/n0 – Pin) parameters’ plane for pump no. 1 with τ = 0.54. ○: stable regime; ●: unstable regime.
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303Some Cases of Flow Instability in Pipelines

In the case when cavitation occurs on the screw and centrifugal wheel, 
the stability region looks quite different (Figure  8.13). In pump no. 2, the 
 centrifugal wheel operates at the nominal flow rate with partial  cavitation. 
The instability region first decreases with the increasing flow rate, and 
then it starts to expand due to the appearance of cavitation cavities on the 
 centrifugal wheel. The increased pressure before the centrifugal wheel due 
to the variable pitch screw (cavitation on the centrifugal wheel is  eliminated) 
 radically changes the instability region location in the (Q/Q0) – Pin  coordinates 
(Figure 8.14).

The blade angle has a significant effect on stable operation of the pump–
feed pipeline system. For instance, when β is reduced from 8°10′ down to 
6°52′, the self-oscillations’ region decreases substantially (Figure 8.12) both 
with respect to inlet pressure and inlet flow rate. In the case of centrifugal 
wheel operation in the partial cavitation regime, decreasing β may desta-
bilize the system. A decrease of the screw outer diameter from 0.12 to 
0.11 m stabilizes pump operation essentially. This result, like the previ-
ous one, is valid for the case when the centrifugal wheel operates without 
cavitation.

The experiments with pump no. 2 without the primary screw showed 
[151] that the self-oscillations’ region in the system with a centrifugal pump 
shifts toward larger values of pump inlet pressure, and that the maximum 
inlet pressure peak-to-peak fluctuations increase almost over two times 
even with no screw; the maximums are shifted toward larger average inlet 
pressures. The installation of a primary screw before the centrifugal pump 

0.6
0.1

0.2

0.3

0.4

0.8 1.0
n/n0

P i
n, 

M
Pa

FIGURE 8.11
Experimental stability region boundary of the system in the (n/n0) – Pin parameters’ plane for 
pump no. 2 with τ = 0.27. ○: stable regime; ●: unstable regime.
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304 Coolant Flow Instabilities in Power Equipment
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FIGURE 8.12
Experimental stability regions boundary of the system in the (Q/Q0) – Pin parameters plane for 
pump no. 1 with the blade angles β = 8°10′ (solid lines) and β = 6°25′ (dashed lines); ▵ and ○: 
stable regimes; ▴ and ●: unstable regimes.
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FIGURE 8.13
Experimental stability region boundaries of the system in the (Q/Q0) – Pin parameters plane for 
pump no. 2 with the blade angle β = 8°09′. ○: stable regime; ●: unstable regime.
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305Some Cases of Flow Instability in Pipelines

substantially stabilizes the system in question with respect to the cavitation 
self-oscillations and shifts the self-oscillations’ region toward lower inlet 
pressures.

8.2 Instability of Condensate Line-Deaerator System

Presently, both nuclear and thermal generation employ deaerators of two 
types, schematics of which are shown in Figures 8.15 and 8.16.

Figure  8.15 illustrates schematics of a direct-contact jet-type deaera-
tor designed at CKTI [155]. The condensate is fed via nozzles (1 and 14) to 
a mixer (2) and, through the holes in the neck, is drained to a perforated 
tray (4). The condensate jets are crossed by the steam flow and are heated up 
by the condensing steam. From the water overflow, the plate (5) condensate 
is drained to the bubbler via a segment-shaped hole (13). The bubbler where 
final deaeration takes place is made of a perforated plate (6), steam relief 
pipes (12), and drain pipes (7). The heating steam is supplied via a tube (10). 
At the maximum load, tubes (12) are also used to let the steam pass through. 
A sump (11) is connected to the perforated sheet, thus forming the hydraulic 
lock. The deaerated water is drained into a deaeration tank (8) via its neck 
(9). The gases with noncondensed steam are removed through a nozzle (15).

The basic diagram of the Ural VTI-designed deaerator is shown in 
Figure 8.16 [156].

The main difference of the design is in the use of the steam control valve 
(SCV). This substantially reduces hydraulic friction between the lower and 

0.4 0.60
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0.3

0.8 1.0
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FIGURE 8.14
Experimental stability region boundaries of the system in the (Q/Q0) – Pin parameters plane for 
pump no. 2 with the variable pitch screw. ○: stable regime; ●: unstable regime.
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FIGURE 8.15
Basic diagram of the CKTI deaerating column. See description in text.

2

1

3

4

75

6

GL

GCV

P1

P2

FIGURE 8.16
Basic diagram of the URAL VTI deaerating column. 1: Water supply; 2: water distributor; 
3: flash steam outlet; 4: relief valve; 5: bubbler; 6: water drain; 7: steam supply.
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307Some Cases of Flow Instability in Pipelines

upper steam spaces under the increasing steam load in the deaerator  column, 
as compared to the other design.

There are certain conditions where deaerators operate unstably. It is 
 manifested in periodic water hammers in deaerators causing strong 
 vibration there and of the associated pipelines. In time, unstable operation 
of  deaerators may lead to misarrangement and impaired integrity of column 
components [157,158].

The mechanism of initiation of deaerator unstable operation may be 
 represented as follows [157]. An accidental increase in condensate flow rate 
(Gcon) may cause fluid temperature decrease in the jet compartment and 
increased jet velocity (Figure 8.15). The latter will cause steam  condensation 
in the space above the water overflow plate and hence a steam pressure 
decrease. The moving pressure drop in the condensate line increases, 
thereby  increasing condensate flow rate. The decreased pressure in the 
 column upper portion induces steam flow rise from below via the bubbler. If 
the same  pressure drop P2 (see Figure 8.15) will cause a larger disturbance of 
steam flow rate via the bubbler and steam relief tubes than disturbance of the 
flow rate of steam used for jet condensation (with the increased condensate 
flow rate), then deaeration will be stable. If, on the contrary, the disturbance 
of the flow rate of steam used for condensation will exceed that of steam 
input to the column upper portion via the bubbler and steam relief tubes, 
the pressure will keep decreasing. It follows from this that the increased 
friction in the condensate feed pipeline stabilizes deaeration, while the 
increased friction in the bubbler and steam tubes of the heating steam feed 
line  destabilizes it.

Thus, the initial increase in the condensate flow rate under certain 
 conditions causes further increase in the condensate flow rate and the 
 process proceeds in an avalanche-like manner, flooding the water overflow 
and later the perforated plates. Because of the P2 pressure drop, the pressure 
drop across the bubbler grows and stops operation of the downspout; the 
 pressure drop across the bubbler exceeds the hydrostatic pressure of cup 
liquid in the downspout.

The two-phase layer height on the perforate plate keeps increasing and at 
some point its pressure becomes bigger than the pressure drop across the 
bubbler. The cold water drop occurs (the flow rate was above the nominal 
one). The pressure under the perforated plate drops. The steam makeup 
increases due to self-evaporation of the fluid in the deaerator tank and the 
increased heating steam makeup (the pressure drop across the steam line 
has increased), and so on.

The described process of static instability development later leads to 
 variable force impacts on the water overflow and perforated plates in the 
first place. Aperiodic deviation of P2 from its nominal value develops less 
 intensively at P1 = const. and more intensively at P1 ≠ const. The steam makeup 
will be stabilizing the pressure in the column lower portion (the more there 
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308 Coolant Flow Instabilities in Power Equipment

is, the smaller is the friction in the steam line) and, due to water evaporation, 
in the dearation tank.

During startups, the water in the tank is subcooled down Ts and the  column 
vibrations are stronger than during the nominal operation.

A random condensate flow rate decrease causes an increase in P2 (steam 
condensation decreases), and with low friction across the condensate line, 
the process will at first develop aperiodically toward lower condensate flow 
rate and higher pressure in the column upper portion. Later, the process 
will be governed by nonlinear relations between the heat and mass transfer 
in the deaerator and its hydraulic parameters. We shall concentrate on the 
 initial phase of instability initiation only.

The mechanism of static instability initiation in bubbler columns of the 
Ural VTI-designed deaerator (Figure 8.16) is determined by the same causes 
as in the case with the previously considered design. The Ural VTI-designed 
columns operate more stably, and the reason is as follows.

First, hydraulic resistance in the steam bubbler of the Ural VTI design is 
less than that in the CKTI case [155,156], which is due to the use of the SCV 
in the former design.

Second, the SCV accumulates a great volume of water, which functions as 
a thermal damper (see Figure 8.16). The jet water temperature drops with 
the increasing condensed water flow rate. This temperature reduction is 
smoothed in the SCV and reaches the perforated plate with a delay. Therefore, 
at every time moment with the aperiodic rise of the condensed water flow 
rate, the steam input to the column upper portion via the perforated plate 
will be greater, the larger the SCV capacity is, since steam condensation in 
the bubbler will be lower. Thus, the steam flow rate for condensation in jets 
will increase greatly without the SCV and at a higher water flow rate, and the 
steam input via the bubbler will reduce even more. This will result in a more 
intense pressure drop in the column upper portion. If the SCV is available, 
the steam input via the bubbler will be larger as compared to the previous 
case and the pressure drop will be less intense.

A simplified mathematical model of the considered static instability for 
small relative parameter deviations may be constructed (neglecting inertia 
of heat and mass transfer processes) as is shown later.

The equation for the condensate line from the constant pressure feed point 
up to the deaerator column inlet is written as

 P P P G
H
A

dG
dt

( )f con
con

1 2− = ∆ +

or, for the disturbed state,

 P P
d P G

dG
G

H
A

d G
dt

( )f con

con
con

con
1 2δ − δ =

∆
δ + δ , (8.10)
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309Some Cases of Flow Instability in Pipelines

where ΔPf(Gcon) are the pressure losses due to the line and local hydraulic 
resistances, H is the line length, A is the condensate line flow passage, and 
Gcon is the condensate mass flow rate.

The first and second terms in the right-hand part of (8.10) describe the 
 disturbance of hydraulic losses and of fluid flow inertia, respectively.

In the context of the considered instability development, the pressure 
change under the bubbler is of secondary importance. Further, P1 will be 
regarded as constant.

The rate of steam mass change in the column upper portion is  determined 
by the difference in the flow rate of steam that passed through the  bubbler 
and SCV (GBc), on the one hand, and the flow rate of steam condensing 
in jets (CGc) and the vent steam flow rate (Gev), on the other hand. This 
 relation is written as the equation of steam mass balance in the column 
upper portion:

 
d V P

dt
G G G

( )G
Bc Gc ev

2[ ]ρ
= − −

or, for the disturbances near the steady-state conditions (δGev ≈ 0),

 
d
dP

V
d P
dt

G GG
Bc Gc

2ρ ⋅ δ = δ − δ , (8.11)

where V is the steam volume above the bubbler.
The steam flow rate via the bubbler and the SCV to the column upper 

steam space depends on the water temperature in the bubbler and in the 
SCV, water flow rate from the jet compartment, and also the P2 pressure. 
Approximately, let us assume that the water temperature is defined by the 
water flow rate only. It is also assumed that the time constant of the processes 
in the bubbler and the SCV is small and the processes are described by the 
quasisteady relation

 GBc = GBc (Gcon, P2).

In a similar way, the relation for the flow rate of steam used for jet heating is

 GGc = GGc (Gcon).

For disturbances, it will be

 G
G
G

G
G
P

PBc
Bc

con
con

Bc

2
2δ = ∂

∂
δ + ∂

∂
δ  (8.12)
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310 Coolant Flow Instabilities in Power Equipment

 G
dG
dG

GGc
Gc

con
conδ = δ  (8.13)

In (8.10)–(8.13), the coefficients applied before the disturbances are written 
for the steady-state conditions.

The second term in the right-hand part of (8.12) accounts for the change 
of GBc due to pressure drop variation across the bubbler with constant P1. 
From(8.10)–(8.13), the equation for the condensate flow rate disturbance with 
δPL.del = 0 is written as

 δ + δ + δ =d G
dt

d G
dt

Ga a a 0con con
con1

2

2 2 3 , (8.14)

where

 a a1
2

2
2

= = −V
H
A

d
dP

d
dP

V
d P
dG

H
A

dG
d

G G f

con

Bcρ ρ
;

∆
PP2

;

 =
∆ ∂

∂
− ∂

∂
− ∂

∂
d P
dG

G
P

G
G

G
G

a f

con

Bc Gc

con

Bc

con
3

2
.

A necessary and sufficient condition for stability of the solution of the 
 linear differential equation with the second-order constant coefficients is 
that the coefficients shall be positive. In this case, the stability condition 
(static stability) is

 a3 >0. (8.15)

In the steady-state conditions, δGBc ≈ δGGc. By equalizing the right-hand 
parts of (8.12) and (8.13), we obtain the dependence of pressure variation in 
the deaerator head upper portion on the water flow rate:

 
dP

dG G P
G
G

G
G

1

con Bc

Bc

con

Gc

con

2

2
=

∂ ∂
− ∂

∂
+ ∂

∂






.

It follows from this that

 a3
2

2= ∂
∂

⋅ +





G
P

d P
dG

dP
dG

Bc f

con con

∆
,

and condition (8.15) becomes

 d P
dG

dP
dG

0f

con con

2∆
+ > . (8.16)
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311Some Cases of Flow Instability in Pipelines

The relation of the (8.16) kind from Nesterov [157] should be regarded as a 
postulated condition.

From the last inequality it follows that within the framework of the 
 simplified model for the column stable operation, an increase/decrease of 
condensate water flow rate causes a greater increase/decrease of pressure 
loss across the fluid line than the pressure drop/rise in the column because 
of the subsequent increasing steam condensation and GBc variation.

Stability condition (8.15) may be obtained by considering an analog of the 
hydraulic characteristic used in the analysis of the steam generator static 
instability. The hydraulic characteristic of the condensate line in Figure 8.17 
is shown as a parabolic curve

 PL.del – P2f = ΔPf(Gcon).

The condensate line connects the point of condensate distribution under 
constant pressure with the upper steam space of the deaerator column with 
the pressure P2. Let us call the pressure drop (PL.del – P2) = ΔPP the available 
or driving pressure drop.

In the case of a steam-generating tube, the available pressure drop 
across the headers is regarded as independent from the flow rate in a 
single steam-generating tube (see Chapter 1). In the case in question, the 
(PL.del – P2) difference depends on the condensate flow rate value, since a 
change of Gcon causes a change in GBc and GGc and finally leads to a change 
in pressure P2.

In the situation presented in Figure 8.17, two steady-state regimes with flow 
rates G1con and G2con are possible. ΔPf = ΔPP in points “a” and “b,” and P2f = P2.

The flow rate Glcon corresponds to the unstable regime, while G2con 
 corresponds to the stable one.

∆P

GconG2con

PL.del – P2 = ∆Pp

PL.del – P2f = ∆Pf

G1con0

a

b

FIGURE 8.17
Thermal-hydraulic characteristic curves of a bubbling column.
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312 Coolant Flow Instabilities in Power Equipment

Indeed, with a random increase of G1con up to G′1con, the pressure drop due 
to hydraulic losses across the condensate supply line will increase less than 
the rise in the available pressure drop. This will lead to further increase in 
the condensate flow rate and to the aperiodic drift of the regime from the 
“a” point. With the flow rate increase from G2con up to G′2con, the pressure 
drop across the condensate line due to hydraulic losses becomes greater than 
the available (driving) pressure drop, and the condensate flow rate will be 
forced to acquire the previous value. Similar reasoning can be made with the 
 initially decreased G1con and G2con.

At points “a” and “b,” respectively, we have

 
∆

< ∆ ∆
> ∆d P

dG
d P
dG

d P
dG

d P
dG

,f

con

P

con

f

con

P

con
,

or, considering that ΔPf = PL.del – P2f, ΔPP = PL.del – P2, PL.del = const., the 
 equations may be rewritten as

 
d P
dG

dP
dG

dP
dG

dP
dG

,f

con con

f

con con

2 2 2 2∆
> < .

The two deaerator tank columns may be considered as two  systems 
 connected in parallel. The point of these systems’ connection (see Figure 8.18) 
is the condensate line branch point A and the steam space under the  bubbler. 
If a plant employs two or more deaerators, they may be considered as the 
systems connected in parallel and incorporating the previously mentioned 
 subsystems. In this case, the connection points of deaerators as parallel 
 systems are the branch points of the condensate lines B and steam lines C.

steam

water

A
B

C

FIGURE 8.18
Schematic of connection of two deaerators.
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313Some Cases of Flow Instability in Pipelines

Similarly to the multichannel steam generators, the following types of 
static instabilities are possible in the case with identical parallel deaerators:

 1. The intercolumn instability: there is no deviation of flow param-
eters from the steady-state values above point A, while in the col-
umns of one deaerator and in respective condensate feed pipelines 
 deviations of flow parameters are in antiphase; dynamically, deaera-
tors are not interconnected; the pressure at point A remains constant 
as the  column instability develops.

 2. The interdeaerator instability: deviation of flow parameters from 
the steady-state values in the columns of one deaerator are in phase, 
while in columns of two parallel deaerators they are in antiphase; 
there are no disturbances of flow parameters above points B and C.

The pressure values at B and C points remain constant as the instability 
in deaerators develops. The intercolumn and interdeaerator instabilities may 
coexist.

The foregoing is valid for small disturbances of flow parameters when the 
processes involved are described by linear equations.

When parameters in deaerators and supply lines sufficiently deviate from 
their steady-state values, the suggested classification of instabilities will not 
hold true. The disturbances of parameters will penetrate the system-wide 
lines.

The unit operation under the sliding pressure may cause initiation of 
 undesirable deaerator fluctuations under certain conditions. Figure  8.19 
 illustrates fluctuations of the weight level and of the total resistance across 
the bubbler at the variation of the flow rate of steam coming into the  deaerator 
after the load on the unit has been shed [159]. Periodic level surges may be 
explained by the drain device periodic failure.

0

200

400

600

800

1000

∆P
, H

, m
m
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60 600 20

FIGURE 8.19
Time history of the weight level and total resistance in the bubbler. Dark circles: water weight 
level; clear circles: pressure drop.
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314 Coolant Flow Instabilities in Power Equipment

With a smooth reduction of the load on the unit, the bleed pressure drops, 
as does the pressure in the deaerator tank. The water in the latter starts 
 boiling and the P1 – P2 pressure drop increases (see Figure 8.16) because of the 
decreased steam density. The faster the power (deaerator pressure) decrease 
is, the faster is the pressure drop increase. As soon as P1 – P2 becomes larger 
than the fluid column weight in the drain device, the drain terminates and 
the fluid column height above the perforated plate increases. Then the fluid 
break through the perforated plate and a decrease of the P1 – P2 pressure drop 
occur. The drain device resumes its work and the column begins  operating 
normally. Due to the further unit power reduction, deaerator pressure drop, 
and steam flow rate rise, the process repeats.

8.3 Vibration of Pipelines with Two-Phase Adiabatic Flows

8.3.1  Examples of Vibration of Industrial 
Pipelines with Two-Phase Flows

Vibration of two-phase incipient boiling flows at nuclear power plants (NPPs) 
and thermal power plants (TPPs) has turned into a serious problem that in 
some cases complicates operation of the equipment. The problems mainly 
applies to auxiliary pipes such as blowdown pipes (for continuous and 
 periodical blows), starting pipes used for the condensed steam removal from 
steam pipelines during the power plant startup, and drain pipes, including 
bleed pipes and condensate transfer lines of steam separator-superheaters 
(SSHs) and high-pressure heaters (HPHs). In the following, some cases of 
vibration in such pipes are illustrated.

The starting lines used for collecting the steam–water mixture from the 
live steam lines to the condenser have a diameter of 200–500 mm and an 
operating pressure of 2.0–2.5 MPa. Significant vibration is a serious  problem 
in pipes’ operation that quite often leads to their failure. As an example, 
the experience of operating the starting pipes of the 800 MW unit of the 
Slavyanskaya Thermal Power Plant [160] may be offered. The pipeline layout 
is shown in Figure 8.20.

Vibrations in all sections of the pipeline were characterized by relatively 
low frequency (3–5 Hz) and large amplitudes (up to 250 mm). The authors 
of reference 160 share an opinion that the appearance of large amplitudes 
was induced by the insufficient fastening of pipes, which had been mounted 
on spring hangers with flights of up to 9–10 m and a limited number of 
 stationary supports. For instance, there was not a single fixed support along 
a 60 m  section from the built-in separators up to the external expander, while 
the 70 m long section from the external expander up to the condensate drain 
header was equipped with spring hangers only. The additionally installed 
braces (point A) did not improve the situation. The continuous vibration 
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315Some Cases of Flow Instability in Pipelines

led to the appearance of cracks in the section past the drain expander in a 
T-piece (point T) connecting the 426 and 273 mm diameter pipes. To  eliminate 
dangerous vibrations of the drain pipes, an antivibration friction support 
designed for damping oscillatory energy in pipelines by friction forces in the 
support was suggested [161]. The test results showed that the installation of 
supports in B points substantially reduced the vibration level.

According to the ORGRES Co., the main causes of vibrations of the  pipelines 
of such type have not been established yet, though the tube bend reactive 
forces originating at large velocities of the two-phase flows (45–130  m/s) 
are presumed to be the probable source. The failures of starting pipes were 
reported at other power stations, NPPs included.

In this case, according to the experience, vibration may cause pipe failure 
due to superposition of other factors: increased static pressure and erosion of 
pipe inner surfaces. So, at a 300 MW unit with starting of one of the boilers, 
the starting pipe designed for discharge of the steam–water mixture from 
the live steam pipe to turbine condenser broke [162]. As a result of inspection, 

From build-in
separators

B

Outer
expander

Ø237×8

Ø237×8

In turbine
condensator

Condensate
disposal collector

A

From build-in
separators

B
250B

250

B
250

B
250

B

B

B

FIGURE 8.20
Basic diagram of the startup pipeline of the 800 MW unit at the Slavyanskaya thermal power 
plant. X: fixed support; : movable support (spring suspension); : vibration damper.
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316 Coolant Flow Instabilities in Power Equipment

the direct cause was found to be sharp rise of vibrations at fivefold operating 
pressure rise.

Vibrations associated with the steam–water mixture flow occur in steam 
lines and pipes of pressure-regulating and cooling installations and fast-
operating pressure-regulating and cooling installations with the absence of 
adequate steam condensate drain [163,164]. Most frequently, water  hammers 
are observed at the startup of the equipment, when large amounts of 
 condensate accumulate in cold equipment and pipes.

It should be noted that condensate formation can also occur in a fully heated 
isolated steam pipeline. For instance, when using the saturated steam heated 
up to 180°C at the ambient temperature of 30°C, the amount of  condensate 
that forms in the adequately isolated steam pipeline is 0.5–1 kg/(h·m2) [164]. 
This rate of condensate formation is sufficient for the liquid to accumulate 
periodically in the pipeline at the vertical upflow section lower point and thus 
create conditions for recurrent water hammers. The amount of  condensate 
that forms in a nonisolated saturated steam pipeline (e.g., a steam extraction 
line or a process drain line) is shown in Figure 8.21 [165].

Condensate accumulation in a pipeline in the case of a sudden opening 
of the steam valve causes closing of the pipe section by condensate, which 
is equal to the instantaneous valve closing. Though the magnitude of water 
hammers occurring in steam is generally considered negligible due to steam 
compressibility, estimates indicate that at steam velocity of 80 m/s and pipe 
parameters of P = 14 MPa, T = 550°C, the force of the water hammer is 15% 
of the nominal pressure [163]. Therefore, in the case of inadequate  drainage 
of the steam pipelines and discharge pipes, and with the presence of upflow 
 sections in the pipeline, all conditions exist for the recurrent pipeline 
 flooding accompanied by pressure fluctuations and acceleration of the liquid 
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FIGURE 8.21
Saturated steam heat loss and condensate formation in the noninsulated steam line at 20°C 
ambient air.
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317Some Cases of Flow Instability in Pipelines

plug up to the velocities close to those of steam. Quite often, such a “liquid 
hammer” is the very cause of pipe rupture, flange opening, and damage of 
pipeline fixtures [164].

Most frequently, vibrations of pipelines are observed in the systems of 
either gravity or cascade (in terms of pressure) condensate drainage. Flow 
fluctuations may appear in such pipelines with the slug motion of the steam–
water mixture with the characteristic fluctuation of the flow  parameters 
(pressure, flow rate) near their nominal values. Fluctuations during the 
 gravity condensate drainage from one tank to another with periodic reversal 
of the circulation, which had been observed in General Electric designs, may 
be suggested as examples [166]. In this case, the boiling up of condensate 
in drain pipes (Figure 8.22) promoted formation of steam “cavities,” which, 
in presence of the steam equalizing line, create conditions for circulation 
 reversal in the drain pipe.

Recently, the problem of ensuring vibration-free operation of process 
 condensate removal lines from SSHs and HPHs to the deaerator or  drainage 
expander has become more urgent at NPPs. The pipes are 100–400 mm  diameter 
and conduct the flashing condensate at the initial pressure of 2.0–6.5 MPa. 
According to experimental data [160,167], the pipelines are exposed to strong 
vibrations reaching at some plants the peak-to-peak  values of 250–500 mm. 
A specific feature of the considered pipes is the presence of sections with pre-
dominantly vertical-upward flow and the resulting gravity pressure drop, 
causing condensate flashing even in the case of negligible friction pressure 
losses and flow acceleration. Investigations carried out by a number of authors 
[167–169] have yielded vibration characteristics of such pipelines.

An investigation of pipe strength characteristics in the case of  superposition of 
random flow-generated disturbances has been described [168]. Measurements 
made on the U-shaped section of the condensate pipeline similar to that in 
Figure 8.23(a) allowed construction of the  relative dispersion spectra of vibra-
tory displacements, from which the fluctuation fundamental harmonic with a 
frequency of about 5 Hz and the largest amplitude of vibration displacements 
has been determined. Other  harmonics were observed at frequencies close to 

Drain
tank

Compensating
vapour line

Separator

Drain
line

FIGURE 8.22
Cascade drain of flashing condensate.
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318 Coolant Flow Instabilities in Power Equipment

multiples of the fundamental harmonic (12.4, 16.4, 23.7 Hz). Investigations of 
dynamic strain in the pipe metal showed the maximum value of 12.7 MPa at 
12.4 Hz. Thus, the disturbing effect of the flow is of a continuous nature and 
represents a range of random  disturbances (i.e., is of the impact type).

The condensate flow inner characteristics have been investigated [169]. Steam 
qualities, flow rate, and pressure at fixed points have been  measured for the 
pipe shown in Figure 8.23(b). For 257 mm diameter, 61 m long pipes operating 
under 0.88 MPa, the inlet pressure variable  component was  approximated by 
a 5.24 Hz harmonic. The amplitudes of forced  fluctuations were measured by 
rapid filming and then these were compared with  predictions made  applying 
a technique suggested by the author. The  experiment showed the quality to 
vary from zero at the inlet up to 0.67 at the outlet of the pipes, and pressure 
fluctuations at points 2 and 3 (in Figure 8.23a) were respectively 0.27 of the 
inlet pressure fluctuations. The model developed in Leschinsky [169], taking 
the boundary condition at the pipe inlet into account showed, in particular, 
that quality fluctuations decrease along the pipeline length due to damping 
of pressure fluctuations.

The essence of investigations on the drainage pipeline shown in 
Figure 8.23(a) was in recording pipeline fluctuation amplitudes at  different 
operating modes using a low-frequency electromagnetic transducer [167]. It 
was revealed that flow-generated disturbances in the pipeline led to pipe-
line “shaking” with subsequent fluctuations damping at frequencies of 
the  fundamental harmonics. An analysis of oscillograms of the  pipeline 

To deaerator
To deaerator

B
A

4
3

2

1

Hot well

High pressure
preheater(b) (a)

FIGURE 8.23
Condensate drainage pipeline diagrams. 1, 2, 3: Pressure gauge locations; 4: spring suspension 
(hanger); A and B: vibration sensor locations.

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
17

 0
8 

M
ar

ch
 2

01
6 



319Some Cases of Flow Instability in Pipelines

 characteristic fluctuations at nominal operation conditions showed that 
the disturbances occur at an infralow frequency of the order of 0.1 Hz and 
 manifest themselves in the pulse action. The damping happened at the 
 natural frequency of the pipeline section in question and was close to 4 Hz.

The investigation has shown that the level height in the hotwell was of 
practically no effect on the pipeline vibration characteristics. Opening of the 
level controller substantially increased the pipeline vibration before and past 
the controller. When the level controller was open from 20% to 80%, the peak-
to-peak amplitude of fluctuations of the HW–deaerator condensate pipeline 
increased five times upstream of the controller and two times  downstream 
from the controller. The peak-to-peak amplitude was found to be 30 and 
18  mm, respectively. This fact allowed the authors to make a conclusion 
about the dynamic origin of the flow-generated disturbances influencing the 
 pipeline, which increase in proportion to the square of the flow rate, which 
in turn depends on the rate of controller opening.

8.3.2 Vibration of Gas–Liquid Pipelines

The physical phenomena in adiabatic flows are to a certain extent simpler 
as compared to the diabatic two-phase flows. Nevertheless, the mechanisms 
of pulsating phenomena initiation in adiabatic two-phase flows are not 
 completely clear. The greater part of work [160,167,172] has been dedicated to 
the reduction of vibrations in pipelines carrying two-phase flows  causing such 
vibrations, and only a few researchers [167,170,171] have addressed the initial 
causes of vibrations. The knowledge of these causes will make it  possible to 
develop effective measures against condensate  pipeline vibrations.

8.3.2.1 Pulsations of the Adiabatic Two-Phase Flow Pressure in Pipelines

Gerliga, Korolev, and Gerliga [170] and Prudovsky and Radionov [171] have 
proved the dynamic nature of the two-phase flow disturbances  influencing 
the pipeline. The oscillograms obtained for steam–water [170] and air–water 
[171] flows are presented in Figures  8.24 and 8.25. The first figure shows 
the dependencies of section variation of the liquid-occupied  pipelines and 
 pressure fluctuations upstream of the orifice plate. The  pipeline  diameter 
was 34 mm and that of the orifice plate was 12.5 mm. The  condensate flow 
rate at the pipeline inlet was constant in time, and flashing was due to the 
pressure drop. The pipeline was located  horizontally and the liquid plug 
boundaries were “fuzzy.” At ρW = 200–900 kg/(m2s), the water hammers 
reached 0.5 MPa and were observed when liquid plugs approached the ori-
fice plate (Figure 8.24). In this case, the pulse load acting upon the plate was 
about 400 N. No water hammers were observed in the absence of slug regime. 
In Prudovsky and Radionov [171], the forces acting on the 90° pipeline bend 
in the case of slug regime were investigated. With 70 mm diameter pipelines, 
the force reached 500 N and acted along the bend radius (Figure 8.25). It may 
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320 Coolant Flow Instabilities in Power Equipment

be expected that with the increasing pipeline diameter (D), these forces will 
be increasing proportionally to D2.

The results of an experiment on determining the relative pressure fluc-
tuations upstream a local resistance provided by the inlet pressure for the 
40 mm diameter, 105 m long pipeline depending on the diameter of the 
outlet orifice plate are shown in Figure 8.26. The maximum of fluctuations 
occurs in the region with the slug-plug regime of the two-phase flow. With 
the decreasing orifice plate diameter, the blockage of the flow area by the 
plate increases, whereas the reduction of the liquid plugs’ average velocity 
causes a decrease in the rate of fluctuations. Thus, for each pipeline there 
exists a definite hydraulic size of the local resistance at which the pressure 
fluctuations’ amplitude reaches its maximum. It is particularly characteristic 
of control valves where the flow area varies with time, passing through the 
region of “critical” sizes. Valve operation under varying conditions leads to a 
situation when the slug-plug regime of the adiabatic condensate flow moves 
along the pipeline acting in a variable manner upon the pipeline sections of 
variable geometry (e.g., branches, T-pieces, diameter changes, bends).

The effect of relative water subcooling on the pressure fluctuations’ 
 amplitude upstream of the plate (D1 = 8 mm) is illustrated in Figure  8.27. 
Relative subcooling (the ratio between the saturation pressure at the inlet 
water temperature and inlet pressure) is plotted on the X-axis and the aver-
age pressure fluctuation amplitudes upstream of the plate on the Y-axis. 

P´(t)

α(t) 0.1 s

0.5 MPa

FIGURE 8.24
Oscillogram of the flashing condensate flow and pressure fluctuations on the orifice plate [170].
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FIGURE 8.25
Force of the two-phase flow acting against the pipeline bend [12].
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FIGURE 8.26
The effect of flow throttling at the pipeline outlet on the relative pressure fluctuations ampli-
tude upstream the orifice plate (Ts = 198°C). Orifice plate diameter (Dt): ○: 32 mm; ▵: 12.5 mm; 
◽: 8 mm; ΔP/PC: ratio between the peak-to-peak pressure fluctuations and static pressure mea-
sured before the orifice plate.
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FIGURE 8.27
The effect of the degree of liquid subcooling on the local water hammer amplitude in the 
 flashing flow. D1 = 8 mm.
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322 Coolant Flow Instabilities in Power Equipment

With Pso/P0 = 0.7, which corresponds to (Ts – Tin) < 19°C, the slug-plug regime 
is absent and pressure fluctuations are insignificant. Evidently, reliable 
fluctuation-free operation of drain pipelines requires condensate depression 
to be determined in each particular case. The results of a detailed experi-
mental investigation of the liquid plug passing through the local resistance 
(straight bend) are given in Korolev [167]. The oscillograms for both air–water 
and steam–water flows (Figure 8.28) showed the presence of four characteris-
tic stages of the gas slug–liquid plug body passage through the local resistance.

The first phase consisted of the gas slug expansion at flowing through the 
local resistance and the associated pressure drop before the local  resistance. 
The nature of the pressure drop is similar to that of the  compressed gas 
 outflow from the confined volume (i.e., obeys a law that is close to the adiabatic 

Pt´

Pt´

0.01 s

1 s

1 s

IV

II

II III

IV

I

I

III

0.05 Mpa

0.05 Mpa

0.5 Mpa

0.5 Mpa

1 s

δPt

δPt

δPe

δPe

δPin

δPin

(b)

(c)

(a)

FIGURE 8.28
Typical oscillograms of pressure fluctuations in the two-phase flow pipeline. (a) Steam–water, 
β = 0.33, wm = 2.4 m/s, P0 = 1.3 MPa; (b) water–air, β = 0.48, wm = 3.0 m/s, P0 = 0.2 MPa; (c) water–
air, β = 0.74; wm = 5.0 m/s, P0 = 0.2 MPa.
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323Some Cases of Flow Instability in Pipelines

expansion law). In the considered case, as in that with the  compressed gas 
 outflow through the local necking, a reactive force applied to the local 
 resistance develops and acts along the pipeline axis in the  direction  opposite 
to the flow. The rate of pressure drop was 0.4–0.5 MPa/s at the  pipeline 
 outlet static pressure of 0.15–0.2 MPa (at the air–water flow test conditions). 
The pressure drop is determined by the flow inertia properties and local 
 resistance  geometry and is commensurate with the difference in pressure 
drops across the local resistance during the liquid flow.

The second phase represented an insignificant pressure rise upstream 
of the local resistance due to closing of the flow area by the skew front of 
the  liquid plug. With a steep front of the gas–liquid interphase, this phase 
is absent, which is the case with vertical pipes. For horizontal tubes with 
increasing gas content, duration of this phase increases.

The third phase is represented by the local water hammer that occurs 
in the liquid plug when it suddenly blocks the flow passage in the local 
 resistance. The magnitude of water hammer depends on the form of the gas–
liquid interphase and design features of the local resistance. Propagation of 
a pressure surge characterizing the water hammer hitting backward along 
the pipeline was not observed (i.e., the water hammer was localized within 
a single liquid plug).

The fourth phase was characterized by damping high-frequency  pressure 
fluctuations upstream of the local resistance, followed by an  insignificant 
pressure rise due to the pressure gradient restoration in the pipeline with 
the liquid plug flowing through the outlet. Duration of this phase was 
 determined by the time it took the liquid to pass through the local resistance.

The preceding cycle was repeated with the next slug-plug flow. The  pressure 
drop that occurred during the first phase propagated in the  counterflow 
direction toward the pipeline inlet, causing pressure fluctuations there and, 
hence, changes in liquid and gas flow rates. The rate of the negative pressure 
disturbance propagation coincided with that of sound velocity in the two-
phase mixture [167]. The previously mentioned feedback may facilitate the 
development of the slug flow to a certain extent.

The basic mechanism of steam slug formation in the adiabatic  flashing 
flows is governed by the bubbles’ growth and coalescence and may 
 approximately be represented as follows. The bubbles moving within the 
liquid flow grow mostly at the expense of liquid evaporation. The difference 
in bubble and liquid velocities depending on the bubble volume (VG) has its 
maximum. For small bubbles, the bubble velocity (WG) is equal to that of the 
liquid (WL). Further, the difference in (WG – WL) velocities increases along 
with the  growing (VG), reaches its maximum, and then starts  decreasing due 
to the increasing resistance in the rear part of the bubble [110] and tube wall 
effect. The bubbles with a reduced velocity grow due to the mass exchange 
with liquid, to the absorption of the higher velocity bubbles  catching up 
with the former ones, and also to steam expansion in the pressure field vary-
ing along the pipeline. The process continues until formation of the steam 
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324 Coolant Flow Instabilities in Power Equipment

slug;  synchronization of the process is ensured by pressure and flow rate 
fluctuations.

The existence of similar causes of vibrations’ initiation in oil and gas 
 pipelines was shown in references 173–175. The investigations have shown 
that pressure fluctuations on the pipeline walls are determined by flow gas 
content and Froude number comparing inertia and gravitational forces in the 
channel. The maximum values of such pressure fluctuations are in the gas 
content region β = 0.6–0.9, which corresponds to the region of slug regime 
and transition from the slug to either annular or dispersed regime [175]. 
The use of data on pressure fluctuations at the wall of a horizontal pipeline 
in a gas–liquid flow [188] and of a map of two-phase flow regimes in the 
 horizontal pipeline [177] makes it possible to compose a map of dynamic loads 
exerted on the pipeline wall by the two-phase flow under different regimes 
(Figure 8.29b). One can see that maximum pressure fluctuations occur in the 
region of slug regimes and the region of transition from the slug to the annu-
lar regime, which is in good agreement with references 171 and 175–177.

Further, if we assume that the flashing condensate in the drainage  pipeline 
is characterized by a quality rise as in Figure 8.29(a), which  corresponds to 
Miropolsky, Shneerova, and Mekler [178] for incipient boiling flows, then, 
having assumed flow parameters to correspond to those of the HW-I  drainage 
stage of the K-500-65/3000 turbine (G = 20 kg/s, P = 2.0 MPa), the A line will 
denote the flashing length [179] for the given pipeline (Figure 8.29b). Since this 
line crosses the lines of equal fluctuation amplitudes of  pressure P, these points 
may be related to the pipeline length. In this case, the B line (Figure 8.29a) 
that indicates the pressure fluctuations at different coordinates of a horizon-
tal pipeline forms. Thus, when draining the flashing condensate in long pipe-
lines at inlet condensate velocities ≤ 6 m/s, there always occurs a transition 
through the slug regime region characterized by strong  pressure fluctuations 
at the inner wall and fluctuations across local resistances  exceeding the latter 
ones by two orders [170]. A similar phenomenon will also take place in verti-
cal pipelines, where the region of slug regime  existence is wider [167].

In the considered case, the main cause of flow parameters’  fluctuation 
in the two-phase flow and pipeline vibration is the dynamic  interaction 
of  liquid plugs and steam slugs with the pipeline components (bends 
and local  resistances). Naturally, the methods of flow stabilization are 
 concentrated on the elimination of the slug-plug flow [167,180]. A device 
capable of  transferring the slug regime into either the annular or annular-
dispersed regime for reducing fluctuations’ amplitude has been suggested 
[167]. The device represents a linear axial screw-type swirler designed for 
the  shockless flow inlet (Figure 8.30). The experiment was conducted with a 
swirler (H/D = 10, the outer diameter equal to the tube inner diameter, the 
exit angle of 45°), installed 2 m downstream of the orifice plate. According to 
Hubbard and Ducler [181], the flow regime identification by a conductivity 
probe has shown that, downstream of the swirler, the flow regime is annular. 
The installation of a swirler has caused a two- to four-times reduction of the 
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325Some Cases of Flow Instability in Pipelines

average level of fluctuations, and the maximum fluctuation amplitudes were 
reduced eight to ten times. In this case, the additional pressure drop induced 
by the screw did not exceed 0.01 MPa. The disadvantage of the method is in 
the finite coverage range that equals H/D = 50–100 of the pipeline [167].

An interesting mechanism of flashing condensate initiation in drain 
 pipelines and a device for fluctuations’ elimination have been suggested 
[182]. It is supposed that with the plug regime downstream from the  orifice 
plate because of the pressure drop below saturation pressure, a sharp  coolant 
flashing occurs, and a pressure surge occurs that later is destroyed when 
passing by the slug through the plate. The process repeats itself with a  certain 
periodicity, causing channel flow fluctuations, deterioration of the HW level 
controller stable operation, and vibration of pipelines. In this case, the main 
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FIGURE 8.29
(a) Quality variation along the pipeline length. (b) Change of flow patterns and pressure 
 fluctuations on the pipeline wall at quality  variation along the pipeline length. WL: liquid 
velocity related to the pipe open section; WG: steam related to the pipe open section velocity.
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326 Coolant Flow Instabilities in Power Equipment

contribution among the disturbances on the part of the flow is made by the 
reactive force varying in magnitude and direction and  originating on the 
 orifice plate in the case of critical blowdown [180]. It is stated by the authors 
that simultaneous initiation of the periodic cavitating collapse of steam 
 bubbles results in considerable wear of pipelines in the surge area.

To eliminate the previously mentioned disadvantages and increase  pipeline 
reliability, it was suggested to install cylindrical channels with sharp edges, 
relative length of H/D = 10–12, and such a diameter  downstream from 
the HW level controller that will ensure the preset flow rate in the  critical 
regime of the flow of flashing liquid. Unfortunately, the information in 
 references 180 and 182 on the mechanism of two-phase flow fluctuations 
was not  supported by experimental verification and comprises a number of 
incorrect statements—in particular on the irreversibility of a homogeneous 
and finely dispersed two-phase flow along the entire length of the pipeline 
downstream from the cylindrical channel. Also, a question remains open 
about the increasing potential of erosion failures due to high-velocity two-
phase dispersed flow as a result of the support orifice plate elimination [162]. 
Because of this, the device proposed by Fisenko, Alferov, and Makukhin 
[180] was not recommended by VTI [183].

8.3.2.2 Transport Delay-Based Instability Mechanism

Under certain conditions in a pipeline with adiabatic flashing water, self-
oscillations may be initiated by the mechanism based on transport delay [185].

Most simply, the mechanism may be illustrated by a dynamically  isolated 
pipeline (the pressure upstream of (Pin) and downstream from (Pe) the 
 pipeline and water enthalpy at the inlet are constant in time. The pressure 
drop is concentrated across the inlet and outlet local resistances.

The water at saturation temperature is fed to the inlet local resistance, flashes 
partly, and then bubbles grow due to mass transfer in the  nonequilibrium 
flow (the pipeline pressure is below that at the inlet and the water in the flow 
is superheated). Let us first assume that the variation of pressure drop across 
the outlet local resistance is defined by steam flow variation.

FIGURE 8.30
External view of the screw swirler with shockless input [167].
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327Some Cases of Flow Instability in Pipelines

When the tube pressure rises randomly (P(t)), the number of bubbles 
formed per unit of time at the inlet local resistance reduces. During the time 
θ required for the bubbles to reach the outlet, the pressure drop across the 
 outlet local resistance reduces. At a constant Pe, it corresponds to the decreased 
P(t + θ). Increasing tube pressure at time moment (t + θ) will increase the flow 
of the bubbles formed at the inlet, which, in time θ, will lead to tube pres-
sure rise since the quality by the moment (t + 2 θ) upstream of the outlet 
local resistance increases, and so on. Thus, the initial variation of tube flow 
parameters in 2 θ repeats (i.e., the considered tube adiabatic flashing flow is 
an oscillatory system with a period of 2 θ).

The increased ΔPin stabilizes while the increased ΔPe destabilizes the 
 oscillatory system. Indeed, the larger the ΔPin is, the less sensitive to the 
 pipeline pressure variation is the variation of the number of formed 
 bubbles. The larger ΔPe is, the larger is the module disturbance due to pipe-
line  pressure when passing of the same module steam flow disturbance 
through the local outlet resistance. In this case, module increase in tube 
pressure  disturbance in time θ causes module increasing of the steam flow 
 disturbance, and so on.

The preceding relationship of flow parameter disturbances may be 
 approximately described by the following system:

 δα(t) = δn(t – θ) · VGe, (8.17)

 n t
n
P

P t( ) ( )δ = ∂
∂

δ , (8.18)

 P t
P

t( ) ( ),eδ = ∂∆
∂α

δα  (8.19)

where the following assumptions were made: The quality disturbance 
upstream of the outlet local resistance (δα(t)) is proportional to the distur-
bance of the number of bubbles formed at the tube inlet δn(t – θ); the breakup 
and coagulation of bubbles are insignificant.

The block diagram corresponding to the system of equations (8.17) and 
(8.19) is

 δP → δn → δα > δP.

The oscillatory system will be stable with a gain factor of the broken chain 
below unity

 V
n
P

P
1.Ge

e⋅ ∂
∂

⋅ ∂∆
∂α

<  (8.20)
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328 Coolant Flow Instabilities in Power Equipment

The tube pressure variation causes liquid flow fluctuations at the inlet 
and of the two-phase mixture at the outlet. If such relations are taken into 
account, the condition of (8.20) will be changed. Considering that the closed 
loop of the internal relations with disturbance α is the major loop, while the 
loop with the flow disturbance is the auxiliary one, it may be supposed that 
the transfer  function between the liquid inlet and two-phase mixture outlet 
disturbances is close to unity. This makes it possible to establish that the sys-
tem under investigation will be stable if the following condition is satisfied:

 
P
a

V
n
P

P
P

1 1.e
Ge

e

in

1
∂∆
∂

∂
∂

⋅ + ∆
∆







<
−

 (8.21)

In Morozov and Grabovich [185], the relation (8.21) is reduced to

 
P
P

x
x

1
1

,e

in

L G

L G

3 2

3 2
( )

( )
∆
∆

<
+ ρ ρ

ρ ρ −
 (8.22)

which has been proved experimentally using the physical model (Figure 8.31). 
The main conclusion from (8.22) and Figure 8.31 is as follows: The increased 
ΔPe and x destabilize while the increased ΔPin stabilizes the process in the 
considered pipeline.

0

2

4

8

6

10

0.01 0.02 0.03 0.04
X

∆P
e/∆

P i
n

FIGURE 8.31
Stability region boundary. x: mass steam quality.
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329Some Cases of Flow Instability in Pipelines

8.3.2.3 Hysteresis of the Hydraulic Discriminant in Pipelines

With definite geometries and flow parameters, the two-phase  adiabatic liquid–
gas flows have ambiguous characteristics. Figure  8.32 shows the hydraulic 
 characteristic curve of a 3.1 m long glass tube with an inner  diameter of 3.18 mm 
and horizontal liquid–gas flow in it [184]. The  experimental results have been 
obtained for three liquid velocity  values reduced to the entire tube section. The 
reduced gas velocity values are plotted along the X-axis. The entire ΔP(WG) 
curve may be divided into three sections. At the first section (small WG values), 
the tube  pressure drop is substantially larger than that across the third section 
(large WG  values). The bubble flow was observed at the first section, while the 
ordered air flow in the form of large bubbles was registered at the third sec-
tion. Obviously, the flow pattern at the third  section is close to the slug one. 
The curve connecting the first and third  sections has a negative slope.

When the tube is completely or partially dynamically isolated from other 
components of the test facility, the static instability in the small originates in it 
(if the initial regime point is located on the dropping section). Further, the lim-
iting cycle of self-oscillations becomes established [184]. Similar  oscillations 
may be expected in power plant pipelines of significantly larger size.
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FIGURE 8.32
Hydraulic characteristic curves of the pressure loss at a change of flow pattern. WL, WG: liquid 
and gas velocities with reference to the total tube cross-section area, respectively.
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330 Coolant Flow Instabilities in Power Equipment

8.3.2.4 Slug and Plug Regimes of the Two-Phase Flow in Pipelines

The two-phase slug and plug regimes are characterized by alternate passing 
of water and steam through the channel fixed section. Taking into account 
this phenomenon, Baldina et al. [116] established the relation between the 
intensity of variation of coolant by weight and development of fluctuations 
in tubes. Here, as a flow stability determining parameter, the quantity, called 
dynamic coefficient of tank, is assumed equal to the ratio between variations 
of coolant by weight and tube inlet flow per unit of time.

More clearly, the properties of slug regime can be seen when  considering 
a support-free pipeline with the two-phase flow. Korolev [167] pres-
ents the results of qualitative investigations indicating that, with the 
gas slug length equal to or larger than the distance between the pipe 
line supports, the observed pipeline vibrations resemble the response to 
pulse  disturbance. At a smaller size of slugs, as compared to supports, the 
 resulting  vibrations may be characterized as whipping. The vibrations of 
such a pipeline increase  substantially in the coincidence of the liquid phase 
 repetition rate and  natural frequency of cross vibrations of the two-phase 
flow pipeline.

8.3.2.5  Oscillatory Processes in the Two-Phase Flow 
in the Externally Controlled Pipelines

The oscillatory process in a two-phase flow may be substantially  complicated 
if the pipeline used for controlling the drain of the flashing flow is provided 
with a control member with play. The development of  fluctuations in a sys-
tem with a single-phase flow may be illustrated by using a tank with no 
level self-equalizing [186,187]. The real level  controller has a dead zone caused 
by clearances between contacts, friction, plays, etc. The  liquid level variation 
within the dead zone (2εH) will not be  accompanied by changing over the 
contacts of the actuator. That is why the control member starts moving to 
initiate closing—not at time τ0, but rather in Δτ0, during which the level var-
ies within the dead zone εH (Figure 8.33). The equality between the flow and 
inflow will be later than with an ideal controller (by Δτ), with resultant level 
deviation from the average  values being larger. The delay in reverse of the 
control member motor will become longer (Δτ0 < Δτ2 < Δτ3 < …) causing level 
fluctuation to increase. The  process becomes divergent and unstable, and the 
deviations of the tank level from the average value Ho will inevitably reach 
 impermissible values.

An analysis of oscillatory processes in the two-phase flow transport  system 
equipped with a controller should take into account both the  processes 
 characterizing the two-phase flow intrinsic properties and characteristics of 
the controller included in the system.

Undoubtedly, other mechanisms of vibration generation that have not been 
covered by the present work exist in pipelines. However, in our opinion, 
the most important and frequently encountered cases have been presented.
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331Some Cases of Flow Instability in Pipelines

8.4 Two-Phase Flow Instabilities and Bubbling

During accident situations, low-velocity and low-pressure natural  circulation 
and steam bubbling through vessels filled with free-surface water may occur 
in the main and auxiliary coolant circuits.

Such flow systems can be hydrodynamically unstable in a certain 
 parametric range. “Geysering” is one of the main types of instability that 
is caused by volume boiling of coolant in adiabatic risers. This type of 
 instability is characterized by a periodic ejection of the two-phase mixture 
from a riser into the upper collector with the free-surface water, followed by 
the riser steam space filling with water.

The results of geyser instability studies have been quite widely reported 
in published sources. In Jiang, Wu, and Zhang [215], experimental stud-
ies of a flow in a long adiabatic riser of a natural circulation loop are 
described. A bundle of electrically heated rods was installed at the bottom 

τ0

∆τ0 ∆τ2

∆τ3∆τ1

Flow rate
2

Supply

3

H0

2ε
H

H1
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H2

τ1 τ2 τ3

1

FIGURE 8.33
Variation of the tank liquid level with the presence of a controller insensitive zone. 1: Time 
 variation of the tank flow rate; 2: time variation of the tank water intake with the ideal 
 controller, 3, 4: time variation of the tank water intake and level with the presence of a  controller 
 insensitive zone; 5: time variation of the tank level (H2) with the ideal controller; 6: the  controller 
 insensitive zone 2 ∈ H0; τ0: the time moment at which a disturbance of the tank water flow rate 
occurs; H0: the controller level set point; Δτ0: the time delay of the  beginning of control  member 
closing; τ2: the time moment at which the ideal controller is switched to  increase the tank 
water inflow; τ3: the time moment at which the ideal controller is switched to decrease the tank 
water inflow; Δτ2, Δτ3: respective delays in operation of the real controller as compared to the 
ideal controller.
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332 Coolant Flow Instabilities in Power Equipment

part of the riser. Geyser-like periodic flow oscillations were observed at low 
inlet  subcooling. The oscillations were caused by rapid volume boiling of 
 superheated water in the adiabatic riser top section.

A similar instability was observed in experiments [216] conducted at an 
experimental facility that modeled the Water-Water Power Reactor (VVER) 
external cooling system  during in-vessel molten corium retention in conditions 
of a severe accident involving core melting. The experimental findings show 
that at low coolant  subcooling at the Reactor Pressure Vessel (RPV) lower head 
inlet, coolant flow remains stable until some boundary value of power removed 
from the vessel is reached. As soon as this boundary value is exceeded, peri-
odic parameter fluctuations occur. As is shown in Jiang et al. [215], this power 
boundary value should be such that the single-phase coolant temperature at 
the heated section outlet should exceed the saturation temperature at the pres-
sure existing at the outlet from the adiabatic riser into the expansion vessel.

Insufficient experimental data are available on an extreme case of such 
 circuit operation when the heated section of the loop is cooled without 
 circulation flow. In this situation, steam generates upstream of the loop riser 
and  bubbles through the water into the expansion vessel. A  similar mode can 
be realized in an NPP safety system comprising a bubbler. Numerical analyses 
[217] demonstrate that, under some boundary  conditions, geyser-generated 
steam bubbling may also occur and resemble flow  pulsation regimes 
observed in natural circulation loops.

To explore the flow instability mechanism in the case of steam bubbling 
through a vertical water-filled pipe to a free-surface tank above,  experimental 
results are presented in Verbitskiy, Efimov, and Migrov [218,219] and a 
 generalized dependence for defining the flow stability boundary is proposed.

The experimental investigations of steam bubbling described in 
Verbitskiy et al. [218,219] have been carried out on a thermophysical  facility, 
a  diagram of which is presented in Figure  8.34. The experimental setup 
includes the following main units: electrical steam generator (1), bubble 
 column (2),  expansion vessel (3), and condenser (4). In the experiments, 
steam pressure upstream of control valves (5) was two times higher than 
that downstream of the valves. This condition ensured critical flow of 
steam through a valve (5) and maintained steam flow rate constant at the 
bubble column inlet during pressure fluctuations in the lower section of 
the column caused by  pulsations during the bubbling process. Pressure 
in the expansion vessel was held constant by controlling steam flow rate at 
the expansion vessel outlet.

The bubble column (2) is made from pipes with the outer diameter of 
89  mm and a 4.5 mm thick wall. Experiments were performed with two 
 columns of different height. Bubble column 1 was made from two tandem 
pipes and had the total height of ~5.63 m from a perforated sheet (6) to an 
expansion vessel bottom (3). Bubble column 2 was made from one pipe with 
a total height of 3.18 m. The expansion vessel was 2.9 m high and 0.44 m3 in 
volume.
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333Some Cases of Flow Instability in Pipelines

The experimental setup was equipped with 40 sensors for automatic 
parameters recording at a sampling frequency of 5–50 Hz (see Figure 8.35). 
The following parameters were measured:

• Temperature (T1), pressure (P1), and steam volume flow (GV) at the 
steam generator outlet

• Coolant temperature (T2, T3) and pressure drop (DP1) upstream of 
the steam-distribution perforated sheet

• Coolant temperature along the column height (T4–T7) and pressure 
drops at selected measurement points (DP2–DP4)

• Coolant temperature along the expansion vessel height (T8–T13), 
relative pressure in the vessel steam space (P2), and pressure drop 
along the entire vessel length (DP5) for measuring the mass level in 
the expansion vessel

The results of experimental investigations [218, 219] are briefly described next.
In this experimental series, two parameters were varied—that is,  pressure 

(P2) in the expansion vessel and steam mass velocity (ρW)G at the working sec-
tion entrance. In each mode, values of these parameters were kept  constant. 
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FIGURE 8.34
Experimental setup.
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334 Coolant Flow Instabilities in Power Equipment

Combinations of (P2, (ρW)G) values were chosen so that steam  bubbling 
could be performed in stable and pulsating regimes for  determining the 
 experimental boundary curve of stability.

Several dozens of experimental regimes were tested on the  experimental 
setup for each bubble column within the following ranges of parameter 
variation: P2 ∈ (100/450) kPa for pressure and (ρW)G ∈ (1.0/3.25) kg/m2c for 
steam mass velocity.
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DP5(5.48; 8.60)

– +

– +
– ++

+–

+

+

–

T13

T12

T11

T10

T9

T8

T6(4.89)

T5(3.89)

T 7(5.48)

TC1

TC2

TC3

+8.60

DP4(3.99;5.48)

DP2(0.36; 2.36)

DP1(–0.17; –0.07)T 2(–0.17)

GV

T1

+0.0

DP3(0.36; 5.48)T 3(–0.16)

P1(–0.30)

T4(1.36)

FIGURE 8.35
Measurement system.
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335Some Cases of Flow Instability in Pipelines

Figures 8.36 and 8.37 offer examples of parameters’ behavior in pulsating 
and stable bubbling regimes. Figure 8.36 demonstrates that the pulsating (or 
geysering) mode is characterized by periodic large-amplitude inharmonious 
low-frequency oscillations of coolant parameters.

The stable bubbling conditions (Figure  8.37) are illustrated by low- 
amplitude, high-frequency chaotic oscillations, which usually occur in 
 discontinuous, two-phase flows.
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FIGURE 8.36
Parameters’ behavior in the geysering mode. P = 190 kPa, steam mass velocity (ρW)G = 2.1 
kg/(m2s), column N1.
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FIGURE 8.37
Parameters’ behavior under stable bubbling conditions. P = 330 kPa, steam mass velocity 
(ρW)G = 7.7 kg/(m2s), column 1.
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336 Coolant Flow Instabilities in Power Equipment

Findings [218,219] demonstrate that under the reported  experimental 
 conditions, the geysering instability was observed within the  expansion 
 vessel pressures ranging from 100 to 450 kPa for column 1, and up to 
250  kPa for column 2. At higher pressures in the expansion vessel, no 
 pulsating regimes were observed within the whole range of inlet steam 
mass  velocities. The difference between expansion vessel pressure ranges, 
within which the pulsating regime of bubbling can occur in columns 1 and 
2, is due to the  difference in columns’ height and, consequently, difference in 
 hydrostatic pressure at the column inlet. The higher the column is, the more 
heat  accumulates in the column bottom part and the more vigorous is the 
self-boiling process in the rising liquid.

Under any instability-inducing pressure from the range defined before, 
the geysering mode with the longest period of duration was observed at 
the  bubble column inlet starting at the lowest steam flow rate realized in the 
experimental setup. With the increasing steam flow rate, the oscillation 
period kept decreasing until a certain limit was reached, at which the geyser-
like regime was replaced with the stable one. An increased steam flow rate 
induced slug bubbling that caused transition to the stabilized regime and 
made the liquid fraction for increasing steam quality at the expense of self-
evaporation insignificant.

According to Verbitskiy et al. [218,219], the mechanism of oscillations during 
the geyser-like bubbling can be presented as described next. Flow instability in 
the bubble column is characterized by the following repeated phases of the 
process (Figure 8.38):
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FIGURE 8.38
Bubbling phases in the geysering mode. P = 190 kPa, steam mass velocity (ρW)G = 2.1 kg/(m2s), 
column 2.
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337Some Cases of Flow Instability in Pipelines

• The incubation period of the single-phase coolant heating along 
the column height up to the temperature of saturation due to steam 
condensation

• Steam pressure increase in the column lower part because of steam 
accumulation and the beginning of the single-phase coolant move 
toward the column outlet

• Rapid self-boiling of the coolant upon entering a lower hydrostatic 
pressure region, followed by the steam–water mixture ejection into 
the expansion vessel

• Column flooding with water from the expansion vessel
• Coolant heating and cycle repetition

It has been reported [219] that the mechanism of parameters’  oscillation 
 during the geyser-like bubbling is significantly different from that of other 
known instabilities in natural circulation loops. The main difference is 
that volume boiling begins in the bubble column lower part. The liquid 
 superheated relative to the saturation temperature corresponding to the 
 pressure in the expansion vessel is forced out into the bubble column top, 
and it leads to rapid self-boiling and ejection of the two-phase mixture into 
the expansion vessel.

This process is illustrated in Figure 8.38 [218] by the curves reflecting the 
coolant temperature change along the working section height (T3, T4, T5, T7) 
and the pressure drop curve across the column (DP1). The horizontal dashed 
lined represents water saturation temperature for T4, T5, and T7  measurement 
points. The saturation temperature is calculated from  pressures at the 
 temperature measurement points (i.e., taking into account the  hydrostatic 
pressure head in the column fully filled with saturated liquid).

At the initial stage, after the last entry of water from the expansion 
 vessel, the bubble column is filled with the single-phase coolant (see DP1 in 
Figure 8.38) with a temperature below the local saturation temperature (see 
curves T4, T5, and T7 in Figure 8.38). The DP1 sensor indicates the  presence 
of steam upstream of the steam distribution sheet. The volume flow of steam 
at the column inlet remains constant due to high resistance of the steam 
 distribution sheet. Therefore, at this stage of the process, absolute pressure 
builds up in the space under the sheet, while the pressure drop does not 
change. The steam partially passes through holes in the sheet and condenses 
at the bottom of the column. As soon as the water above the steam distribution 
sheet heats up close to the saturation temperature, condensation terminates 
and water is forced from the column lower part upward, where it becomes 
superheated and boils up. The subsequent spikes on temperature curves T4, 
T5, and T7 (Figure 8.38) show that the hot steam region front moves up to the 
bubble column top with considerable acceleration. The pressure drop sensor 
DP3 indicates the column steaming, and the cycle of column flooding with 
water from the expansion vessel repeats.
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338 Coolant Flow Instabilities in Power Equipment

According to Verbitskiy et al. [218,219], the decisive role in the appearance 
of geysering instability in bubbling systems is played by the thermodynamic 
nonequilibrium of a steam–water mixture caused by pressure changes. 
To verify this suggestion, special-purpose experiments [218,219] were con-
ducted on the previously described setup with air supplied to the bubble 
column. The air flow rate and pressure were within the same ranges as those 
used in steam bubbling experiments. Only stable two-phase flows were 
observed under the mentioned conditions.

In Verbitskiy et al. [218,219], the stability boundary during bubbling was 
determined by plotting experiment data on the (ρW)G, P coordinate plane 
(Figure 8.39) where (ρW)G is the steam mass velocity at the test section inlet 
and P is the absolute pressure at the exit from the bubble column into the 
expansion vessel. Each experimental regime can be represented by one point. 
The results of experimental data processing in the (ρW)G, P coordinates are 
shown in Figure 8.39.

Figure  8.39 shows two regions of stable and unstable steam bubbling 
 distinctly separated by a sufficiently clear boundary line. In a shorter  column, 
the instability region is smaller in size and is shifted toward the region of 
lower steam pressures and flow rates at the column inlet.

A numerical correlation for the stability boundary is obtained, assuming 
that the critical value of steam mass velocity at the bubbling system inlet, 
which corresponds to the stability boundary value, is proportional to steam 
generation rate during volume self-boiling of superheated liquid in the 
 bubble column as the hydrostatic pressure decreases.
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FIGURE 8.39
Steam bubbling stability curves. P = pressure in the expansion vessel steam volume (see 
Figure 8.34).
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339Some Cases of Flow Instability in Pipelines

Assuming the steam displaces the saturated liquid column up for a dz 
distance, the amount of the liquid column superheating above the saturation 
temperature can be evaluated [218] as follows:

 dQ A H diL L= ⋅ ρ′ ′ , (8.23)

where A is the liquid column cross section, H is the liquid column height 

from the steam distribution sheet to the expansion vessel bottom, and iLG
′

is the liquid enthalpy change when the hydrostatic pressure changes by the 
ρLgdz value.

This amount of heat is consumed for the evaporation of the dmG mass of 
water:

 dm
dQ
i

AH di
iG

LG

L L

LG
= = ρ′ ′

. (8.24)

A change of liquid enthalpy diL
′  with a decrease in hydrostatic pressure can 

be defined as

 di
i
P

P
z

dz
i
P

gdzL
L L

L
′ = ∂ ′

∂
∂
∂

= ∂ ′

∂
ρ′ . (8.25)

Equations (8.24) and (8.25) yield a correlation (within the accuracy of 
a dimensional constant) for calculating the critical mass velocity of steam, 
(ρW)bou

G, at the stability boundary:

 w
A

dm
d

CH
g

i
i
P

1
G

bou
L

LG

L
2( )( )ρ =

τ
= ρ′ ∂ ′

∂
, (8.26)

where C = 0.18 m/s is a dimensional constant determined from  generalization 
of experimental data presented in Figure 8.39.

In (8.26), the thermodynamic properties of water along the saturation line 
are taken at the bubble column outlet pressure.

Relationship (8.26) can be used to generalize the data from the  experiments 
aimed at determining the two-phase flow stability boundary during  bubbling 
in bubble columns of different height. Figure 8.39 illustrates the use of (8.26) 
for calculating the stability boundary that separates the regions of stable and 
unstable regimes with sufficient accuracy.
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Index

A

Adiabatic expansion law, 322–323
Ambiguity of hydraulic curve due 

(boiling section at heated 
channel exit), 153–161

effect of channel inlet coolant 
subcooling, 157–158

effect of heat flux density, channel 
length, and equivalent 
diameter, 158–160

effect of heating distribution and 
kind, 160

effect of local hydraulic resistance, 
155–157

effect of pressure drop gravity 
component and steam slip 
coefficient, 160–161

heat flux density variation, 159
influence of exit resistance on static 

stability, 157
nuclear power plants, 161
pressure effect, 157
steam void fraction, 160

A type stability boundary, 119

B

Ballast zone, 177–182
countercurrent media flows, 177
evaporating–economized 

section, 178
flow rate ratio, 179
flow stability, 181
heating medium inlet 

temperature, 177
location in steam generator, 178
once-through steam generators, 179
position, 177
shifting, 180, 181
superheating section, 180

Beloyarskaya NPP, 188
Boiling water reactor (BWR) 

conditions, 120

Breathing headers, 14, 39
Bubble volume disturbance, 233
Bubbling condensers, instability of, 

289–290
acceleration of liquid layers, 289
chugging, 289
mathematical model, 290
pulsating regimes, 289
steam-gas void, 290
steam void, 290
steam–water injectors, 290

BWR conditions, see Boiling water 
reactor conditions

Bypass, 55–57
disadvantage, 57
flow instability in heated 

channels, 55
heated channel-nonheated bypass 

system, 56
hydrodynamic interaction, 55
parallel operating steam 

generators, 56
upflow velocity, 57

C

Cavitation self-oscillations (CSOs), 293
CHF, see Critical heat flux
Chugging, 289
Circulation loop thermal-hydraulic 

instability, 2
CKTI deaerator, 305, 306
Coil-type steam generator, 165, 166
Condensate line-deaerator system, 

instability of, 305–314
bubbler, steam condensation in, 308
CKTI deaerator, 305, 306
connection of deaerators, 312
deaeration tank, 305
direct-contact jet-type deaerator, 

305
drain device, 314
driving pressure drop, 311



354 Index

parallel deaerators, static 
instabilities, 313

pressure drop, 311
SCV capacity, 308
stability condition, 311
steam control valve, 305
steam mass change, rate of, 309
Ural VTI-designed deaerator, 305, 307

Condensing flows, instability of, 
271–290

bubbling condensers, 271
condenser–HW system, 272
cooling radiators on space nuclear 

plants, 271
hot-air heaters, 271
hydraulic maldistribution, heating 

steam, 272
instability of bubbling condensers, 

289–290
acceleration of liquid layers, 289
chugging, 289
mathematical model, 290
pulsating regimes, 289
steam-gas void, 290
steam void, 290
steam–water injectors, 290

instability of condenser tube and 
hotwell system, 274–276

flooding of heat transfer 
surfaces, 276

friction losses, 275
hotwell backpressure, 276
steam volume reduction, 275
supercooled condensate flow, 275

interchannel instability in parallel-
connected condensing tubes, 
277–288

ambiguity of hydraulic 
characteristic curve, 277

calculation scheme for 
condenser, 286

condensation surface, increasing 
pressure and, 285

condenser inlet pressure drop, 282
condenser liquid section mass 

balance, 286
fluid flow rate disturbance, 278
kinetic energy of liquid 

column, 284

liquid section throttling, 279
mechanical analog of oscillatory 

system, 285
open inlet/outlet, 281
oscillatory period, 284
outlet pressure drop, 281
outlet throttling, 280
self-oscillation initiation, 284
tube steam volume, 279
variation of condensate flow 

amplitude, 283
vertical condensing 

components, 278
multichannel steam generators, 274
parallel condensing channels, 273
reactor cooldown systems, 271
self-oscillations, 273
steam separator-superheaters, 271
water hammers in horizontal and 

almost horizontal steam and 
subcooled water tubes, 288–289

counterdirected stratified 
stream, 288

steady-state flow violations, 288
water hammer, 289

Conservative energy equation, 137
Control volume method, 133
Crank-Nicolson scheme, 140, 141
Critical heat flux (CHF), 107
CSOs, see Cavitation self-oscillations

D

Dangerous stability boundary, 104, 108
D-criterion, 83, 85
Deaerator system, 305–314

bubbler, steam condensation in, 308
CKTI deaerator, 305, 306
connection of deaerators, 312
deaeration tank, 305
direct-contact jet-type deaerator, 305
drain device, 314
driving pressure drop, 311
parallel deaerators, static 

instabilities, 313
pressure drop, 311
SCV capacity, 308
stability condition, 311
steam control valve, 305
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steam mass change, rate of, 309
Ural VTI-designed deaerator, 305, 307

Disturbed motion, equation of, 115

E

Equation(s)
conservative energy, 137
differential

qualitative theory of, 115
Van der Pol, 216, 219

disturbed motion, 115
first approximation system, 117
Laplace-transformed equations, 67
linearized system, 117
momentum equation, 9
nonstationary nonlinear partial 

differential, 115
unsteady nonlinear, 122–144

conservative energy equation, 137
construction of discrete analog 

of initial system of differential 
equations, 131–144

convective-term energy 
equation, 133

Crank-Nicolson scheme, 140, 141
development of mathematical 

models, 129
differential equation, 143
discrete analog of initial 

equation, 132
domain of mathematical 

models, 128
energy equations, numerical 

solution of, 136
formalized principles, 124
local equations of 

conservation, 126
Mayer-Rose method, 138
mesh nodes, 132
mesh structure concept, 138
momentum equation, 137
neutron flux power, 130
neutron kinetics, 130
nonlinear partial differential 

equations, 124
program debugging, 144
spatial kinetic equations, 130
stratified flow model, 128

Taylor series expansion, 133
thermal hydraulics, equations 

describing, 131

F

Fast Fourier transformation 
algorithm, 112

First approximation stability 
investigation, 115–122

asymptotic stability of initial 
nonlinear system, 118

A type stability boundary, 119
boiling water reactor conditions, 120
equation of disturbed motion, 115
first approximation system of 

equations, 117
Laplace transformed boundary 

conditions, 118
linearized system of equations, 117
method of analysis of a finite 

difference scheme for 
the nonlinear model, 115

nonstationary nonlinear partial 
differential equations, 115

qualitative theory of differential 
equations, 115

resonance characteristics of channel, 
120

soft excitation, 122
stability investigations of nonlinear 

system, 116
theory of stability, 115

Flashing length, 324

G

Gas
boiling, supercritical pressures, 269
flows, TAO excitation in, 243
–liquid pipelines, vibration of, 319–331
slug–liquid plug body passage, 322

Geysering, 2, 336
Grashof numbers, 204, 208

H

Heated channel-nonheated bypass 
system, 56
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High-pressure heaters (HPHs), 314
Hotwell backpressure, 276
HPHs, see High-pressure heaters
Hydrodynamic interaction of parallel 

channels, oscillatory stability 
boundary in, 51–71

CKTI (Central Boiler and Turbine 
Research Institute) method, 
74–76

boiler operating conditions, 74
boundary mass velocity in 

horizontal channel, 76
correction factor for pressure, 76
heat flux density, 75
horizontal channel, boundary 

mass velocity in, 75
oscillatory stability boundary at 

supercritical pressures, 94–96
reduced outlet resistance 

coefficient, 76
vertical channels, boundary mass 

velocity, 76
qualitative effect, 51–62

channels’ hydrodynamic 
coupling, 60

coolant flow rate disturbances at 
channel inlet, 53

emergency conditions, 55
errors, 59
exit flow rate oscillations, 57
experimental data, 58
heated channel-nonheated bypass 

system, 56
neutron-physical processes, 62
parallel channels, 51
pressure drop-induced oscillation 

instability, 55
self-oscillations, 52
steam-generating channel 

outlet, 54
use of bypass, 55–57
use of compressible volumes, 52–55
use of system of two parallel 

heated channels, 57–59
use of test facilities with 

multichannel systems, 61–62
use of two hydraulically identical 

parallel channels with 
nonheated bypass, 60–61

Saha-Zuber method, oscillatory 
stability boundary at 
supercritical pressures, 96–98

simulation of thermal-hydraulic 
instability in complex systems, 
62–71

boundary of interchannel 
stability, 62

condenser, heat transfer process 
in, 67

geometry differences, 81
hydraulic friction in coil-type 

channels, 69
Laplace-transformed equations, 67
liquid metal flow hydraulic 

friction, 69
loop instability, 63
loop process simulation, 68
model of closed loop, 66
mutual amplification of 

fluctuations, 64
once-through steam generators, 65
pipelines-channel system, 

reduced, 65
stability of isolate channel, 63

I

ICP boundaries, see Interchannel 
fluctuation boundaries

Indian Point 2 NPP, 288
Inlet

coolant subcooling, 157–158
enthalpy, 171
flow rate change, 101
flow rate–steam void fraction–

reactivity–power, 114
harmonic signal, 235
line-pump system, 291–305

axial screw primary pumps, 302
axial screw wheel, 292
cavitation fluctuations, 291
cavitation self-oscillations, 

293, 305
cavity pressure disturbance, 298
elastic steam–gas cavity, 299
feed pipeline, 298
flow coefficient, 302
flow rate reduction, 301
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fluid flow rate fluctuations in 
discharge, 296

Laplace transform, 300
minimum pressure regions, 291
pipeline-centrifugal pump 

system, 291
pipeline–screw-centrifugal pump 

system, 293
potential energy of cavity 

compression, 301
pump–feed pipeline system, 303
pump inlet flow rate, 297
pump-upstream pipeline, 293
rate of cavity disturbance 

change, 297
screw-centrifugal pumps, 291, 292

pressure drop (condenser), 282
throttling, 89

Interchannel fluctuation (ICP) 
boundaries, 83

IPE (Institute of Physics and Energetics) 
method, 82–89

analysis conclusions, 88–89
assumptions made in mathematical 

model, 83
constraints, 82
D-criterion, 83, 85
economizer, 84
examples, 87
exit throttling, 89
gravity component in nonheated 

sections, 84
hydraulic characteristic, experimental 

determination of, 85
ICP map construction, 85
inlet throttling, 89
interchannel fluctuation 

boundaries, 83
interchannel stability boundary, 82
problem of accuracy, 83
stability boundary determination, 

errors in, 88
vertical channel conditions, 84

L

Laplace transform, 67, 300
Law of control, 152
Ledinegg instability, 145

Linear theory of stability, 152
Liquid enthalpy, change of, 339
Liquid hammer, 317
Liquid metal flow hydraulic friction, 69
Liquid section throttling, 279
Loop downflow–upflow reversal, 211
Loop process simulation, 68
Lower harmonics, 241
Lumped parameter model, 45

M

Mathematical model
assumptions (oscillatory instability), 

43–49
channel inertial characteristics, 46
condensation of nonequilibrium 

steam, 48
coolant enthalpy, 44
damping of incipient boiling 

boundary oscillations, 44
destabilizing effect, 44
determination of stability 

boundary, 48, 49
discrepancy, 48, 49
electrically heated system, 45
interchannel instability, 47
lumped parameter model, 45
nuclear reactor core channel, 45
phase slip in two-phase flow, 47
qualitative analysis, 46
surface boiling, 46
unsteady enthalpy in economizer 

section, 43
development of, 129
distributed, 20
domain of, 128
explicit schemes, 142
forced flow, 210
importance of, 9
inner steam condensation, 284
instability mechanism, 24
one-dimensional, 203
simplifying assumptions, 43
steam-generating channel, 29, 129
substantiation of assumptions, 83
surface boiling and, 46
validation of, 131

Mesh nodes, 132
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N

Neutron
flux, 47, 130
-physical processes on stability, 62
-thermal-hydraulic instability, 18

Novo-Voronezh NPP, 272
NPPs, see Nuclear power plants
Nuclear power plants (NPP), 161

auxiliary systems, 182
Beloyarskaya, 188
bubbling condensers, 289
coolant downflow, 185
coolant subcooling, 161
Indian Point 2, 288
Novo-Voronezh, 272
pressurized water reactor, 212
process condensate removal 

lines, 317
safety system, 332

Nuclear reactor core channel, 45

O

One-dimensional approximation, 132
One input–one exit model, 114
Oscillatory flow stability boundary, 

99–144
coolant flow instability, reliable 

prediction of, 99
criteria, 99
experimental determination of 

stability boundary, 100–108
burnouts, 103, 106
character of instability 

development, 100
critical heat flux, 107
dangerous stability boundary, 

104, 107
flow rate fluctuation 

amplitude, 105
flow stability boundary, 

experimental determination 
of, 102

inlet flow rate change, 101
limited amplitude growth, 105
mechanism of instability 

development, 100
nature of boiling, 104

numerical determination of 
stability boundary, 108

self-oscillation development, 
curve subdivisions, 100

experimental determination of 
thermal-hydraulic stability 
boundaries of flow (operating 
parameter noise), 108–115

approximate correlations for 
friction, 109

channel flow rate-pressure drop 
transfer function, 110

coherence function of analyzed 
noises, 112

fast Fourier transformation 
algorithm, 112

inlet flow rate–steam void 
fraction–reactivity–power, 114

inlet local pressure drop, 109
IVP-2 converter, 111
Laplace transformation, 109
mass velocity-subcooling plane of 

parameters, 113
one input–one exit model, 114
pipe within a pipe condenser, 111
problem solving, 108
quick-response tachometer, 111
steam-generating channel 

dynamic isolation, 108
first approximation stability 

investigation, 115–122
asymptotically stable undisturbed 

motion, 116
asymptotic stability of initial 

nonlinear system, 118
A type stability boundary, 119
boiling water reactor 

conditions, 120
equation of disturbed motion, 115
first approximation stability 

theory, 117
first approximation system of 

equations, 117
Laplace transformed boundary 

conditions, 118
linearized system of equations, 117
method of analysis of a finite 

difference scheme for the 
nonlinear model, 115
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359Index

nonstationary nonlinear partial 
differential equations, 115

qualitative theory of differential 
equations, 115

resonance characteristics of 
channel, 120

soft excitation, 122
stability investigations of 

nonlinear system, 116
theory of stability, 115

stability investigations based on 
direct numerical solution of 
unsteady nonlinear equations, 
122–144

algorithmic tricks, 124
asymptotic stability boundary, 123
coefficients of discrete analog 

dependent variables, 143
computer code, 128
conservatism of difference 

scheme, 137
conservative energy equation, 137
constraint of variation 

method, 132
construction of discrete analog 

of initial system of differential 
equations, 131–144

control volume boundary 
flows, 142

control volume method, 
133, 135, 136

convective-term energy 
equation, 133

Crank-Nicolson scheme, 140, 141
development of mathematical 

models, 129
differential equation, 143
discrete analog of initial 

equation, 132
domain of mathematical 

models, 128
energy equations, numerical 

solution of, 136
formalized principles, 124
iterative convergences, 132
linearized source term, 143
local equations of 

conservation, 126
Mayer-Rose method, 138

mesh nodes, 132
mesh structure concept, 138
momentum equation, 137
neutron flux power, 130
neutron kinetics, 130
nonlinear partial differential 

equations, 124
numerical solution, 123, 124
one-dimensional 

approximation, 132
point description of kinetics, 130
program debugging, 144
rigid type problems, 135
separated flow model, 127
spatial kinetic equations, 130
staggered mesh, 138
steady-state conditions, 127
stratified flow model, 128
Taylor series expansion, 133
theory constraints, 126
thermal hydraulics, equations 

describing, 131
TRAC code, 138
truncated Taylor series, 133
two-phase flow 

thermohydrodynamics, 125
unsteady conditions, 127
upwind difference scheme, 136
validation of mathematical 

model, 131
validity of initial mathematical 

model, 125
variable profile between 

nodes, 135
velocity field components, 137

theoretical predictions, 99
Oscillatory stability boundary in 

hydrodynamic interaction of 
parallel channels, 51–71

CKTI (Central Boiler and Turbine 
Research Institute) method, 
74–76

boiler operating conditions, 74
boundary mass velocity in 

horizontal channel, 76
correction factor for pressure, 76
heat flux density, 75
horizontal channel, boundary 

mass velocity in, 75
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360 Index

oscillatory stability boundary at 
supercritical pressures, 94–96

reduced outlet resistance 
coefficient, 76

vertical channels, boundary mass 
velocity, 76

qualitative effect of hydrodynamic 
interaction of parallel channels 
on oscillatory stability 
boundary, 51–62

channels’ hydrodynamic 
coupling, 60

coolant flow rate disturbances at 
channel inlet, 53

emergency conditions, 55
errors, 59
exit flow rate oscillations, 57
experimental data, 58
heated channel-nonheated bypass 

system, 56
neutron-physical processes on 

stability, 62
parallel channels, 51
pressure drop-induced oscillation 

instability, 55
self-oscillations, 52
steam-generating channel 

outlet, 54
use of bypass, 55–57
use of compressible volumes, 

52–55
use of system of two parallel 

heated channels, 57–59
use of test facilities with 

multichannel systems, 61–62
use of two hydraulically identical 

parallel channels with 
nonheated bypass, 60–61

Saha-Zuber method, oscillatory 
stability boundary at 
supercritical pressures, 96–98

simulation of thermal-hydraulic 
instability in complex systems, 
62–71

boundary of interchannel 
stability, 62

condenser, heat transfer process 
in, 67

geometry differences, 81

hydraulic friction in coil-type 
channels, 69

Laplace-transformed equations, 67
liquid metal flow hydraulic 

friction, 69
loop instability, 63
loop process simulation, 68
model of closed loop, 66
mutual amplification of 

fluctuations, 64
once-through steam generators, 65
pipelines-channel system, 

reduced, 65
stability of isolate channel, 63

P

Parallel-channel thermal-hydraulic 
instability, 2

PDOs, see Pressure drop oscillations
Pipelines, flow instability in, 291–339

condensate line-deaerator system, 
instability of, 305–314

bubbler, steam condensation in, 308
CKTI deaerator, 305, 306
connection of deaerators, 312
deaeration tank, 305
direct-contact jet-type 

deaerator, 305
drain device, 314
driving pressure drop, 311
parallel deaerators, static 

instabilities, 313
pressure drop, 311
SCV capacity, 308
stability condition, 311
steam control valve, 305
steam mass change, rate of, 309
Ural VTI-designed deaerator, 

305, 307
self-oscillations in inlet line-pump 

system, 291–305
axial screw primary pumps, 302
axial screw wheel, 292
cavitation fluctuations, 291
cavitation self-oscillations, 

293, 305
cavity pressure disturbance, 298
elastic steam–gas cavity, 299
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361Index

feed pipeline, 298
flow coefficient, 302
flow rate reduction, 301
fluid flow rate fluctuations in 

discharge, 296
Laplace transform, 300
minimum pressure regions, 291
pipeline-centrifugal pump 

system, 291
pipeline–screw-centrifugal pump 

system, 293
potential energy of cavity 

compression, 301
pump–feed pipeline system, 303
pump inlet flow rate, 297
pump-upstream pipeline, 293
rate of cavity disturbance 

change, 297
screw-centrifugal pumps, 291, 292

two-phase flow instabilities and 
bubbling, 331–339

accident situations, 331
bubble column, 332, 336
change of liquid enthalpy, 339
coolant temperature, 333
experimental regimes, 334
geysering, 331, 336
liquid enthalpy, change of, 339
mechanism of oscillations during 

geyser-like bubbling, 336
saturation temperature, 337
self-boiling process, 336
stability boundary during 

bubbling, 338
stable bubbling conditions, 335
steam bubbling, 332
thermodynamic properties of 

water, 339
VVER external cooling 

system, 332
vibration of pipelines with two-

phase adiabatic flows, 314–331
adiabatic expansion law, 322–323
adiabatic flashing flows, 323
broken chain, 327
condensate accumulation in 

pipeline, 316
condensate flow inner 

characteristics, 318

dead zone, 330
dynamic coefficient of tank, 330
erosion failures, 326
examples, 314–319
factors causing pipe failure, 315
flashing length, 324
flow parameter disturbances, 327
flow stabilization, methods 

of, 324
flow throttling, 321
fuzzy liquid plug 

boundaries, 319
gas slug–liquid plug body 

passage, 322
gravity pressure drop, 317
high-pressure heaters, 314
HW–deaerator, 319
hysteresis of hydraulic 

discriminant in pipelines, 329
inadequate drainage of steam 

pipelines, 316
liquid hammer, 317
main causes of vibrations, 315
oscillatory processes in two-phase 

flow in externally controlled 
pipelines, 330–331

pipeline layout, 315
pipeline shaking, 318
pipe strength characteristics, 317
pressure surge, 325
pulsations of adiabatic two-phase 

flow pressure in pipelines, 
319–326

slug-plug regime, 320, 330
steam cavities, 317
steam flow variation, 326
steam separator-superheaters, 314
steam slug formation, 323
steam–water mixture flow, 316
thermal power plants, 314
transport delay-based instability 

mechanism, 326–328
tube flow parameters, variation 

of, 327
tube pressure variation, 328
valve operation, 320
vertical pipelines, 324
vibration of gas–liquid pipelines, 

319–331
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362 Index

water hammer, 316, 323
Pressure drop oscillations (PDOs), 

211–226
amplitude, 215, 220, 223
closed DACBD cycle, 213
compressible-volume reservoir at 

inlet, 213
conditions provoking 

instabilities, 212
cycle parameters, 222
diagram, 213
effect of regime parameters, 222
experimental oscillations, 215
friction, 16, 30
gas volume change, 218
high-frequency inlet-flow velocity 

oscillations, 214, 215
inlet, compressive-volume reservoir 

at, 213
inlet subcooling, 222, 223
instability region, 225
large-amplitude, 33
mechanism of instability onset, 212
outlet throttling, 225
period, 220, 226
power input, 224
reduced amplitude of, 32
self-sustained oscillations, 219
stability boundary, 223, 224
third-degree algebraic equation, 216
Van der Pol differential equation, 

216, 219
Venturi tube, 214

Pressurized water reactor (PWR), 201
coolant density stratification, 210
core cooling, 201
nuclear power plants, 212
single-loop, 130

Pseudobubble, 251
Pump-upstream pipeline, 293
PWR, see Pressurized water reactor

Q

Quadratic law, 183
Qualitative theory of differential 

equations, 115
Quasiboiling, 251, 264
Quasibubble, 251

R

Reactor cooldown systems, 271
Relaxation instability, 2
Resonance characteristics of 

channel, 120
Reynolds number, 204, 208
Rigid type problems, 135
Riser section throttling, 17

S

Saha-Zuber method, 76–82
algebraic relations, 78
equilibrium frequency parameter, 77
equilibrium two-phase flow model, 

stability boundary, 77
flow stability boundary, 78
inlet hydraulic resistance 

coefficient, 79
inlet throttling, 79
mass velocity at stability 

boundary, 79
practical application, 78
refined method, 78
subcooling parameter, 77
vertical channels, two-phase flows 

in, 76
SCP, see Supercritical pressure
SCV, see Steam control valve
Separated flow model, 127
Slavyanskaya Thermal Power Plant, 314
Soft excitation, 122
Square law, 163
SSHs, see Steam separator-superheaters
Stability boundary, see also Oscillatory 

flow stability boundary; 
Oscillatory stability boundary 
in hydrodynamic interaction of 
parallel channels

approaches to evaluation, 107
asymptotic, 123
A type, 119
channel

power increase and, 252
pressure drop and, 153
static, 195

CKTI Method, 74
condenser, 288
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363Index

coolant flow rate and, 145
CSO form, 294
dangerous, 104, 107
determination at SCP, 94
effect of pressure on, 32
experimental mass velocities, 97
flow

channel coolant flow and, 198
generalized dependence for 

defining, 332
instability and, 1

fluctuation-free regimes close to, 267
gaseous coolant, 226
heat flux, 160, 252, 258
hydrodynamic interaction of 

components, 151
inlet coolant subcooling, 36, 157
interchannel, 83, 89
macrovortex recurrent currents, 204
mathematic model, 43
numerical determination, 108
opposed effects exerted on, 48
PDO, 224
predictive determination of, 46
pressure drops ratio, 39
reliability of prediction, 79
Saha-Zuber Method, 76
self-oscillation amplitudes and, 293
sensitivity of to boundary 

conditions, 3
single-phase coolant flow, 202
stable and unstable regions, 339
static, 170, 177
steam generator, 24, 68–69
surface heat flux density at, 92
throttling effect, 15
vertical channels, 30

Staggered mesh, 138
Static instability, 145–227

ambiguity of hydraulic curve due to 
appearance of boiling section 
at heated channel exit, 153–161

effect of channel inlet coolant 
subcooling, 157–158

effect of heat flux density, 
channel length, and equivalent 
diameter, 158–160

effect of heating distribution and 
kind, 160

effect of local hydraulic resistance, 
155–157

effect of pressure drop gravity 
component and steam slip 
coefficient, 160–161

heat flux density variation, 159
influence of exit resistance on 

static stability, 157
nuclear power plants, 161
pressure effect, 157
steam void fraction, 160

ambiguity region on hydraulic curve, 
156

basic definitions, 145–153
boundary conditions, 152
circulation loop, static stability 

of, 147
drift of steady-state operating 

parameters, 145
flow static stability boundary, 

determination of, 152
hydraulic curve of channel, 145
isolated channel with preset 

pressure drop, 150
law of control, 152
Ledinegg instability, 145
linear theory of stability, 152
piston pump, 149
simplified hydraulic loop 

scheme, 148
static flow stability in parallel 

channels, 151
static instability development, 146
static stability boundary 

determination, 152
typical situations, 153

hydraulic characteristic ambiguity 
(superheating section), 161–182

ambiguity region, 171, 176
ballast zone, 177–182
basic steam generator controlled 

parameters, 176
boiler unit furnaces, heat flux 

distribution in, 177
channel pressure drop, 161, 168
coil-type steam generator, 

165, 166
effect of the kind of heating, 

163–172

D
ow

nl
oa

de
d 

by
 [

V
is

ve
sv

ar
ay

a 
T

ec
hn

ol
og

ic
al

 U
ni

ve
rs

ity
 (

V
T

U
 C

on
so

rt
iu

m
)]

 a
t 2

2:
19

 0
8 

M
ar

ch
 2

01
6 



364 Index

evaporating section, two-phase 
flow inhomogeneity in, 169

friction pressure drop 
reduction, 170

heating medium inlet 
temperature, change of, 176

heat load in economizer, 168
influence of parallel-channel 

operation and means of 
controlling parameters, 172–177

inlet enthalpy, 171
inlet subcooling, 170
joule and radiation heating, 164
loop static instability, 173
oscillatory instability in 

module, 175
parallel modules, 174
piston-type pump, 173
sodium-heated once-through 

steam generators, 179
specifics of ambiguity region 

formation, 161–163
square law, 163
steam generators with convective 

heating, 176
thermal inertia of heating 

medium, 172
unstable region formation on 

hydraulic curve, 162
hydraulic characteristic ambiguity 

(coolant downflow and 
upflow–downflow), 182–211

ambiguity region, formation 
of, 184

channel exit section, heat flux 
surface density at, 190

channel simulator, coolant flow 
regimes in, 196

coolant downflow, 185
coolant incipient boiling, 200
coolant mass velocity, 186
degeneration of ambiguity region, 

188, 190
effect of channel equivalent 

diameter, 187
effect of channel heated height, 

186–187
effect of channel inlet coolant 

subcooling, 194–201

effect of heat flux nonuniformity 
along height, 190–191

effect of heat flux surface density, 
188–190

effect of heating surfaces’ 
arrangement in channels with 
coolant upflow–downflow, 
191–193

effect of pressure, 188
effect of steam slip, 194
effect of throttling, 193–194
exit throttling, 194
free-convective mass transfer, 207
friction pressure drop, 205
Grashof number, 204, 208
heat flux values, 198
high coolant flow rates, heated 

channel at, 183
inlet throttling, 193
laminar flow stability, 205
loop downflow–upflow 

reversal, 211
parallel operating channels, 

hydrodynamic interaction 
of, 195

pressure drop component, 
variation of, 182

quadratic law, 183
regime of stable upflow, 209
Reynolds number, 204, 208
single-phase coolant flow static 

instability, 201–211
steam slugs, 199
two-phase coolant flow static 

instability, 184–201
other mechanisms inducing static 

instability, 226–227
change of flow parameters, 226
channel friction, 226
oscillogram, 227
parallel channels, 226

pressure drop oscillations, 211–226
amplitude, 215, 220, 223
closed DACBD cycle, 213
compressible-volume reservoir at 

inlet, 213
conditions provoking 

instabilities, 212
cycle parameters, 222
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365Index

diagram, 213
effect of regime parameters, 222
experimental oscillations, 215
gas volume change, 218
high-frequency inlet-flow velocity 

oscillations, 214, 215
inlet subcooling, 222, 223
instability region, 225
mechanism of instability 

onset, 212
outlet throttling, 225
period, 220, 226
power input, 224
self-sustained oscillations, 219
stability boundary, 223, 224
third-degree algebraic 

equation, 216
Van der Pol differential equation, 

216, 219
Venturi tube, 214

Steam control valve (SCV), 305
Steam separator-superheaters 

(SSHs), 314
Supercritical pressure (SCP), 89

boundary mass velocities, 98
flow oscillatory instability, 89
helium flow, 90
nonlinear mathematical model, 97
pseudoboiling area, 93
stability boundary determination 

at, 94
thermostating agent, 90

T

TAOs, see Thermal-acoustic oscillations
Taylor series expansion, 133
Thermal-acoustic oscillations 

(TAOs), 229
Thermal-acoustic oscillations in heated 

channels, 229–269
subcritical pressures, 229–250

boiling regime, 241
bubble behavior, 236
bubble volume disturbance, 233
buoyancy force, 236, 237
channel inner surface, 248
condensation at bubble tip, 238
condensing steam bubbles, 236

destruction of tubular channel 
walls, 230

dissolved gas concentration, 249
disturbance of steam feed to 

bubble, 234
effect of flow parameters on 

oscillation characteristics, 
239–250

gas flows, TAO excitation in, 243
harmonics excitation with heat 

flux variation, 242
hydraulic channel, 232
imaginary part, 235
initiation pattern, 229
inlet harmonic signal, 235
lower harmonics, 241
oscillation development pattern 

and initiation mechanism, 
229–239

oscillation peak-to-peak 
amplitude, 246, 247

pressure disturbance 
feedback, 234

pressure gradient feedback, 245
standing wave amplitudes, 241
standing wave diagrams, 231

supercritical pressures, 251–269
annular channels, TAO 

characteristics in, 259
artificial heat transfer 

enhancement, 260
changes in viscosity, 254
coolant decomposition, 262
dissolved gas, effect of on 

intensity of heat transfer, 268
effect of channel design specifics 

on heat removal and TAO 
characteristics, 260–265

effect of dissolved gas on TAO 
characteristics, 266–269

effect of flow parameters on 
oscillation characteristics at 
supercritical pressures, 257–260

flow swinging, 256
gas boiling, 269
gas molecule cavities, 254
heat transport disturbances, 256
length of dynamically isolated 

pipeline, 263
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366 Index

maximum saturation of coolant 
with gas, 267

maximum of wall temperature, 265
oscillation development pattern 

(initiation mechanism), 251–257
peak-to-peak amplitudes, 252
problems arising in high-pressure 

experimentation, 251
pseudoboiling, 255
pseudobubble, 251
quasiboiling, 251
quasibubble, 251, 256
swinging mechanism, 258
thermoacoustic instability, upper 

boundary of, 258
toluene, 264
transverse temperature 

gradient, 269
turbulization, 251
upper TAOs’ boundary, 252
water inlet temperature, rise in, 257

Thermal-hydraulic oscillatory stability 
boundary, see Two-phase flow 
thermal-hydraulic oscillatory 
stability boundary, simplified 
correlations for determining

Thermal power plants (TPPs), 314
TPPs, see Thermal power plants
TRAC code, 138
Two-phase flow oscillatory thermal-

hydraulic instability, 1–49
classification and boundary 

conditions, 1–5
adiabatic flashing flows 

instability, 2
boundary conditions, types of, 2
circulation loop thermal-

hydraulic instability, 2
classification of coolant flow 

instabilities, 1
complex types of instabilities, 1
coolant flow oscillations, 4
density-wave hydrodynamic 

instability, 4
density-wave instability, 1
flow instability, 2
geysering, 2
multichannel steam generator 

system, 3

oscillatory instability, 1
parallel-channel thermal-

hydraulic instability, 2
pressure drop perturbation, 3
relaxation instability, 2
static instability, 1
thermal-acoustic instability, 2
thermal-hydraulic flow 

instability, 2
thermal-hydraulic instability, 4
two-phase coolant flow 

instability, 2
simplifying assumptions underlying 

mathematical model, 43–49
channel inertial characteristics, 46
condensation of nonequilibrium 

steam, 48
coolant enthalpy, 44
damping of incipient boiling 

boundary oscillations, 44
destabilizing effect, 44
determination of stability 

boundary, 48, 49
discrepancy, 48, 49
electrically heated system, 45
interchannel instability, 47
lumped parameter model, 45
nuclear reactor core channel, 45
phase slip in two-phase flow, 47
qualitative analysis, 46
surface boiling, 46
unsteady enthalpy in economizer 

section, 43
two-phase flow instability at low exit 

qualities, 5–22
antiphase flow rate oscillations, 6
breathing headers, 14
constancy of liquid head mass, 9
effect of coolant flashing in 

individual riser section, 20–21
effect of coolant flow rate and 

pressure in system, 18
effect of exit quality increase, 17–18
effect of heat flux surface density, 

18–19
effect of individual upflow section 

height, 12–22
effect of nonidentical parallel 

channels, 21–22
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367Index

effect of power distribution along 
height, 19–20

enthalpy perturbation, 8
flow rate, 8
flow stability boundary, 11
friction pressure drop in parallel-

channel systems, 16
gradient of coolant density, 19
increased enthalpy, 6
interchannel instability, 22
joule-heated channels, 6
mechanism of oscillations 

occurrence, 9
momentum equation, 9
natural circulation loop, 13
neutron-thermal-hydraulic 

instability, 18
open connecting pipe, 14
riser, 5, 17
stabilized coolant flow, 14
steam-generating channel, 6
throttling effect, 15–17
validation, 22

two-phase flow oscillatory instability 
at high exit qualities (density-
wave instability), 22–43

breathing headers, 39
channel geometry, 39
damping of flow rate 

oscillations, 33
effect of channel orientation, 42–43
effect of inlet coolant subcooling, 

36–37
effect of kind and height 

distribution of heating, 40–42
effect of local and distributed 

hydraulic resistance, 32–35
effect of nonheated inlet and exit 

sections, 35–36
effect of pressure, 32
effect of specific heat flux, mass 

velocity, channel length, and 
equivalent diameter, 38–40

enthalpy perturbation, 24
exit bulk qualities, 38
flow destabilization in channel, 36
flow rate disturbance in 

evaporating system, 28
gravity pressure drop, 30

half-cycle of flow oscillations, 41
heat flux, change of, 40
instability mechanism, 24–32
isolated channel, 23
linear approximation, 40
liquid temperature distribution 

along the economizer section 
length, 25

natural-circulation systems, 32
periodic oscillations of boundary 

conditions, 23
pressure drop, 31
reverse effect, hydraulic 

resistance, 33
steam-generating channel, 

mathematical model of, 29
thermal inertia of channel, 27
upflow-downflow coolant motion, 

channels with, 42
upstream nonheated section, 35
vertical channels, 37, 42

Two-phase flow thermal-hydraulic 
oscillatory stability boundary, 
simplified correlations for 
determining, 73–98

channel power input, 73
CKTI method, 74–76

boiler operating conditions, 74
boundary mass velocity in 

horizontal channel, 76
correction factor for pressure, 76
heat flux density, 75
horizontal channel, boundary 

mass velocity in, 75
reduced outlet resistance 

coefficient, 76
vertical channels, boundary mass 

velocity, 76
flow stability boundary, 74
IPE (Institute of Physics and 

Energetics) method, 82–89
analysis conclusions, 88–89
assumptions made in 

mathematical model, 83
constraints, 82
D-criterion, 83, 85
economizer, 84
examples, 87
exit throttling, 89
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368 Index

gravity component in nonheated 
sections, 84

hydraulic characteristic, 
experimental determination 
of, 85

ICP map construction, 85
inlet throttling, 89
interchannel fluctuation 

boundaries, 83
interchannel stability boundary, 82
problem of accuracy, 83
stability boundary determination, 

errors in, 88
vertical channel conditions, 84

oscillatory stability boundary at 
supercritical pressures, 89–98

channel inlet mass velocity 
fluctuations, 89–90

CKTI method, 94–96
density-wave flow instability, 91
enthalpy-governed density 

change, 90
flow fluctuations, 89
pressure drop fluctuations, 95
pseudoboiling area, 93
Saha-Zuber method, 96–98
stability boundary determination 

at, 94
subcritical pressure, 92
supercritical pressure, 89
thermostating agent, 90

Saha-Zuber method, 76–82
algebraic relations, 78
equilibrium frequency 

parameter, 77
equilibrium two-phase flow 

model, stability boundary, 77
flow stability boundary, 78
inlet hydraulic resistance 

coefficient, 79
inlet throttling, 79
mass velocity at stability 

boundary, 79
practical application, 78
refined method, 78
subcooling parameter, 77
vertical channels, two-phase 

flows in, 76
steam quality distribution, 73

U

Unsteady nonlinear equations, 122–144
conservative energy equation, 137
construction of discrete analog of 

initial system of differential 
equations, 131–144

convective-term energy equation, 133
Crank-Nicolson scheme, 140, 141
development of mathematical 

models, 129
differential equation, 143
discrete analog of initial equation, 132
domain of mathematical models, 128
energy equations, numerical solution 

of, 136
formalized principles, 124
local equations of conservation, 126
Mayer-Rose method, 138
mesh nodes, 132
mesh structure concept, 138
momentum equation, 137
neutron flux power, 130
neutron kinetics, 130
nonlinear partial differential 

equations, 124
program debugging, 144
spatial kinetic equations, 130
stratified flow model, 128
Taylor series expansion, 133
thermal hydraulics, equations 

describing, 131
Upwind difference scheme, 136
Ural VTI-designed deaerator, 305, 307

V

Van der Pol differential equation, 216, 219
Venturi tube, 214
VVER external cooling system, 332

W

Water hammer, 288–289, 323
cavitation self-oscillations, 293
destructive, 288
force of, 316
magnitude of, 323
periodic, 307
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