18EC54

fth Semester B.E. Degree Examlnatmn Dec.2023/J an. 2024
. Information Theory and COdmg

Tirmes 3 birs: Max. Marks 100 .

- Note: Answer any FI VE full questzons, chopsmg ONE full questwnwﬁ'om each module i

é , Module— SREY S g o
§ 1. a. Derive an expression for average jinformation content of symbo]s in 1ong 1ndependent .
8 sequences. e (04 Marks)
ﬂ% E b. Find the relationship between Hartleys, nats and bits. . * .. (06 Marks) . -
g . For the Markov source of Fig. Q1 (c), find - . S
8 @) Entropy of each state.
E (i)  Entropy of'the source. o
3 (i) G, Ga.'Also show that G; > G2 > H(s). = S . (10 Marks)

2 a A bmary source is emitting an independent sequence of 0’s and 1’s . With probabilities ‘P’
D& a;“}d 1 — P’ respectively. Plot the entropy of the source versus ‘P’. ‘ (04 Marks)
b:.. Acode is composed of dots and dashes. Assummg that a dash is 3 times as long as a, dot and
* has one-third the probability of occurrence, calculate
(i)  The information in a dot and a dash.
(ii) The entropy of dot-dash code. -

2.-Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

between symbols. . ¢ , ' (08 Marks) .

1o0f4

; Importén’tﬂNo'te ‘1. On cbmpleting j}éhr.énsWém, cbmpulsofily draw diagonal cross lines on the rerhai‘ning blank pages.

(iii) The average rate of mformatlon if a dot lasts for 10 m-sec and this time is allowedyi- 2



 18EC54.
Cons1der the state dlagram of Markov source of Flg Q2 (c)
(i) Compute the state probabilities .

(1) Find entropy of each state.
(iii) ‘Find-the entropy of the source.

g Module-2 ... e b S
' Apply Shannon s enco mg (bmary) algorithm to ‘the following set of messages and obtam it
code efficiency and redundancy , & ¢ Logds
3 m | my'lms | my [ ms )
1| ’ 31113
8 | 16|16 | 4 | 8

, (10 Marks)
A discrete memoryless source hasman alphabet of seven symbols with probabilities for its
output, as described below. W -

Symbol S() Sl Sﬁ S3 S4 ,

Probability 0.25 ] 0.25:.0.125 | 0.125 | 0. Ll 00625 0.0625.|

Compute Shannon-Fano code for this source. Find coding efficiency., (10 Marks)

* Consider a zero- memory source with.. © "

S= {Sl,S2,S3,S4,SS,Sé,S }, P= {04 O"‘Q 0.1,0.1,0.1 005*“’0.05} s

(i) Constriict a binary Huffm n code by placmg 1e composite symbol as low as poss1ble i

: Find.the coding efficiency

(ii) “I"{;epeat (i) by moving t
~_efficiency. W)

composne symbol as high as possible and ﬁnd the codmg
¢ (12 Marks) :
(08 4Marvks) e

e
4 4
4

‘ (i) ‘Determine: H(x) H(y) H(x, y), H(Y/X) H(X/Y ) and I(X Y)
~ (ii) - Find the’ ‘channel capacity. TR W
~ (i) Find. channel efﬁmency and redundancy St L. (08 Marks
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What is mutual information? Explain its properties. (06 Marks)
(06 Marks)
Explain the following : W\
(1) Symmetric / Uniform chanpels‘, V
- (ii) - Binary symmetric channels, oo Gl L T
(iii) Binary Erasure channels. (06 Marks)

An analog signal has a 4 kHz bandwidth. The signal is sampled at 2.5 times the Nyquxst rate
and each sample quatlzed into 256 equally likely 1evels Assume that the successive samples
are statistically mdependent : :

(1) Find the 1nfqrmat10n rate of this source.

«««««

T

(iii) If the‘output of this source is to be: transmitted without errors over an analo g channel '

havmg (S/N) of 10 dB, compute the bandwidth requirement of the channel. :
;;;;;;;;;;;;; (08 Marks)

State: Shannon—Hartley law. Explam the implications of Shannon—Hartley law. (06 Marks)

Module-4

Define (i) Hamming weig‘ht,:‘“ (i) Hamming distahce (111) Mmlmum distance
. g A ¢ . (06 Marks),
For a systematic(6, 3) Linear Block Code, G:
(i)  Find all the code vectors.
(i1) Draw the encoder circuit! iyt awm e
(iti) Find minimum distance: o (08 Marks)
Fora systematlc (7,4) Lmea;: Block Code, the parlty matrlx ‘P’ is given as, et A I B
o
(1 1
e R 00
101 1
() Drawthee » _
(ii) A smgle error has occurred in each of these received vectors. Detect and correct'
errors. - (i
(a R, —[011111“ :
(b) —[1011100] (06 Marks)

Lt
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" A(15; 5) linear cyclic code has generator polynon'nal g(x) = 1+Jx Ex?rxt xtext +x"

18ECS4.

G = d, + d2‘+, d3
Cr=d,+d, ¥d,
where d,,d,,d, and d, are message bits. %

(i) Find the generator matrix ‘G’ arid the parity check matrix*H of this “cbde. 4
(i) - Draw the syndrome calculation circuit for this code.

(iii).  Check for GH' =0

(08 Marks)

) Draw the encoder for this code. s -
(i)  Tabulate the cénfents of - shift reglsters of the encoder for the message

—polynomial, D(x) = 1+x>+x* " (06 Marks)

Design an encoder fo (7, 4) cyclic code gen rated by g(x) = [+x+x* and verify its
operatlon usmg the message vectors (1 00 1) and (1 011). (06 Marks)

BEE Module-S ‘ Ly
Con51der the (3 r 2) convolutional code 'With g ={110), g =(101)and g® (1 1 1)

: F md the generator matrlx

. Find the code word cc
time-domain and transform-domain approach (12 Marks) X

For the (2, 1, 2) convolutional encoder, describ By g =(11 1) and g =(101), :

(i) Draw the encoder. c1rcu1t cn

(11) Fmd the generator matrlx

(i)

d =10011 ﬁsing'time
08 Markvs‘) gt !

J2(111)and g? =(1071),~

AL (06 Marks)
For the (3 1:2) convolu‘tlonal encoder, with g 0f =(110), g?=101) and g® =11 1)
(1) Draw state table state transition table,wand state diagram.

xxxxxxxxxxxxxxxx

(14 Marks)
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