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F1fth Semester B.E. Degree Exammatlon,» Dec.2023/J an. 2024
AP " Digital COmmunlcatlon

Max Marks 100

Time' 3 hrs.

i
éa i . Module-1 (o -

R R Derive the express1on for error probabﬂrty of binary pha” v shift keying using coherent. -

' L - detection. ' (08 Marks). -
2 b. An FSK system transmits binary data at the rate of 2 x 10 'blt per sec. During the source of RN
= transmission, AWGN of zero mean and two sided power spectral density 10”°W/Hz is ="
§ added to the signal. ~The ‘amplitude of received, wave for digit 1 or 0 is 1 microvolt.

B Determine the average probability of symbol errorassuming non-coherent detection.
2 TN , & (06 Marks)
I c. Explain the concept of M-ary PSK. , (06 Marks)
, OR i
2 a Witha 1 ock diagram, explaln non-coherent detection of binary FSK technique.

b: Bmarysdata 1s transmltted over AWGN channel using BPSK at a rate of 1Mbps. It is desired
to have average probability of error pe < 107 Noxse PSD = 10° 2W/Hz. Determine the
average carrier power req i ed at receiver mput if the detector is of ‘coherent type. [Assume
erfc (3.5) = 0.00025]. (06 Marks)

¢. Explain the generation and detection of DPSK w1th neat block d1agram (06 Marks)

3 a.  Explain the geometrlc representation, of set of in energy signals as combination of N '
orthonormal basis function. Illustra he case of N = 2 and M = 3 with necessary diagrams
and expressions. il . (08 Marks)

b. ExplaF r"the correlation receiver: usmg coherent detec ion (06 Marks)

c. Explaln‘ e desrgn of ban gm;ted signals with controller ISI-partial response signal.
e ‘ (06 Marks)

'
smg Gram—Schm'glt orthogonahzatlon prooedure find the set of orthonormal basis functlon
" to represent the Signals s(t), sz(t&)“’*and s3(t) as shown in Fig.Q.4(a). Also express ‘each of

these srgnals interms of set of ba@ )

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

: Impbrtant Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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b. State and@rove Nyqu1st condition for zero ISI. o (10 Marks)
; v lof3 ‘ :

(08 Marks)-
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Module-3 ek T
(10 Marks)
(10 Marks)

Explain the frequency hopped spread spectrum technlque with neat transmltter and recelver
block diagram.

Determine the processing gain requlred g - (04 Marks)
Write a note on application of DS“ reas - ' (08 Marks) -

Define the following with respect to information theory
i) Self information, /
il)  Entropy LN
i)  Source efﬁcrency

1v)  Rate of information. (08 Marks)

Construct bmary code for the following source using Shannon’s bmary encoding procedure.

s = {si, 82, $3,84, S5} p= {0.4, 0.25, 0.15, 0.12, 0.08}. ; (08 Marks)

Explamt e types of rnethods of controihng error. : (04 Marks)
X OR

Six messages symbols with probablhty of 04,0 , 0.1, 0.07, 0 03, construct a- blnary

code by using Shannon G Fano encoding proéﬁd ‘€ode efﬁc1ency and
’iﬁm

redundancy.
1)
111)
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i) . Find all possrble code vector. ‘

' '11) ' Draw the encoding circuit:- _ .
iii) - Draw the syndrome circuit'. ’ R
A (3, 1, 2) convolutional code with g’ = (110), g@)— (101) and g<3>—(111)
i) " Draw the encoder B}&k diagram. gt GRS AR
i) Find the generatot matrix. - L g :
1ii). Find the . code &w‘érd for mformatlon sequence (1 1 101) usmg transform ,domam

: approach - : ; : _ (10 Marks)

(10 Marks) o
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(08 Marks) < 4

(10 Marks) =

(10 Marks) . -
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: , : OR y {4 g e S o
10 'c,;i;‘ : Fora (2,1 4) convolutional encoder as shown in Fig.Q 10(a). o (0 Marks)
o et v o ; e : I ¢ ¢ R

-

e AT R g s Fig QIO e L s
" Find the codeward corrquog;dmg to the information source (10111). Using time domain and . -
transform domain approa : (10 Marks)

b. A5 (2,1, 2) binary-convolutional encoder as shown m Fig.Q.10(b). Draw the state table, state
transition table, s%gtbdiagram and correspo nding code tree, for the message 1011 1. Find the
encoded sequence. 4 Ly
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