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Abstract 

Cancer is the second prominent cause of death worldwide. Per annum around 6, 50,000 

death cases in this current situation due to Prostate cancer. Need to improve determination the 

causal factors of prostate cancer. In this research work considers a medical dataset containing 

clinical information on 100 prostate cancer patients by using the inductive learning algorithms. 

This research work finds Bayes Net classifier gives an optimal results. The Bayes classifier has 

highest accuracy level which is 84% of accuracy. The lowest accuracy level is 62% of accuracy 

which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. The Bayes 

classifier has highest precision level which is 0.85 of precision level. The lowest precision level 

is 0.62 of precision level which is produced by Naïve Bayes Multinomial Text classifier of Bayes 

classifier. The Bayes classifier has highest recall level which is 0.84 of recall level. The lowest 

precision level is 0.62 of recall level which is produced by Naïve Bayes Multinomial Text 

classifier of Bayes classifier. The Bayes classifier has highest F-Measure level which is 0.84 of 

F-Measure level. The lowest F-Measure level is 0.76 of F-Measure level which is produced by 

Naïve Bayes Multinomial Text classifier of Bayes classifier. The Bayes classifier has highest 

ROC value level which is 0.93 of ROC level. The lowest ROC level is 0.46 of ROC level which 

is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. The Bayes classifier 

has highest PRC value level which is 0.92 of ROC level. The lowest ROC level is 0.51 of PRC 

level which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. 
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I Introduction 

Countless researchers and clinicians are finding their ways to deal with cancer all over 

the world. Computer scientists have also been able to identify different risk factors and analyze 

the survival of cancers using various statistical [1] and machine learning techniques [3-10]. 

Survivability of cancer is well defined as the period from the detection of cancer until the death 

or conclusion of the study.  Countless researchers and clinicians are finding their ways to deal 

with cancer all over the world. Computer scientists have also been able to identify different risk 

factors and analyze the survival of cancers using various statistical [11-14] and machine learning 

techniques [15-17]. Survivability of cancer is well defined as the period from the detection of 
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cancer until the death or conclusion of the study. In this research work, section 2 contains related 

works; in section 3 has materials and methods; in section 4 presents results and discussions and 

finally section 5 presents conclusion of this research work. 

II Literature Survey 

In the medical domain, treatments/medicines play a crucial role in determining the 

survival of patients. [18,19]They can define whether the patient can survive or not based on his 

condition.[20,21] Patients tend to improve when they receive the right treatment suited for him 

based on his circumstances. Various clinicians have tried to analyze survival based on different 

sets of medications [9,20]. Still, the significance of treatments in prostate cancer prognosis is yet 

to be examined with the help of data mining techniques. Data mining is expanding fast in 

different fields, including healthcare, and it can extract some interesting information in 

determining the best set of treatments for patients. Sequence mining is an area in data mining 

that extracts some set of frequent sequences in a set of temporal data. It has been used by some 

researchers to gain some insights into the biomedical area [15, 16, 22]. Machine learning 

techniques, on the other hand, have been proved to give better performance than conventional 

survival models employed in earlier studies [11, 23]. Thus, through this study, we made an 

attempt to analyze different machine learning classification techniques to create a survival 

prediction model. 

III Materials and Methods 

This section focuses on the materials and methods of research work. Here, the prostate cancer 

dataset borrowed from one of the leading dataset repository such as kaggle repository. The 

dataset contains 100 patients’ records. Such as 100 observations and 10 variables which are as 

follows: 

Table 1: Meta data of Prostate Cancer dataset 

S.No Label Data type 

1 Id Integer 

2 Radius Integer 

3 Texture Integer 

4 Perimeter Integer 

5 Area Integer 

6 Smoothness Float 

7 Compactness Float 

8 Symmetry Float 

9 Fractal dimension Float 

10 Diagnosis_result Character  
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Methodology: 

Here this research work focuses on the above mentioned dataset using following statistical 

machine learning algorithms in 10 cross fold validation in one of the leading open source data 

mining tool namely Weka 3.9.5. 

 Bayes Net(BN) 

 Naïve Bayes(NB) 

 Naïve Bayes Multinomial(NBM) 

 Niave Bayes Multinomial Text(NBMT) 

 Niave Bayes Multinomial Updateable(NBMU) 

 Naïve Bayes Updateable(NBU)  
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IV Results and Discussions 

This section focuses on the results and discussions of this research work. The below picture 

shows that the attribute distribution of borrowed dataset from Kaggle dataset namely Prostate 

cancer dataset.[2] 

 

Figure 2: Distribution of attributes on Weka.3.9.0 

The below table shows that the various outcomes of statistical machine learning algorithms in 

10:90 fold cross validation.  

Table 2: Various Bayes Classifiers and their measurements 

Classifiers Accuracy Precision Recall F- Measure ROC PRC 

Time 

taken 

to build 

model                

(In 

Sec.) 

Bayes Net 84 0.85 0.84 0.84 0.93 0.92 0.05 

Naïve Bayes 79 0.81 0.79 0.79 0.89 0.88 0.01 
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Naïve Bayes 

Multinomial 
81 0.82 0.81 0.81 0.88 0.88 0.02 

Niave Bayes 

Multinomial 

Text 

62 0.62 0.62 0.76 0.46 0.51 0 

Niave Bayes 

Multinomial 

Updateable 

81 0.82 0.81 0.81 0.88 0.88 0 

Naïve Bayes 

Updateable 
79 0.81 0.79 0.79 0.9 0.88 0 

 

The Bayes Net classifier produces 84% of accuracy value,0.85 of precision value,0.84 of 

recall value,0.84 of F-Measure value,0.93 of receiver operating characteristic curve value,0.92 of 

precision recall value and it takes 0.05 time consumption to build a model. The Naïve Bayes 

classifier produces 79% of accuracy value,0.81 of precision value,0.79 of recall value,0.79 of F-

Measure value,0.89 of receiver operating characteristic curve value,0.88 of precision recall value 

and 0.01 seconds takes a time consumption to build a model. The Naïve Bayes Multinomial 

classifier produces 81% of accuracy value,0.82 of precision value,0.81 of recall value,0.81 of F-

Measure value,0.88 of receiver operating characteristic curve value,0.88 of precision recall value 

and 0.02 seconds takes a time consumption to build a model. The Naïve Bayes Multinomial Text 

classifier produces 62% of accuracy value,0.62 of precision value,0.62 of recall value,0.76 of F-

Measure value,0.46 of receiver operating characteristic curve value,0.51 of precision recall value 

and 0 seconds takes a time consumption to build a model. The Naïve Bayes Multinomial 

Updateable classifier produces 81% of accuracy value,0.82 of precision value,0.81 of recall 

value,0.81 of F-Measure value,0.88 of receiver operating characteristic curve value,0.88of 

precision recall value and 0 takes a time consumption to build a model. The Naïve Bayes 

Updateable classifier produces 79% of accuracy value,0.81 of precision value,0.79 of recall 

value,0.79 of F-Measure value,0.90 of receiver operating characteristic curve value,0.88 of 

precision recall value and 0 seconds takes a time consumption to build a model. 
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Figure 3: Various Bayes algorithms and their accuracy values 

The above diagram shows that the various statistical classifiers and their accuracy levels. 

The Bayes classifier has highest accuracy level which is 84% of accuracy. The lowest accuracy 

level is 62% of accuracy which is produced by Naïve Bayes Multinomial Text classifier of Bayes 

classifier. The Naïve Bayes and Naïve Bayes Updateable has produces next lowest accuracy 

level as well as same accuracy level which is 79% of accuracy level. The Naïve Bayes 

Multinomial and Naïve Bayes Multinomial Updateable classifiers has same accuracy level which 

is 81% of accuracy. 

 

Figure 4: Various Bayes algorithms and their precision values 
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The above diagram shows that the various statistical classifiers and their precision levels. 

The Bayes classifier has highest precision level which is 0.85 of precision level. The lowest 

precision level is 0.62 of precision level which is produced by Naïve Bayes Multinomial Text 

classifier of Bayes classifier. The Naïve Bayes and Naïve Bayes Updateable has produces next 

lowest precision level as well as same precision level which is 0.81 of precision level. The Naïve 

Bayes Multinomial and Naïve Bayes Multinomial Updateable classifiers has same precision 

level which is 0.82 of precision value. 

 

 

Figure 5: Various Bayes algorithms and their Recall values 

The above diagram shows that the various statistical classifiers and their recall levels. The Bayes 

classifier has highest recall level which is 0.84 of recall level. The lowest precision level is 0.62 

of recall level which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. 

The Naïve Bayes and Naïve Bayes Updateable has produces next lowest recall level as well as 

same recall level which is 0.79 of recall level. The Naïve Bayes Multinomial and Naïve Bayes 

Multinomial Updateable classifiers has same recall level which is 0.81 of recall value. 
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Figure 5: Various Bayes algorithms and their F-Mesure values 

The above diagram shows that the various statistical classifiers and their F-Measure levels. The 

Bayes classifier has highest F-Measure level which is 0.84 of F-Measure level. The lowest F-

Measure level is 0.76 of F-Measure level which is produced by Naïve Bayes Multinomial Text 

classifier of Bayes classifier. The Naïve Bayes and Naïve Bayes Updateable has produces next 

lowest recall level as well as same F-Measure level which is 0.79 of F-Measure level. The Naïve 

Bayes Multinomial and Naïve Bayes Multinomial Updateable classifiers has same F-Measure 

level which is 0.81 of F-Measure value. 
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Figure 6: Various Bayes algorithms and their ROC values 

The above diagram shows that the various statistical classifiers and their ROC values. The Bayes 

classifier has highest ROC value level which is 0.93 of ROC level. The lowest ROC level is 0.46 

of ROC level which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. 

The Naïve Bayes and Naïve Bayes Updateable has produces next lowest ROC value level as well 

as same ROC level which is 0.88 of ROC level. The Naïve Bayes Multinomial and Naïve Bayes 

Multinomial Updateable classifiers has more or less same ROC value level which is 0.89 and 

0.90 of ROC values. 
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Figure 7: Various Bayes algorithms and their PRC values 

The above diagram shows that the various statistical classifiers and their PRC values. The Bayes 

classifier has highest PRC value level which is 0.92 of ROC level. The lowest ROC level is 0.51 

of PRC level which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. 

The Naïve Bayes , Naïve Bayes Updateable, Naïve Bayes Multinomial and Naïve Bayes 

Multinomial Updateable classifiers has produces next lowest PRC value level as well as same 

PRC level which is 0.88 of PRC level.  

 

 

Figure 8: Various Bayes algorithms and their time taken to build models  

The above diagram shows that the various statistical classifiers and their time consumption to 

build the models. The Bayes classifier has taken more time to build a model which is 0.05 

seconds. The Niave Bayes Multinomial Text, Niave Bayes Multinomial Updateable and Naïve 

Bayes Updateable takes zero seconds to build a model. 
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V. Conclusion 

This research work concludes that the The Bayes classifier has highest accuracy level which is 

84% of accuracy. The lowest accuracy level is 62% of accuracy which is produced by Naïve 

Bayes Multinomial Text classifier of Bayes classifier. The Bayes classifier has highest precision 

level which is 0.85 of precision level. The lowest precision level is 0.62 of precision level which 

is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. The Bayes classifier 

has highest recall level which is 0.84 of recall level. The lowest precision level is 0.62 of recall 

level which is produced by Naïve Bayes Multinomial Text classifier of Bayes classifier. The 

Bayes classifier has highest F-Measure level which is 0.84 of F-Measure level. The lowest F-

Measure level is 0.76 of F-Measure level which is produced by Naïve Bayes Multinomial Text 

classifier of Bayes classifier. The Bayes classifier has highest ROC value level which is 0.93 of 

ROC level. The lowest ROC level is 0.46 of ROC level which is produced by Naïve Bayes 

Multinomial Text classifier of Bayes classifier. The Bayes classifier has highest PRC value level 

which is 0.92 of ROC level. The lowest ROC level is 0.51 of PRC level which is produced by 

Naïve Bayes Multinomial Text classifier of Bayes classifier. This system recommends that the 

Bayes net classifier produces optimal results compare with other models. 
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