17CS73

venth Semester B.E. Degree Examlnatlon, June/July 2024
Machine Learmng

Max. Marks: 100
Note Answer any FIVE full questions, choosing ONE full question from each module.

g Module-1
5 1 a. Explain the designing of a learning system in detail. (10 Marks)
£ b. Define learning. Specify the learning problem for handwriting recognition and robot drivin
g B v w g’ " (05 Markgs)
§ ¢. Explain the issues in machine learning. (05 Marks)
B OR o\
2 2 a  Write the steps involved n find-S algorithm. T (05 Marks)
e b. Apply candidate climination algorithm to obtain final version space for the training set
g shown in Table.Q2(b) to infer which books or articles the user reads based on keywords
! €. supplied in the article. (10 Marks)
Article | Crime | Academes | Local | Music | Reads
da; | True False False | True | True
W, 2" True False « | False | False | True
1o False True | False | False | False Table.Q2(b)
a4 False False™ | True | False ,|.Fa
as True True False | False
State the inductive bias rote-learner, candidate—elimination and Find-S algorithm. (05 Marks)
M&ls;l ~~~~~
3 a. Explain the concept of decision tree learni

select the attributed for building a decision tree using ID3 algorithm. (11 Marks)
b. Explain the followmg with respect to decision tree learning:

i) Incorporating continuous valued attributes

ii) Alternative measures for selecting attributes

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

iii) Handling training examples with missing attrlbutc values. (09 Marks)
OR
4 a. Construct decision treeusing [D3 considerin ing the following training examples
Weekend Weather | Parental avallablhty Wealthy | Decision class
H, {_ Sunny Yes Rich Cinema
H, .| Sunny . ¢ No Rich Tennis
Hj ¢ Windy % Yes Rich Cinema
saHe Rainy Yes Poor Cinema
"~ Hs Rainy No Rich Home
He Ramy Yes Poor Cinema
Hy Wmdy No Poor Cinema
Hg Windy No Rich Shopping
Hy Windy Yes Rich Cinema
Hjo ™4} Sunny No Rich Tennis
\ Table Q4(b) (12 Marks)
b. Discuss the issues of avoiding overfitting the data, and handling attributes with differing

costs. - (08 Marks)
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Module-3 ;
Derive an expression for gradient descent rule to minimize the error. Using the same, write
the gradient descent algorithm for training a linear unit. (10 Marks)
Write back propagation algorithm that uses stochastic gradient descent method. What is the
effect of adding momentum to the network? = (10 Marks)
OR--
List the characteristics of the problcms which can be solved usmg back propagation
algorithm. , (05 Marks)
Design a pcrceptron to implement. two input AND function. (05 Marks)
Derive expressions for training rule of output and h1dden umt weights for back propagation
algorithm. s Sl (10 Marks)
Module-4
Explain Bayes theorem and mention the features of Bayesmn learning. (07 Marks)
Prove that a maximum likelihood hypotheses cab be used to predict probabilities. (08 Marks)
Explain Naive Bayes classifier. ‘ (05 Marks)
" OR.
Describe MAP‘learning algorithm. (08 Marks)

C1a581fy the test data and {Red, SUV Domestic} using Naine Bayes classifier for the dataset
shown in Table Q8(b).

Color | Type Origin Stolen
Red Sports | Domestic | Yes
~Red | Sports | Domestic | No
sy, Red Sports | Domestic | Yes
| Yellow | Sports:| Domestic | No .
¢ Yellow | Sports | Imported | Yes
A Yellow |. SUV | Imported | = No
Yellow.| SUV | Imported | Yes
Yellow:| SUV | Domestic| No
Red | SUV | Imported | No
Red | Sports | Imported | Yes

£ % Table‘Q8(,;b) (06 Marks)
erte and explam EM. aigorlthm 5 (06 Marks)
5 Mo dule-S
'Explam briefly on cstlmatmg hypothesis accuracy. (10 Marks)
Explain central hmlt theorem. " (04 Marks)
Explain remforcemcnt learning with examplcs (06 Marks)
OR
Explain K-Nearest nmghbor learning algorithm and distance weighted nearest neighbor
algorithm. (10 Marks)
Discuss on locally wcxghted regression. (05 Marks)
Write down the Q-Learning algorithm. (05 Marks)
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