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Natural Language Processing
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semester B.E./B.Tech. Degree Examination, June/July 2025

Note: I Answer any FIVE full guestions, choosing ONE full question from each module.

2 M s Marks , L: Bloom's level , C: Course ortopmes.

3 hrs. Max, Marks:; 100

i | Module — 1 - M| L | C
' Q.1 | a. | Deline NLP. What are the applications of NLP? 08 | L1 | CO1
b. | Bricfly explain variously levels o NLP. e8| L1 | col
¢. | List and explain the challenges of NLP. lo4| L1 | CcO2
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Q.2 | a. | Discuss N-gram model in detail. 08 | L1 | CO1
b. | Explain importance of Karaka Theory in NLP. 06 L1 | Co2
| c. | What are different types of process Eﬂ'tEl]}’HiH;? | 06 i L1 | CO2
|
) 2 Module -2
Q.3 | a. | Explam different categories of POS tagging. [llustrate parts of speech | 08 | L1 | CO2
lagging with an example.
b. | Discuss DFA and NFA. Mention the properties of {nale automata. N6 | L1 | COIl
¢. | Explain CYK algorithm. 06 | L1 | COI
— S IR it i
Q.4 | a. | Explain two step morphological parser with a neat diagram. 06 | L1 | COl
b. | Explain top-down parsing and bottom-up parsing with an cxample. 08 | I.1 | CO2
¢. | Briefly explain part-of-speech tagging. N6 | L1 | CO1
- Module — 3
0.5 | a, | Discuss Naive Baves classifiers and explain how Naive Baves classifier | 08 | 1.2 | COI1
applied to a mowvie review (BOW assumption).
| b. | What is S-E].'Ilil't..i.f.'.:-'r'!Lm;"i.]'t.‘:t]}-:HiE;:?_ijll.ﬂ{:.llb;f-.i_d-]-.”é'f't‘:]:t{. Lypes ol sentiment }ll'l.’-_l]}-'ﬂi:;&- 08 | L1 | CO1
¢. | Explamn Confusion Matrix in detail. 04 | L1 | CO1
- - -_GR - — —_—
(0.6 | a. | Explain how Naive Baves i1s used under texi classification tasks. Tllustrate | 08 | L1 | CO1
with an example,
b. | Discuss how Najve Bayes served as a language model. Hlustrate with an | 06 | L1 | CO1 |
| example: '
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Q.6 | c. | Define Language Model, L‘;'."}'}!'r.‘iiﬂ how Naive Ba;—-r:-:q model serve as | 06 | L2 | COl
language model with the classes of (+ve) and (—ve) probability to the |
sentence.
| T\]udule iy '_ : _
Q.7 a. | With a neat diagram cxplain design features of information retrieval | 08 | L2 | COI
systems, '
o b. | Explain the Cluster and Fuzzv models of information retrieval systeims, 08| L1 | CO1 _
¢. | Discuss wordNet with its applicmignm.' J | _' 04 L1 | CO1
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Q.8 | a. Explain Boolean and vector Space information retrieval models. 08 ‘ I.L1  COl
b. | Discuss major issues information retrieval. . 08 ‘ L1 | CO1
c. | Explain the benefits of elim: inating stop words. Give examples in WI’m:ll 04 L2 | CO1
stop word climination mav be harmiful, ’ ;
|
...... |
i _ Module — 5 : _ : ) e
0.9 | a. | Explain Encoder-Decoder Transformer architecture. 10| L1  CO1
| b, | What are Multilingual Models? What are the advantages of multilingual | 05 | L1 | COI
model?
¢. | Discuss different automatic cvaluation metrics of machine translation | 05 | L1 | CO1
cvaluation.
- S— GR . ¢ - .
Q.10 | a. | What s Data Augmentation? Explain back translation technigue. 10| L1 | CO1
b, | Writc a ahm’l note on | : 10 .".I .1 ({_}1
1) Beam Scarch i) Minimum Bayes Risk (MBR) i ; ,
| |
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